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Preface

The proceedings present 52 scientific papers written for the 32nd conference of the UK Association for Computational

Mechanics (UKACM). The organisation was founded in 1992 with the aim of promoting research in computational

mechanics and various engineering applications and establishing formal links with similar organisations in Europe and

the International Association of Computational Mechanics (IACM). The conference was held in the Department of

Engineering at Durham University, Durham, UK, between the 11th and 12th April 2024, with the 2024 UKACM School

being held on the 10th April 2024. In total 72 technical presentations were delivered as part of the conference, in

addition to four plenary lectures and three introductory UKACM School lectures.

Numerous people have contributed to the delivery of this event, but in particular the organising committee would

like to thank Professor Charles Augarde, Head of the Department of Engineering, Durham University, UK, for his

unwavering support. The event would not have been possible without the support of members of Durham University’s

Computational Mechanics Research Node, who provided scientific oversight of the submitted contributions, and the

administrative support provided by Durham University’s Department of Engineering and Event Durham. We would

also like to thank Professor David Emerson (Science and Technology Facilities Council, UK), Professor Jon Trevelyan

(Durham University, UK), Professor Xiaoying Zhuang (Leibniz University Hannover, Germany) and Dr Tim Hageman

(Roger Owen Prize 2022 winner, University of Oxford, UK) who kindly accepted the invitation to deliver plenary

lectures; and the three lecturers of the UKACM School, Professor Charles Augarde, Dr Robert Bird and Professor

Jon Trevelyan who gave up their time to provide introductory lectures to the material point method, discontinuous

Galerkin finite element methods and the boundary element method, respectively.

The papers submitted to UKACM 2024 cover the breadth of computational mechanics research within the UK and

beyond. The proceedings are organised in the following sections, linked to the technical sessions of the conference:

• Advances in Bio-inspired Computational Modelling for Engineering Applications

• Advances in Finite Element Modelling

• Computational Innovations in Fluid Dynamics and Material Behaviour

• Computational Methods in Heat Transfer and Hydro-Mechanical Modelling

• Computational Modelling for Material Processing and Multi-scale Analysis

• Computational Modelling of Stress Concentration and Constitutive Relations

• Cutting-Edge Applications in Computational Engineering and Design

• Finite Element and Meshless Methods in Deformation Analysis

• Geotechnical Modelling 1: Pile Jacking to Rainfall-Induced Landslides

• Geotechnical Modelling 2: Rock Failure and Structural Interaction

• Geotechnical Modelling 3: MPM, PFEM and Soil-Structural Interaction

• Innovative Computational Approaches in Composite Material Analysis

• Machine Learning Applications in Engineering

• Phase-Field Modelling for Predicting Fracture and Degradation in Materials

• Structural Analysis and Optimisation: Modelling, Characterisation, and Response

The editor would like to thank the authors for their contributions and their willingness to consider the comments of

the scientific committee when preparing their conference papers.

Will Coombs

UKACM 2024 Conference Chair, April 2024
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2024 UKACM School

It is traditional for the UKACM Conference to be preceded by a UKACM School, with the aim of introducing different

areas of computational mechanics to early careerer researchers. The 2024 School is focused on different methods for

analysing problems in solid mechanics (and beyond).

Introduction to the boundary element method
Professor Jon Trevelyan, Durham University

The Boundary Element Method (BEM) is one of the numerical methods available for finding an approximate solution

to Partial Differential Equations. In comparison with the FEM, it offers some advantages and some disadvantages.

The principal disadvantage lies in the much greater versatility that FEM offers engineers working in the whole range

of non-linear, time dependent, multiphysics problems. This has meant that FEM has been far more successful than

BEM in a commercial sense within the global engineering industry. On the other hand, there are some problems for

which the BEM offers advantages, sometimes very considerable ones, in accuracy and computational efficiency. For

this reason, the method has continued its appeal to researchers in computational mechanics. Further, with the advent

of isogeometric formulations, there is reason to be optimistic about the future for BEM since its boundary-only phi-

losophy is a natural fit to the NURBS boundary representations used by CAD systems. In this lecture, Jon Trevelyan

will provide an introduction to the BEM aimed at early-career researchers who have some awareness of numerical

methods in engineering (e.g. FEM) but may be new to the BEM. We will see that, although the meshing is confined

to the boundary, our outer surface/perimeter of the object being analysed, the numerical implementation involves

some complications not found in FEM. However, once those are overcome we have a method able to deliver highly

accurate solutions from a mesh that is entirely restricted to the boundary of the object.

About the speaker: Prof. Jon Trevelyan is Emeritus Professor of Engineering at Durham University. After obtaining

his PhD in Civil Engineering from Bristol (studying the dynamics of double curvature arch dams) he worked for over

a decade in industry. The majority of this period was spent with the Computational Mechanics Group, developers of

the BEASY software, and included seven years running the North American operations of the Group. On his return

to the UK, Jon made a career change into academia, first spending one year at the University of Brighton, and then

in 1996 being appointed to a lectureship at Durham, where he spent the remainder of his career. His early years at

Durham working alongside Professor Peter Bettess were formative ones, particularly in together developing enriched

BEM formulations for acoustics problems. The idea of using non-standard basis functions, removing the adherence to

piecewise polynomial elements, has been a continuing unifying theme in his research since then, and has led to promis-

ing developments in enriched BEM schemes for fracture mechanics and to isogeometric BEM approaches. Jon’s BEM

software has been used for over twenty years in the aerospace sector. He is a Fellow of the Institution of Mechanical

Engineers, and has also served a four-year term as Head of the (then) School of Engineering and Computing Sci-

ences in Durham. Jon formally retired in 2023 but has retained Emeritus Professor status so he can still access Matlab.

An introduction to material point methods for solid mechanics
Professor Charles Augarde, Durham University

The purpose of this presentation is to introduce you to the Material Point Method (MPM) for solids, which is closely

related to the standard finite element method (FEM) but with major advantages for modelling problems with large

deformations. There is considerable interest in MPMs in disparate areas, e.g. geotechnics and computer graphics, and

strong proponents of various types, e.g. implicit or explicit, single or multiphase, which makes the topic an interesting

area of computational mechanics in which to work. After explaining the approach, the presentation will focus on key

issues with MPMs that are the topic of current research and could be taken forward by interested researchers. The

presentation will assume a reasonable knowledge of the standard FEM for solids.

About the speaker: Prof. Charles Augarde is Head of Department and Professor of Civil Engineering in the De-

partment of Engineering at Durham University. He has been an academic at Durham since 2001, being promoted

ix
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to Professor in 2013. Prior to Durham he spent six years in industry, working for Manchester City Engineer’s Dept

on road, bridge and sewer design and construction, achieving Chartered Engineer (CEng) status in the process, then

returned to academia to do a PhD on finite element analysis of tunnelling at Oxford University. After his PhD, and

a brief period as a lecturer in structural engineering at the University of Westminster, he returned to Oxford as a

Departmental Lecturer in Engineering Science where he stayed until 2001. Charles’s research interests lie in develop-

ment of numerical methods aimed mainly at problems in geotechnics, but with a substantial presence in the field of

computational fracture mechanics, and a totally separate interest in earthen construction methods and materials.

Discontinuous Galerkin Methods: from basic to advanced techniques
Dr Robert Bird, Durham University

The aim of this lecture is to introduce discontinuous Galerkin (DG) methods as a tool to solve engineering problems.

Several applications of DG methods are presented. This lecture starts by describing some of the characteristics of

DG methods that set them apart from standard conforming methods. DG methods are particularly suitable for mesh

adaptivity. Therefore, some of the most common automatic adaptivity techniques are presented in detail together

with applications. In the last part of the lecture, advanced techniques are discussed. The aim is to make this lecture

suitable for anyone with experience with FEMs.

About the speaker: Dr Robert Bird is a Post-Doctoral Research Associate (PDRA) at Durham University, UK. He

obtained his PhD in 2019 from Durham University researching hp-adaptive finite element methods for accurate crack

propagation. After his PhD he accepted a PDRA position at Imperial College London. At Imperial he developed meth-

ods to model, and quantitatively define, fracture intensity (P32) from subsurface blast shock waves in rocks. He also

developed analytical methods to analyse the reflection of pulse-waves impinging on fractures. Currently at Durham

he uses the material point method (MPM) for modelling rigid bodies interacting with non-linear materials. Much of

this work is focused on formulations for frictional contact and imposition of boundary conditions due to the lack of

defined material boundary with the MPM. His other focus is on crack propagation, both discrete and phase-field type

fracture, combined with residual based a posteriori error estimation for hp-adaptivity with the discontinuous Galerkin

finite element method. They key aim with this research is to allow computational trackable simulations with no a priori

knowledge of where cracks will propagate. During Robert’s PhD he won two prizes for his distinguished research, the

2016 ACME Conference Award for Best Post-Graduate Research Student and the 2020 UKACM Roger Owen Award

for the best PhD thesis. Additionally, he was a finalist in 2021 for the international ECCOMAS best PhD thesis and

the 11th ECCOMAS PhD Olympiad.
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INVERSE DESIGN OF SPINODOID CELLULAR STRUCTURES WITH
TAILORED MECHANICAL-HYDRO-THERMAL PERFORMANCES

Jinlong Fu, Hirak Kansara, Wei Tan∗

School of Engineering and Materials Science, Queen Mary University of London, E1 4NS, UK.
Presenter: jinlong.fu@qmul.ac.uk; ∗Corresponding author: wei.tan@qmul.ac.uk

Abstract. In this study, a data-driven computational framework is developed for multi-objective inverse
design of spinodoid cellular metamaterials with desired anisotropic properties, which enables us to si-
multaneously tailor the mechanical deformation, fluid transport and heat transfer performances. Cellular
structures with various spinodal topologies are generated within the full design space, and multiple phys-
ical properties, including mechanical stiffness, hydraulic permeability and thermal conductivity tensors,
are numerically evaluated via finite element analysis and computational fluid dynamics respectively. Af-
ter having a sufficiently large database, regressional conditional generative adversarial network (cGAN)
is used to construct the one-to-many mapping to represent inverse structure-property relations, from
which multiple cellular structures can be generated by inputting the target mechanical-hydro-thermal
properties. The preliminary results demonstrate that this new computational design framework is an
effective tool to deal with stiffness-permeability-diffusivity synergy, expand the tunable scope of multi-
physical performances, and tailor spinodoid cellular metamaterials with the desired multi-functionality.

Key words: Spinodoid cellular metamaterials; Inverse simulation-aided design; Data-driven modelling;
Regressional cGAN; Multi-physical properties

1 Introduction

The vast design space of multi-functional metamaterials has motivated the need for inverse design [1]
to identify the optimal structural topology that satisfies the requirement of multi-physical properties.
However, this challenging problem has not been properly solved due to several primary reasons [2,
3]: (i) The “curse of dimension” problem due to the vast array of structural topologies and material
constituents; (ii) Different physical properties are often strongly coupled, even conflicting, which makes
it difficult to simultaneously optimise and independently adjust them; (iii) Mapping physical properties to
structural topology space is an ill-posed problem, because multiple topologies can have the same effective
properties. Herein, we propose a data-driven computational framework for efficient inverse design of
spinodoid cellular metamaterials to achieve the desired mechanical-hydro-thermal performances.

2 Methodology

Conditional generative adversarial network (cGAN) [4], consisting of a generator and a discriminator,
can generate a set of designs satisfying the predefined conditions by feeding a set of random noise. In
this study, the conditions are physical properties of spinodoid cellular metamaterials, including stiffness,
permeability and thermal conductivity tensors. And cGAN is applied to learn an one-to-many mapping
from multi-physical properties to the design variables that characterise the spinodal topology of cellular
structures. As illustrated in Figure 1, a property regressor is newly added to the standard cGAN, aiming
to greatly enhance its capability in learning the inverse structure-property relationships. It is a new
practice to use regressional cGAN for multi-objective inverse design of spinodoid cellular metamaterials

1
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to achieve tailored mechanical-hydro-thermal performances. Compared to conventional feedforward
neural networks [2], the regressional cGAN is able to generate non-unique designs given the same input,
and these designs are statistically equivalent in aspects of the conditions (physical properties).

Figure 1: The workflow of regressional cGAN for multi-objective inverse design of spinodoid cellular metamate-
rials by learning the inverse structure-property mapping.

3 Data preparation

As an emerging class of metamaterials, spinodoid cellular structures [2, 5] not only enable enormous
anisotropic design spaces with mechanical resilience, but can also biomimick diverse microstructural
features of natural materials. Spinodoid topologies with nearly zero mean curvature are engineered to
minimise localised junction failure and enhance pore network connectivity. The procedure for generating
spinodoid structures is briefly explained in Figure 2. There are four design parameters describing the
unique topology of a spinodoid structure, which are the relative density ρ̄ and three angles (θ1,θ2,θ3).
Here, a wide range of design parameters is randomly sampled from the full design space, based on which
a set of 3D spinodoid structures of representative size are generated.

Figure 2: Illustration of generating spinodoid celluler structures [5].

For each spinodoid structure sample, the finite element method (FEM) is used to evaluate the effective
stiffness tensor E via computational homogenisation. The lattice Boltzmann method (LBM) and finite
volume method (FVM) are carried out for numerical simulations of fluid flow and heat transfer, from
which the permeability tensor κ and thermal conductivity tensor λ can be computed respectively. The

2
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obtained database, consisting of physical properties C = [E,κ,λ] and design parameters χ= [ρ̄,θ1,θ2,θ3],
will be used to train a regressional cGAN model to accurately establish a one-to-many mapping from
multi-physical properties C to design variables χ. The properly trained regressional cGAN model will
then be used to generate design variables by inputting the target physical properties.

Figure 3: Constructing a sufficiently large database for data-driven inverse design: (a) Generating various spin-
odoid cellular structures with different design variables; (b) Evaluating stiffness tensors using the FEM to simulate
compression deformation; (c) Evaluating permeability tensors using the LBM for pore-scale flow simulation; and
(d) Evaluating thermal conductivity tensors using the FVM to simulate heat transfer.

4 Preliminary results and future works

At the current stage, we are still generating more data via high-fidelity numerical simulations for con-
structing the data-driven models that represent the inverse structure-property relationships of spinodoid
cellular metamaterials. Therefore, only some preliminary results are shown in this section to demon-
strate the potential/effectiveness of the proposed computational inverse design tool. Different regres-
sional cGAN models are separately trained by using the available data, and the inverse design results
are shown in Figure 4 and 5. Obviously, the morphological similarity between the real/reference and
generated structures can be easily seen via visual inspection. For quantitative assessment, the physical
properties of generated spinodoid cellular structures will be numerically evaluated, and the results will
be compared with the reference values at the next step. After a sufficiently large database is constructed,
we will use it to train a new regressional cGAN model for multi-objective inverse design of spinodoid

3
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cellular strictures with tailored mechanical-hydro-thermal performances.

Figure 4: (a) Real bone structures obtained from micro-CT scanner; (b) Spinodoid cellular strictures generated
from the regressional cGAN model, which are statistically equivalent to the real bone structures in terms of me-
chanical stiffness E.

Figure 5: (a) The reference spinodoid cellular stricture; (b), (c) and (d) Multiple structures generated from the
regressional cGAN model, which are statistically equivalent to the reference structure in terms of permeability E
and thermal conductivity λ tensors.
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Abstract 

Next-generation stents are expected to be manufactured from fully bioresorbable materials. Such stents can 

achieve the restoration of patency of occluded atherosclerotic arteries, before hydrolysing in the body 

following healing. There has been a sustained growth of research in the development of new biomaterials and 

manufacturing methods for such stents. Three-dimensional printing is one of the exciting fields for the 

manufacture of coronary BRS. Here, we show a virtual testing approach for the development of 3D printable 

coronary artery stents based on bioresorbable polymeric biomaterials. In the study, the authors designed 10 

novel 3D printable stents and manufactured them using Fused Deposition Modelling (FDM) 3D-printing 

technology. Also, a virtual testing approach based on finite element methods was used to characterize the in 

vivo structural response of the stents with a view to assessing the suitability of the stent designs for use in the 

restoration of patency for occluded coronary arteries. The approach presented here can represent a future 

preoperative management tool for interventional cardiologists to assess the structural performance of bespoke 

patient-specific 3D printable stent designs prior to manufacture and implantation at the occluded site. Key 

words: stent, virtual testing  

1. Introduction

Intravascular stents are widely used for restoration of patency of atherosclerotic coronary arteries. Although 

majority of stents used in clinical practice are metallic stents, there is a growing interest in biodegradable and 

bioreabsorbable stents. In the last decade, drug-eluting biodegradable stents have emerged as alternative to 

bare metal stents.  Most recently, polymeric stents have also emerged as probable alternatives to bare metal 

stents. Innovations in polymer manufacture have led to development of biocompatible, bioreabsorbable, and 

high modulus polymers as PLA, PLLA and polydiaxanone which can be used in manufacture of cardiovascular 

(polymeric) stents. The advances made in 3D printing technologies have led to deployment of such techniques 

in manufacture of bespoke patient-specific complex-geometry stents [1,2] . The expectation is that such stents 

can be printed on demand specifically for a given patient right beside the operating table. Although there is a 

significant number of studies based on computational modelling of the behaviour of bare metal and 

polymercoated stents, there is just a few initial studies investigating 3D printable polymeric stents.  

2. Problem description

This paper aims to develop a virtual testbed for investigating the structural response of 3D printable polymeric 

stents in coronary angioplasty. Such stents are typically small to fit the arteries. The proposed virtual testbed 

is analogous to a laboratory testing scheme ranging from representative virtual domain, appropriate material 

design, to selection of adequate loading scheme (boundary conditions) and subsequent post-test batch analysis 

(post-processing tasks) [3,4].   

The virtual testbed presented here (see Figure 1) uses the finite element modelling scheme as a computing 

engine for the structural analysis of candidate designs of the polymeric stents. The virtual domain consists of 

a multi-fold hyperelastic balloon material, elasto-plastic stent material, hyperelastic behaviour of the arterial 

walls and atherosclerotic plaque, and finally multi-step loading scheme (capturing multi-fold mechanism of 

balloon and pressurization of arterial walls simulating blood flow).  

Ten designs of 3D-printable stents were created and used in this study. The set of these ten designs are shown 

in Figure 1. The designs were distinguished by the size and shapes of the cells in each stent. These range from 

racetrack, curved diamond, diamond, and skewed parallelogram designs. Each stent design was subjected to a 
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virtual testbed assessment to determine its mechanics in view of ranking according to an expected mechanics 

of stent, damage assessment and structural performance.    

 

 (f) (g) (h) (i) (j) 

  
Figure 1: Geometric Designs of 3D printable stents showing ten different stent designs which include the following 

stent's geometric cell shapes: Racetrack (a) RA (b) RB; Curved diamond (c) CDA (d) CDB; Diamond (e) DA (f) DB 

(g) DC; and Skewed parallelograms (h) SPA (i) SPB and (j) SPC.  

3. Numerical results  

The study reports on such structural parameters as: radial recoil index, longitudinal retraction index, 

foreshortening percentage, dogboning index, as well as maximum diametral strain. The result from this study 

is significant as it offers developers of polymeric stents a virtual platform to assess the structural performance 

of candidate designs of stents before their eventual printing. This is essential since the use of patient-specific 

data will drive design of different designs of stents, hence leading to different structural responses. As a result, 

the use of the proposed virtual testbed will provide instant feedback on the behaviour of such bespoke 3D 

printable stent designs before investing further resources for their 3D printing. Also, outputs from such testbed 

will provide the surgeon a first-hand assessment of the structural scaffolding response of the stent before the 

deployment within the patient.  Each variant shows a distinct stent mechanics and will be quantified 

numerically as shown in Figure 2. 

 

( a ) ( b ) ( c ) ( d ) ( e ) 

UK Association for Computational Mechanics Conference 2024 - Coombs (eds)

7



UKACM 2024 Conference, April 11-12, 2024, The University of Durham, Durham, UK  

  

3  

  

 
  

Figure 1. The contour plot showing the structural response for the following 3D-printable bioresorbable stents with the 

following cell shapes:   racetrack: (a) RA, and, (b) RB; curved diamonds: (c) CDA, and,  (d) CDB; diamonds: (e) 

DA, and,  (f) DB; (g) DC, and,  skewed parallelogram (h) SPC (i) SPA and (j) SPB.  
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4. Conclusions

Next-generation coronary stents are expected to be based on bioresorbable materials which following 

restoration of patency of the occluded artery will hydrolyse preventing current permanent caging of the arteries 

as seen in metallic stents. Already, several metal-based bioresorbable stents have been developed and have 

undergone clinical trials with comparable success as fully metallic stents [5–8]. However, these bioresorbable 

stents can either degrade quickly (e.g. Magnesium-based stents) or too slowly (e.g. Iron-based stents). These 

undesirable degradation timeframes mean that they either cannot support the artery wall for the required 

healing period, or they remain in the artery for longer than required. As a result, they are fraught with 

neointimal restenosis and late-stage thrombosis: the same issues seen in metallic stents.   

The study has used the virtual testbed to rank 10 designs of 3D-printable coronary stents and determined the 
structural parameters commonly used for objective assessment of the viability of a stent for use in coronary 

angioplasty. The study has also investigated the damage and stent mechanics assessments to ensure that the 
chosen stent will not fail during the stent deployment process. This study is the first attempt in pushing 

existing FDM-type 3D printing technology to create coronary stents with strut thicknesses of  150-500 µm. 
We have therefore shown an ambitious approach for manufacturing homogeneous 3D printed bioresorbable 

stents as well as virtual assessment of their in vivo mechanics. With sustained collaborative research from 
material science and additive manufacturing fields, we envision a future where 3D printed bioresorbable 

(polymeric) coronary stents can become common in clinical settings.   
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Abstract 

Monolayer graphene exhibits remarkable strength and stiffness. However, the large-scale fabrication of 

flawless monolayer graphene films remains challenging due to the prevalence of imperfections, such as 

additional layers, wrinkles, or folds. These imperfections significantly compromise the performance of 

monolayer graphene across diverse applications. In contrast, the fabrication of large-size multilayer graphene 

platelet films (MGPFs) with commendable mechanical properties is comparatively more attainable and holds 

considerable promise for widespread applications in modern industries. It is imperative to systematically 

investigate the dependences of the mechanical properties of multilayer graphene platelet films on their 

geometric structures and to optimize the structural design of MGPFs. To address these objectives, this paper 

employs finite element methods to construct a 3D macroscopic multilayer graphene representative volume 

element model with each layer being a 2D periodic random Voronoi platelet structure. The ensuing 

investigation aims to explore the influences of geometrical features, encompassing graphene platelet size, 

and area fraction, on the elastic modulus of MGPFs. The findings indicate a significant positive correlation 

between the elastic modulus of MGPFs and the size of its graphene microplates. This observation proves that 

the characteristic parameters of graphene platelets play a crucial role in influencing the macroscopic 

mechanical properties of the materials. 

Key words: Multilayer graphene platelet; Finite element; Elastic properties; 

1 Introduction 

Monolayer graphene, particularly highlighted since its synthesis by Novoselov and Geim et al. [1] in 2004, 

has garnered widespread attention owing to its promising applications in the fields of electrical, mechanical, 

electronic, optical, and biomedical engineering [2]. Although, there has been an exponential rise in studies of 

graphene materials, the remarkable properties of monolayer graphene are still only presented in a few 

laboratories and cutting-edge devices. This is due to the lack of efficient and low-cost methods for the 

preparation of defect-free monolayer graphene in the prior technology [3–6]. Whereas the layer-by-layer 

hierarchical structure of multilayer graphene platelet films (MGPFs) similar to the nacre materials can 

combine  intralayer strong sp2 bonds and interlayer crosslinks for efficient load transfer [7]. Their multilayer 

structures can reduce the impact of stress concentrations on materials dimensions.  Hence, fewer or more 

layers of graphene can be relatively easy to synthesis and have been employed in some materials, such as 

graphene aerogels and graphene-based composite materials. Prvious studies have indicated that the 

mechanical properties of MGPFs are affected to various degrees by their geometric parameters of graphene 

sheet. Hence, it is valuable to discuss  how the mechanical properties of MGPFs depend on their geometrical 

structures and how to optimize the structural/geometrical design of multilayer graphene platelet films to 

enable the desired combination of their mechanical properties and to enhance their functions in practical 

applications. 

Liu et al. [7] analogised multilayered graphene platelet films to lamellar structured materials such as pearl 

nacre and established that the overall mechanical properties of such materials were analysed using idealized 

2D continuum dielectric mechanics and investigated how these properties depended on the mechanical 

properties of monolayered graphene platelets and their dimensions.  Zhang et al. [8] investigated the impact 

of randomly staggered platelet distribution on the mechanical properties of unidirectional nanocomposites, 

revealing its significant role alongside volume fraction, platelet shape, and orientation.  However, their 2D 

geometrical models [8] are very different from the actual structure of MGPFs.  Here, inspired by some 
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work [9,10] and the morphological structure of nacre, this research introduced the random Voronoi platelets 

into the representative volume element (RVE)  model in the work of Tang et al. [11]  to explore how the 

mechanical properties of the random Voronoi platelets affect the mechanical properties of the nacre.  As the 

mechanical properties of multilayer graphene platelet films (MGPFs) are obviously in-plane isotropic and 

MGPFs have three orthogonal planes of elastic symmetry, they have five independent elastic constants to be 

determined [12].  If the gaps between the intralayer graphene platelets are relatively large and their intralayer 

interaction force can reasonably be ignored,  the individual platelets in the MGPFs are held together only by 

the interlayer van der Waals force between the staggered graphene platelets.  This study introduces, for the 

first time, periodic 3D multilayer random Voronoi graphene platelet models to obtain the five independent 

elastic constants through finite element simulations. It aims to investigate the impact of geometrical 

properties, such as graphene platelet size, regularity degree, and area fraction, as well as the number of 

graphene platelet layers, on the five independent elastic constants of MGPFs. 

2 Problem description 

Three-dimensional periodic representative volume elements (RVE) models, featuring nacre-like structures 

(Fig. 1c), are systematically constructed to simulate the elastic characteristics of multilayer graphene platelet 

films (MGPFs). Each layer of the MGPFs within the RVE model is represented by a periodic two-

dimensional square random Voronoi platelet structure containing N complete graphene platelets, as depicted 

in Figure 1b, with solid lines demarcating the boundaries (or inter-platelet gaps) within intralayer 

configurations.  In previous simulation studies, graphene layers were modeled as thin layers composed of 

shell elements, with the thickness of the graphene layer reduced by a factor of 10 to 100 to represent the 

model's thickness, allowing for the assumption of infinite out-of-plane stiffness of the graphene layer [1]. 

The out-of-plane Poisson's ratio is thus assumed to be 0.0. The Young's modulus EG of the thin layer was 

accordingly increased by the corresponding factor to ensure accurate representation of material parameters 

such as in-plane Young's modulus and tensile stiffness. Additionally, the in-plane Poisson's ratio was set to 

vG =0.178. Considering the considerable reduction in the interlayer shear modulus of multilayer graphene 

due to van der Waals interactions, which is several orders of magnitude lower than its in-plane Young’s 

modulus. Hence, the interaction between staggered neighboring graphene platelets in the RVE model is 

approximated by a uniform layer of equivalent isotropic linear elastic material with a thickness of 0.34 nm, a 

Young's modulus of 10 GPa and a Poisson's ratio of 0.001.  Moreover, the regularity of the model  [9,10] is 

constrained within the range of 0.6 ± 0.025, and periodic boundary conditions are applied along the in-plane 

boundaries of the model to extend the simulation scale of the material. 

Fig.1 (a) Microscopic tablets structure of nacre [13], (b) the nacre structure-like random irregular Voronoi 

graphene platelet model with 100 complete platelets and  degrees of regularity α = 0.6. (c) Finite element 

RVE model of MGPFs in Abaqus. 

3 Numerical results 

The elastic properties of random irregular Voronoi honeycombs are found to be in-plane isotropic [10].  

Intuitively, the elastic properties of the MGPFs composed of multilayer random Voronoi graphene platelets 

are also in-plane isotropic.  Moreover, MGPFs have three orthogonal planes of elastic symmetry and thus 

have only five independent elastic constants [14] to be determined: 𝐸1, 𝑣12, 𝐸3, 𝐺13 and 𝑣13. And in order to

a. b. 

c. 
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ensure that the in-plane elastic properties of the MGPF are isotropic. The number of intact Voronoi graphene 

particles N in each layer of the calculated RVE model is set to 100 for the following simulations.    

When the MGPFs are in-plane stretched, the applied tensile force is transmitted via the interlayer shear stress 

resulted from the van der Waals interaction between the staggered graphene platelets [7,8,15]. Liu et al.[7] 

analysed the unidirectional mechanical properties of MGPFs based on a 2D tension-shear chain model in 

which the graphene platelets are represented by one dimensional bars of the same length 𝒍, and all the 

overlaps between the regularly staggered graphene platelets are assumed to be the same as 𝒍/2 . A 

characteristic platelet length [7,8] is obtained as 𝑳0 = √𝐷ℎ0/(4𝐺) = 2.407𝑛𝑚, where D is the in-plane

tensile stiffness of the graphene platelets (i.e. the one dimensional bars in the 2D model), 𝒉0 is the interlayer

distance between the staggered graphene platelets, and 𝑮 is the shear modulus (i.e. 5 GPa) of the equivalent 

solid material between the regularly staggered graphene platelets. The unidirectional mechanical 

properties [7]  are found to be significantly dependent on the size 𝒍 of the graphene platelets if 𝒍 is close to 𝑳𝟎
or smaller, and become less dependent on the size of the graphene platelets if 𝒍 is several times larger than 𝑳0.

As the multilayer graphene platelet films (MGPFs) are three-dimensional structures, as shown in Figure 1c, 

the 2D tension-shear chain models [7,8,16] are difficult to correctly represent their actual geometrical 

structure and accurately reflect the overlaps between the staggered graphene platelets.  For MGPFs with five 

graphene layers, the RVE models were applied to study the effects of the mean size (diameter 𝒅) of graphene 

platelets on the five independent elastic properties and the results are presented in Figure 1c, where 𝒅0 is the

mean diameter of the graphene platelets and 𝑳0.  It is noted that the results in Figure 2 are obtained from

random RVE models with a fixed graphene platelet area fraction of 𝑭𝐴 = 0.997, tensile strain is around

0.001 and a fixed regularity degree of 𝜶 = 0.6.    

Fig.2 Effects of graphene platelet size (𝑑0/𝐿0 )) on the elastic properties of MGPFs with 𝐹𝐴 = 0.99 ,

graphene layers M=5 and regularity degree α=0.6. a) The in-plane Young’s modulus, b) the in-plane 

Poisson’s ratio, c) the out-of-plane Young’s modulus, d) the Poisson’s ratio  𝑣13,   e) the shear modulus 𝐺13,

f) the von Mises stress contour in the equivalent solid plates of the staggered graphene platelets and g) in the

equivalent solid plates of the van der Waals interaction between the staggered graphene platelets when the

film is in-plane stretched in the horizontal direction (d0/L0 = 44.64).
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4 Conclusions 

As the individual graphene platelets in the RVE model MGPFs are held together by the van der Waals 

interaction forces between the staggered graphene platelets, both the in-plane stiffness (E1 in Fig. 2a) and the 

out-of-plane stiffnesses (E3 in Fig. 2c and G31 in Fig. 2e) of the MGPFs are all very sensitive to the mean size 

(i.e., 𝑑0/𝐿0) of the graphene platelets when it is small.  The stress concentration near the edges of the overlap

areas of the staggered graphene platelets is also presented by the stress contours in Fig. 2f and Fig. 2g.  The 

results in Fig. 2a and Fig. 2c show that both the in-plane and out-of-plane Young’s moduli of the MGPFs 

increase rapidly with the increase of 𝑑0/𝐿0 when the dimensionless mean size 𝑑0/𝐿0 of graphene platelets in

the 3D RVE model is smaller than 20, and their increases become slow-down with the further increase of 

𝑑0/𝐿0.  Obviously, if the mean size (i.e., 𝑑0/𝐿0) of the graphene platelets tends to infinite, the predicted in-

plane stiffnesses based on either our 3D model or the other 2D models [7,8] would all increase to their 

maximum values.   
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Abstract. Magnetic Resonance Imaging (MRI) scanners rely on superconducting magnets consisting of
coils of superconducting material to produce a strong magnetic field across the bore of the magnet as part
of the imaging process. To maintain superconductivity, the material needs to be kept very cold in a bath
of liquid helium. However, sometimes problems can occur during a process called quench leading to
heating of the material and the loss of superconductivity. This work is concerned with predicting quench
by solving a coupled system of transient Thermal, Maxwell and Circuit equations.

Key words: Magnetic Resonance Imaging; Electromagnetics; Coupling; Finite Element Methods;
Quench; Circuit

1 Introduction

The use of Magnetic Resonance Imaging (MRI) has been an essential tool in modern medical diagnosis
being used for the examination of the brain and spinal cord for tumours to internal organs such as the
liver or the prostate gland. Our group’s previous work involved the simulation of a coupled 3D magneto
mechanical problem to predict resonance effects associated with vibrations induced by eddy currents in
conducting components (see [5] and references therein). The present work focuses on the modelling of
superconducting materials used to produce the strong static magnetic field and how they transition to be-
come conducting. During normal operation of an MRI scanner, the coils of superconducting material are
kept cool in a bath of liquid helium so that they conduct electricity without resistance. However, some-
times undesirable effects can lead to heating of the coil so that the material becomes normal conducting
and resistive. This process is called magnet quench. The heating of the coil boils-off the liquid helium,
which is costly to replace. To better understand magnet quench, and predict when it is likely to occur, the
solution of a highly non-linear coupled multi-physics problem involving electromagnetic, thermal and
mechanical effects is required. We will investigate transient electro-thermal coupling within rotationally
symmetric scanners, in addition to coupling with a circuit model to describe other components.

2 Problem Description

Somewhat surprisingly, it is not good conductors (e.g copper) that make the best superconducting ma-
terials. An example of a material that makes a good superconductor are strands of Nb-Ti (Niobium-
Titanium), which, whilst under normal conditions, is resistive and not a particularly good conductor,
becomes superconducting, without resistance to electricity, under certain conditions. This material will
only be superconducting if the combination of temperature T , magnitude of magnetic flux density |BBB|

1
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(a) Critical surface (b) MRI cable cross section

Figure 1: (a) An illustration of the critical surface for Nb-Ti and (b) the cross section of a typical MRI
cable.

and current I is below a critical surface [4] (Figure 1(a)). However, when a superconductor is above
the critical surface, it will remain normal conducting and resistance will be generated leading to heating
effects.

MRI cables are made up of filaments which is a fine or very thin thread or fibre of material where as
a strand is a series of filaments twisted together. A Rutherford cable, which is a particular wire bundle
comprising of multiple strands of wire, with these strands being bound together and includes part copper,
part superconducting medium Nb-Ti and part insulator, is commonly used in a typical MRI main magnet
coil and these cables form our stranded coil Ωs (Figure 1(b)). The small scale features of the MRI cables
mean that the modelling of the strands (and filaments) is not possible and instead a homogenised model
[2] is used to describe the materials properties of Ωs and are used to relate the field quantities to the
circuit quantities. One such homogenised model is the stranded model [2], which relates the external
volume current density JJJext(t) field to the circuit current I(t) through

JJJext(t) = I(t)χχχ, (1)

where χχχ is a winding function that is characteristic of the type of conducting cable. In the simplest
case, |χχχ| is set to be the ratio of the number of turns in the wire and the cross sectional area so that χχχ =
(Nturns/Across)eeeφ, where eeeφ is a unit vector in the azimuthal direction. The following material properties
are also homogenised: resistivity ρe, thermal conductivity κ and volumetric heat capacity ρc with non-
linear constitutive models (based on experimental measurements) being available for the component
materials [4]. The (circuit) resistance of the coil being

R(t) =
∫

Ωs

χχχT ρeχχχdΩ, (2)

and for the present situation constant inductance L is assumed. A circuit model is used to describe how
the different coil components of the MRI scanner are joined together. In addition to the coils, the domain
of interest can also include conducting shields Ωc with conductivity γ and magnetic permeability µ0. The
coils and other conducting bodies are surrounding by a non-conducting region and thermal bath Ωbath.
The electromagnetic fields are computed from the eddy current model of Maxwell’s equations where

2
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the homogenised treatment of Ωs simplifies the treatment of this region. We adopt the vector potential
AAA(t) field formulation of the eddy current model. The thermal equations for the temperature T (t) in
Ωs ∪Ωc and the helium bath Ωbath are described by energy balance [6] and include different loss terms
that are associated with different effects. The losses include an Ohmic loss term POhmic = γ |∂AAA/∂t|2, that
describes the dissipation of energy through Ohmic heating, a Joule heating term PJoule = ρeI(t)2|χχχ|2,
which describes the conducting effects in the stranded coil Ωs, and lastly, a dynamic loss term PDyn =
µ−1

0 τeq |curl∂AAA/∂t|2, where τeq is a time constant that is dependent on the type of filament in the cable.
The latter term is associated with the variation of the magnetic energy density function [1] caused by
the inter-filament coupling and a form of this is also present in the electromagnetic equations for Ωs.
Initially, all parts of the coil are superconducting until a quench is initiated by forcing part of the coil to
be normal conducting. One possible magneto-thermal-circuit coupled model is: Find AAA(t) ∈ R3(0, tmax],
I(t) ∈C1(0, tmax],T (t) ∈ R(0, tmax] such that

curlµ−1
0 curlAAA+ curlµ−1

0 τeq curl
∂AAA
∂t

= I(t)χχχ in Ωs, (3a)

curlµ−1
0 curlAAA+ γ

∂AAA
∂t

= 000 in Ωc, (3b)

curlµ−1
0 curlAAA = 000 in Ωbath, (3c)

divAAA = 0 in Ωbath ∪Ωs, (3d)

−L
dI
dt

+ IR =
∫

Ωs

χχχ · ∂AAA
∂t

dΩ+ IR = 0 (3e)

(ρc)
∂T
∂t

−div(κgradT )−PDyn

−PJoule −POhmic = 0 in Ωs, (3f)

ρc
∂T
∂t

−div(κgradT )−POhmic = 0 in Ωc, (3g)

ρc
∂T
∂t

−div(κgradT ) = 0 in Ωbath, (3h)

to which interfaces and initial conditions must also be added. The above (3e) is presented for the
situation of a single coil, but can be extended to more complex configurations.

2.1 Computational Methodology

The coupled equations involved in quench simulation cannot be solved analytically and, hence, an ap-
proximate numerical simulation is performed using the Finite Element Method (FEM) to obtain the
spatially and temporally varying fields. Additionally, rather than solving the problem in 3D, we solve
in cylindrical coordinates and assume rotational symmetry to the equations to an axisymmetric formula-
tion. We are developing an approach based on hp–finite element discretisation of the fields, implicit time
integration and a fixed point iteration for the coupled system. We are able to then compute the fields of
interest through post-processing.

3 Numerical results

A sample of single physics benchmark images taken from [3] and for details of these problems see this
reference. This reference also shows that we can accurately compute solutions for each of the physics

3
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(a) Cylindrical coil
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Figure 2: (a) Magnetostatic solution for a cylindrical coil in free space: Streamline plot of the BBB obtain
by Paraview. Contours show the |BBB|. (b) Time harmonic conducting sphere in constant amplitude time
varying field: Contour plot with logarithmic scaled color bars of the eddy current field |J e

φ | for ω =
2π[500] rad/s. (c) Thermally conducting sphere in a uniform temperature gradient: Contour plot of the
static T field.

separately.

4 Conclusion

The presentation will include presentation of the algorithm employed and a selection of results for the
fully coupled magneto-thermal-circuit quench problem.
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Abstract. In this study, we propose a multi-physics phase field model to predict the material degradation
of polymer materials under liquid droplet impact. This model employs the Arbitrary Lagrangian-Eulerian
(ALE) technique in conjunction with a predefined multiphysics interface for Two-Phase Flow and Phase
Field. The ALE method captures the dynamics of the deforming geometry and evolving boundaries
through a moving grid. The boundary between water and air is tracked using the phase-field method.
Meanwhile, the deformable solid is modelled using a variety of constitutive models, including linear
elastic, Von Mises plasticity, and continuum damage mechanics. The computational model is subse-
quently validated against the experimental results. The displacement, strain distribution, and strain wave
history from both modelling and experiment are compared. Our model demonstrates good qualitative
agreement with the experimental results. The plasticity model or fracture model also provides insights
into the failure mechanisms. This preliminary work opens a new avenue to model the degradation of
polymer materials under extreme conditions.

Key words: Liquid-solid Impact; Phase field methods; Polymer materials

1 Introduction

The pursuit of ambitious net-zero goals, coupled with the ongoing energy crisis, has generated a height-
ened demand for lightweight polymer materials extensively utilised in the transport and energy sectors.
Despite their widespread use, these polymers are vulnerable to extreme conditions, including environ-
mental ageing and dynamic liquid-solid impact (LSI). The contact between a high-velocity liquid mass
and a solid surface initiates transient stress waves, which may interact at interfaces and with succes-
sive impacts to results in significant damage. This multiphysics phenomenon is not only prevalent in
natural events like coastal erosion but also poses a substantial threat to critical sectors such as energy
and transportation. Anecdotal evidence has emphasised the growing danger of liquid impact erosion on
wind/steam turbine blades and aircraft leading edges, and its reduction of the system’s efficiency [1]. Ef-
fectively addressing the challenges of material degradation associated with LSI necessitates a thorough
understanding of the underlying damage mechanisms, particularly in the context of polymer materials.
In this work, we proposed a multiphysics computational model to analyse the mechanics throughout the
process of a polymer undergoing liquid-solid impact.

2 Methods

The Arbitrary Lagrangian-Eulerian (ALE) framework is used for the modelling of fluid-solid interaction.
For the solid domain, we utilise various constitutive models for polymer materials, including linear
elastic, elastoplastic, and viscoelastic models. For the fluid domain, we employ the phase field method
for the multiphase laminar flow (water and air).

1
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Figure 1: Various models employed across different domains.

2.1 Phase field method for multiphase flow

The phase field method offers an attractive alternative to more established methods for solving multiphase
flow problems. For instance, in the liquid-solid impact phenomenon, the two-phase flow consists of water
and air. Instead of directly tracking the interface between two fluids, the interfacial layer is governed by
a phase field variable. The surface tension force is added to the Navier-Stokes equations as a body force
by multiplying the chemical potential of the system by the gradient of the phase field variable.

The free energy of a system of two immiscible fluids consists of mixing, bulk distortion, and anchoring
energy. For simple two-phase flows, only the mixing energy is retained, which results in a rather simple
expression for the free energy.

F(φ,∇φ,T ) =
∫

(
1
2

l2|∇φ|2 + f (φ,T ))dV =
∫

ftotdV (1)

where l is a measure of the interface thickness.

The evolution of the phase field variable is governed by the Cahn-Hilliard equation, which is a 4th-order
PDE. The Phase Field interface decomposes the Cahn-Hilliard equation into two second-order PDEs.

∂φ
∂t

+u ·∇φ = ∇ · γλ
l2 ∇ψ (2)

ψ =−∇ · l2∇φ+(φ2 −1)φ (3)

where φ is the dimensionless phase field variable, λ the mixing energy density, l phase field length that
scales with the thickness of the interface.

3 Numerical results

3.1 Validation of the global impact response

The experimental results [2] of the PMMA’s full-field displacement were captured via Digital Image
Correlation, using filters ±4µm and ±2µm for the x and y displacement values, respectively. Fig. 2
displays these results (denoted by ’Exp’) during the initial stages of impact, compared against the model
(denoted by ’FE’) using the same filter.

2
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Figure 2: Model validation through the comparison of experimental and numerical displacement results.

The displacement contours formed during the analysed stages showed good correlation between the
experiment and model in both the x and y fields. Of note was the model’s capability to generate the
parabolic front in the x displacement field and the multiple, separated fronts in the y displacement field.
Considering the front propagation, the model displayed a similar rate of dispersion. This likeness sug-
gested to the potential of the proposed method to accurately model the process of high-velocity liquid-
solid impact.

3.2 Influence of the material model

As established by Burson-Thomas et. al [2], the PMMA substrate was not perfectly elastic in reality,
hence a more complex material model was needed in order to better represent the its response. To quan-
tify this, the x-displacement at a point 2mm below the surface of the initial contact point was analysed,
comparing the experimental results to the numerical model with considerations for plasticity, viscoelas-
ticity, and strain rate hardening, displayed in Fig. 3.

As expected, the elastic model over-predicted the deformation, showing results around 10 times higher
than that seen in the experiment. In attempting to correct this, the plastic model continued to display
excessive deformation, even when hardened. The viscoelastic model introduced a damping effect into
the response, replicating the oscillatory nature of the experimental results and lowering the displacement
to a realistic magnitude, indicating the viability of the material model. The strain rate hardened elastic
model showed similar potential, with generally slightly lower displacement results than the viscoelastic
model. While the strain rate hardened model assumed an equivalent increase in elastic modulus by a
factor of 10, the speed with which the impact event occurred suggested to the possibly large influence of
strain rate, and so the material model was also considered further development.

Analysing the latter stages of the impact, after 1µs, all the numerical models showed a general dimin-
ishing trend. None were able to capture the latter increase in displacement seen in the experiment or the
abrupt return to equilibrium. Potentially a more complex material description may replicate this.

3
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(a) (b)

Figure 3: Internal point (X=-2mm) x displacement comparison between experimental and numerical
results, varying the material model: (a) Simple material models; (b) Consideration of strain rate

hardening.

4 Conclusions

A methodology for modelling the response of a solid substrate to high-velocity liquid droplet impact
has been presented using the ALE technique to capture the FSI and a phase-field to track the water-air
boundary. The method was shown to replicate the full-field displacement contours recorded in a water-
PMMA impact experiment, displaying a good qualitative correlation. The initial elastic material model
over-predicted the x displacement results by a factor of about 10. However, a viscoelastic and a strain rate
hardened elastic model were proposed to better capture the PMMA’s behaviour, showing significantly
more realistic results. The capability for this method to improve understanding of material response
and degradation to fluid impact, throughout the event, is noteworthy and has the potential to provide
guidance on developing more resilient materials. Future work will focus on continuing to improve the
PMMA material model and introducing multi-material interfaces to capture polymer behaviour.
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Abstract 

The numerical simulation of two-phase flow with Navier-Stokes equations is often hampered by the 

instabilities rises across the interface of the different fluids. The interfacial gradient of velocity and density 

leads to the unphysical momentum change, resulting in an ill-defined velocity field and twisted interface. To 

deal with this problem, we developed an interfacial treatment which enhances the interfacial continuity of 

momentum (EMC treatment) [1]. Charactered by a momentum-based velocity reconstruction process and a 

strong coupling scheme between the N-S equation solving and interface capturing, the proposed EMC 

treatment can mitigate the interfacial instability and improve the accuracy and smoothness of the interface. An 

FDM-based flume with the EMC treatment is established based on the open-source REEF3D code [2]. Cases 

have been simulated for validation of EMC treatment, including pure numerical cases with idealised settings, 

as well as the experiments with highly deformed breaking wave [3], to demonstrate its effectiveness. 

Key words: two-phase flow; momentum conservation; N-S equation; breaking wave; numerical simulation; 

REEF3D 

1 Introduction 

Two-phase flow is a frequently seen phenomenon in the real world, involving the interaction between different 

fluids. Numerical simulation is an effective way to study two-phase flow, but the accuracy and stability of 

numerical simulation are often hampered by the large density ratio between the fluids (e.g., water and air). In 

the numerical simulation, the large gradient across the water-air interface would introduce unphysical 

momentum to the water or air phase, resulting in the numerical error and instability. As a result, accurate 

simulation of this problem is still challenging. 

Regarding this issue, we proposed an interfacial treatment to deal with the interfacial instability, and 

established a numerical flume based on an open-source FDM code. The numerical algorithm includes the 

momentum-based velocity reconstruction and strong time-coupling between flow field resolving and interface 

capturing. Validation is performed to check the accuracy of the established algorithm, including an idealized 

case of a falling dense and inviscid droplet, and an experimental case of freak wave impact on a box structure. 

The performance of the algorithm is then discussed.  

2 Numerical algorithm 

An open-source model (REEF3D) is adopted in the study [2], which is based on incompressible NS equation 

as shown in Eqs. (1) and (2), and the water-air interface is defiend by Level Set method [4]. 

𝜕𝑢𝑖

𝜕𝑥𝑖
= 0 (1) 

𝜕𝑢𝑖

𝜕𝑡
+ 𝑢𝑗

𝜕𝑢𝑖

𝜕𝑥𝑗
= −

1

𝜌

𝜕𝑝

𝜕𝑥𝑖
+ 𝜈[

𝜕

𝜕𝑥𝑗
(

𝜕𝑢𝑖

𝜕𝑥𝑗
+

𝜕𝑢𝑗

𝜕𝑥𝑖
) ] + 𝑔𝑖 (2) 

For a better momentum conservation, we choose the advection of momentum and mass instead of the advection 

of velocity (Eqs. (3) and (4)), and the advected velocity field is re-constructed by Eq. (5): 
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𝜕𝑀𝑖

𝜕𝑡
+ 𝑢𝑗

𝜕𝑀𝑖

𝜕𝑥𝑗
= 0 (3) 

𝜕𝜌

𝜕𝑡
+ 𝑢𝑗

𝜕𝜌

𝜕𝑥𝑗
= 0 (4) 

𝑢𝑖
∗ =

𝑀𝑖
∗

𝜌∗
(5) 

in which M, u and ρ stands for the momentum, velocity and density. The calculation sequence of solving NS 

equation and surface capturing is also modified to provide a strong coupling between them, to achieve a good 

synchronization of the variables, for a detailed introduction of the proposed algorithm, the reader is referred 

to (Wang et al., 2023). For comparison, the original REEF3D code was labelled FDM, and the version with 

the modified algorithm was labelled FDM-EMC.  

3 Numerical results 

3.1 Simulation of a falling inviscid dense fluid droplet 

The first validation case is an idealized case, and the settings are shown in Figure 1(a). The computational 

domain was 0.5 m × 2 m. A droplet with 0.15 m radius, 1.4 m height was initially located at the horizontal 

centre. The densities of the droplet and surrounding fluid were 106 kg/m3 and 1 kg/m3, respectively. Both 

fluids were set to be inviscid, hence the flow field depended solely on the convection and gravity. Due to the 

extreme density ratio, the influence of the lighter fluid on the heavier fluid should be negligible and in the 

falling process the droplet should stay its initial disk shape. Three mesh systems with different transition area 

sizes and mesh sizes were adopted in the numerical simulation. They were labelled with Case 1-1, Case 1-2 

and Case 1-3, as shown in Table 1. Open boundary condition was applied on each side of the domain. 

Table 1. The grid settings of the three cases. 

Case transition area size (ϵ) Mesh size (∆x) 

Case 1-1 2.1 ∆x 0.01 m 

Case 1-2 2.1 ∆x 0.005 m 

Case 1-3 1.05 ∆x 0.005 m 

Figure 1: The water-air interfaces and vorticity fields during the falling of the three cases 

Figure 1(b), (c) and (d) present the water-air interface profiles and the vorticity fields of the three cases 
simulated by the original FDM model and FDM-EMC model. With the increase of the falling speed, the 

vorticity field kept developing and vortices were generated above the droplet, and the difference on the 

FDM

FDM-
EMC
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interface became more and more obvious. FDM-EMC preserved the smoothness of the vorticity and interface, 

and the disk shape of the droplet remained very well. However, the original FDM model generated a twisted 

surface shape with spurious current on the water-air interface, and the vorticity contour became more and more 

vibrated. The difference on the vertical length of the droplet could be observed clearly after t=0.3s.  

Comparing Cases 1-1, 1-2 and 1-3, it was found when simulated by the original FDM model, shortening the 

grid spacing and transition area size resulted in a lower stability, more extreme surface twisting and spurious 

current, as the original code crashed at 0.42 s in case 1-3 while the FDM-EMC can still provide a smooth 

surface and satisfying round shape. Although grid refining and surface sharpening may reduce the stability, 

the FDM-EMC made it possible to adopt a shorter transition area and mesh refining. 

3.2 Simulation of a freak wave impact on a box structure 

A 2D numerical wave flume, as sketched in Figure 2, was established to reproduce the experimental settings 

presented in [3]. The two sides of the platform were equipped by a numerical paddle and wave absorber, 

respectively. Three wave gauges are located in the flume. A box with 0.12 m height and 0.5 m length was set 

to be 12.557 m away from the paddle and 0.049 m above the still water level (0.7 m). 2 pressure sensors 

were located on the front face of the box with 0.035 m and 0.08 m from the deck bottom, and 2 more 

pressure sensors were located on the bottom face with 0.035 m and 0.205 m away from the front border. 

Four mesh sizes were adopted in the study, as shown in Table 2. No-slip boundary was applied on the 

bottom of the computational domain, and the displacement of the numerical wave paddle followed the 

paddle movement history in the laboratory experiment. 

Figure 2: The settings of the experiment of freak wave impact on a box structure. 

Table 2. The mesh settings of the simulation of freak wave impact. 

Mesh Mesh size (∆x) 

Mesh A 0.02 m 

Mesh B 0.01 m 

Mesh C 0.0075 m 

Mesh D 0.005 m 

Figure 3 shows the profile of the freak wave at t = 18.60 s under four mesh sizes. The original FDM model did 

not reproduce the overturning tongue in all four mesh sizes, and twisted free surface shapes were already 

observed at Meshes B and C. The simulation with the finest mesh, i.e. Mesh D, crashed at t = 18.55 s due to 

the interfacial instability. In contrast, the highly deformed overturning tongues were well reproduced by FDM-

EMC model for Meshes B, C and D.  It was evident that the predicted wave profile by FDM-EMC approached 

to the experimental one with mesh refinement, and Mesh D achieved the best agreement with the experiment 

snapshot. In all four mesh systems, the free surface profiles kept their smoothness, and were much less 

influenced by the numerical instability. This implied the necessity of the EMC treatment in modelling breaking 

waves involving large deformation of fluid interface. A good mesh size convergence of the developed FDM-

EMC model was demonstrated. Figure 4 presents the normalized pressure (PN) at the six pressure sensors. It 

can be seen the FDM-EMC model achieved a higher accuracy than the simulation with SPH method in (Sun 

et al., 2019), especially the front wall (FP1 and FP2). 
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Figure 3: Comparison of the water-air interface profiles upon the wave impact 

Figure 4: Validation of the pressure histories at the six wave gauges. 

4 Conclusions 

The large density ratio is one of the main reasons of the interfacial stability and accuracy. By applying 

momentum-based velocity reconstruction and strong temporal coupling of flow field resolving and surface 

capturing, EMC treatment significantly improved the performance of FDM simulation of two-phase flow.  
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Abstract 

Computational Fluid Dynamics (CFD) are a core aspect of research into Rotating Detonation Engines (RDEs). 

However, barriers to entry to conduct RDE CFD simulations, such as pay-walled and closed-source solvers 

hinder the ability of researchers to recreate, validate and build on past work in the RDE research field. As such, 

we test an open-source alternative solver, RYrhoCentralFoam, a multi-phase, multi-component, compressible 

and reacting flow OpenFOAM solver developed by the National University of Singapore’s Computational 

Combustion and Energy Group. We validate and test the solver by simulating a hydrogen-air small annular 

RDE across a range of mass flow rates. Using this solver, we were able to achieve rotating detonation in a 

simulated small RDE, at mass flow rates ≥40 g/s with stoichiometric mixtures. The detonation velocity was 

within 90-94% of the Chapman–Jouguet detonation velocity, this being higher than the typical 60-80% range 

for annular RDEs. This is due to the inviscid flow conditions assumed in the RDE chosen to limit the 

computational cost of the simulation.  

Keywords:  OpenFOAM; Rotating Detonation Engine; RYrhoCentralFoam; CFD; 

1 Introduction 

The two distinct types of combustion, deflagration and detonation, are primarily differentiated by the 

velocity a flame expands in a mixture of reactants or flame speed. Deflagration has subsonic flame speeds, 

typically between 1-100 m/s whilst detonation has supersonic flame speeds in the region of 1500-2500 m/s 

[1]. This supersonic flame speed leads to the detonation wave comprising a leading shockwave and an 

attached combustion region behind it. The leading shockwave compresses the reactants before being burnt, 

allowing the combustion to occur at a higher pressure and temperature than if the reactants were deflagrated, 

improving the combustion system efficiency [2]. If fully realised, this could allow there to be a pressure gain 

over the combustor, as opposed to a pressure loss typically found in jet and rocket engine combustors and an 

improvement in the overall efficiency of the engine. Using detonation in combustion engines in the form of 

rotating detonation has so far empirically shown a 5-7% reduction in specific fuel consumption in gas 

turbines and a 6-8% higher specific impulse in rocket engines though no total pressure gain over the 

combustor has yet been achieved [3]. RDEs operate by adding directionality to detonation allowing for 

continuous detonation combustion. By injecting a detonation wave tangentially into an annular or cylindrical 

combustion chamber the detonation wave will then continuously rotate around the inside wall of the 

chamber. This process is then sustained by injecting reactants along the axis of the combustion chamber in 

an annular injection area. The combusted products are then ejected out of the other end along the axis of the 
chamber into a turbine or a nozzle to generate thrust and energy.  

Though RDEs were first discovered and tested in the 1960s [4] research in the field had to wait until the 
2000s to gain traction [5], due to several different factors. Firstly, there is now a greater need for new 

approaches to improve the efficiency of propulsive and energy generation systems due to the greater 

prevalence of climate change as an existential issue compared to the mid-1960s. Secondly is the current 

availability of Computational Fluid Dynamics (CFD) and the computational power to run such simulations. 

CFD has been a core foundation of research into RDEs and an irreplaceable asset to modelling and 

understanding the flow inside RDEs. Given the intense heat, shock and pressure conditions within the 

engine, it can be difficult to gather direct empirical data. As such other approaches are necessary, for 

instance, CFD simulations help us understand the flow within RDEs, and as such any barriers to entry to 

conducting these simulations may hinder the research field and make it difficult for new researchers to enter. 

2 Problem description 
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As CFD is a core aspect of RDE research, the accessibility of CFD software and solvers is necessary to 

continue conducting research and expanding the base of researchers in the field. Currently, barriers to entry 

such as pay-walled CFD solvers like Ansys Fluent [6], [7], and studies where only the equations have been 

listed but not the solver code, requiring other researchers to rebuild the solver [8], provide unnecessary 

barriers to entry for other researchers to validate, recreate and build on previous work, hindering progress in 

the field. Therefore, in this paper, we test an open-source alternative to conducting RDE CFD simulations 

that is openly available and free. We test to see if this solver can achieve rotating detonation and document 

our experience with it. 

3 Numerical results 

The solver used was RYrhoCentralFoam on OpenFOAM 8, a compressible, density-based, multi-component, 

reactive solver developed from the standard rhoCentralFoam OpenFOAM solver by the National University 

of Singapore’s Computational Combustion and Energy Group [9], [10]. A 19 reaction, 9 species H2-Air 

combustion mechanism was used [11] by a laminar combustion model. RDEs can be very computationally 

expensive and time-consuming to run given their large, highly refined mesh sizes, large reaction 

mechanisms, and short time steps. Therefore, in this paper, the simulation setup needed to balance the 

computational cost against the simulation accuracy. As viscous forces and turbulence can have minimal 

effect on detonation waves an inviscid simulation setup and laminar combustion model were deemed 

appropriate for the task of simulating a rotating detonation wave as they allow for the lowest computational 

cost to simulate detonation with the limited compute available [12]. 

 

The numerical schemes, solution and algorithm control setup were adopted from the H2+NH2/Air detonation 

setup used by R. Zhu and X. Fang et al. [13]. The numerical flux was solved using the Kurganov, Noelle, 

and Petrova (KNP) method and corrected using the Van Leer limiter approach. Convective terms for energy 

and species were solved with a total variation diminishing scheme. Diffusive terms were calculated with a 

second-order central differencing scheme and a semi-implicit second-order scheme was used for time 

discretisation. The Euler Implicit chemistry integration solver was used based on Z. Huang et al. [9] testing 

of different chemistry solvers in RYrhoCentralFoam, in which it was found that the Euler Implicit solver 

provided the best balance of accuracy and computational cost. Species JANAF tables were sourced from 

OpenFOAM 6 validated by O. A. Marzouk [14]. The Courant number was kept to 0.05 to produce a time 

step of around 1e-9s. To validate the simulation setup and reaction mechanism, a 1D detonation velocity 

study was conducted. A 0.5m long 1-D domain was filled with stoichiometric hydrogen and air at 1 bar and 

300 K and initiated by patching 1 cell on the left side of the domain with a pressure of 70 bar and 2000 K. 

Using pressure outlet boundary conditions on both ends of the domain ensured no reflected waves interfering 

with the detonation wave. The simulation was run for 0.0002s so that the simulation stopped just before the 

detonation wave reached the right side of the domain and the detonation wave had reached a steady state 

velocity. The mesh study showed that a cell size of 0.02 mm allowed for mesh independence, as shown in 

Figure 1. Therefore, a cell size of 0.02 mm was used in the validation study.  

 

The simulated detonation velocity results were all within 10% and typically within 2% of the NASA 

Chemical Equilibrium with Applications (CEA) results, which calculated the Chapman-Jouguet (CJ) 

idealised detonation velocities. However, the simulated detonation wave tended to overestimate the CEA 

detonation velocity. Compared to the empirical results which tested the detonation velocity in detonation 

tubes over a range of blockage ratios (BR) and different diameters (Ø), only the stochiometric condition 

reasonably approximated the empirical value with a difference of 7.13%. However, the empirical data in 

Figure 1 shows some of the issues and reasons why the idealised detonation velocity is primarily used as the 

reference point instead of empirical results. Detonation tube experimental results are the primary method for 

empirically determining detonation velocities but are limited by the tube’s diameter. Inside the detonation 

tube, the detonation wave acts as a 2-D cross-sectional plane travelling axially along the tube filled with 

reactants. The velocity of the detonation wave will be proportional to the total energy of the wave, which 

will be proportional to the cross-sectional area and therefore amount of reactants it can consume. Wall 

friction and heat transfer will reduce the amount of energy the detonation wave has. These losses will be 

proportional to the circumference of the wave. As the diameter is increased the total energy of the detonation 

wave will increase more than the friction and heat transfer losses, increasing the velocity of the detonation 

wave. As the diameter of the tube approaches infinity, the detonation wave velocity will approach the CJ 
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velocity. Therefore, as seen within the research field, the idealised CJ results are used as the primary 

reference point for detonation velocity [3], [9], [12], [13].  

Figure 1: 1-D detonation velocity mesh study Figure 2: 1-D validation study testing the simulated detonation velocity over 

a range of equivalence ratios plotted against both the Idealised detonation 

velocity i.e., CEA and the empirical results from detonation tube 

experiments of different diameters (Ø) and blockage ratios (BR) [1] 

As the 1-D detonation tube results showed the best alignment between the CFD and the empirical results at 

an equivalence ratio of 1, a stochiometric mixture was used throughout the subsequent annular RDE CFD 

simulations. With the CFD setup validated, a small annular RDE was simulated, inspired by the design by 

the US Air Force Institute of Technology [15]. The annular RDE had an outer diameter of 36mm, an inner 

diameter of 32mm and a height of 30mm. As seen in Figure 3 the RDE had a mass flow inlet on the bottom, 

with a mass flow rate range between 20-80 g/s with a total temperature of 300K, adiabatic no-slip inner and 

outer walls and a static pressure outlet with a pressure of 1 atm.  

Figure 3: RDE geometry and boundary conditions 

The simulation was initiated in two stages, first a blocking wall was placed between the outer and inner walls 

stopping any full rotation of any detonation waves. The initial conditions are the RDE being filled with a 

stochiometric mixture of air and hydrogen, at 1 atm, and 300K. A small region by the blocking wall is then 
set to a pressure of 30 bar and 1500K to initiate the detonation wave. The simulation is run for 5e-5s, with 

the detonation wave being forced to travel in one direction around the chamber by the blocking wall, giving 

directionality to the detonation wave. The simulation is stopped before the detonation wave reaches the other 

side of the blocking wall and is reflected. The blocking wall is then removed, and the simulation is continued 

for a total simulation time of 0.0005s. The detonation velocity was calculated by measuring the location of 

the detonation wave pressure peak over time and then calculating the instantaneous velocity and averaging it 

once it reached a steady state. A mesh study was conducted to determine the correct cell size for mesh 

independence, of which a cell size of 0.25 mm was found to meet that criterion as seen in Figure 4.  
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Figure 4: RDE detonation velocity mesh study 

 
Figure 5: RDE detonation velocity across mass flow rate range 

 

Simulating the RDE across the mass flow rate range, it was found that the RDE successfully reached 

sustained steady-state rotating detonation, at mass flow rates of 40 g/s and higher. At lower mass flow rates, 

the detonation wave would fail and dwindle into deflagration occurring at the inlet. As seen in Figure 5 as 

the mass flow rate increased the detonation velocity increased, this is due to higher mass flow rates 

improving the availability of reactants for the detonation wave to consume. It was found that the detonation 

velocities were within 90-94% of the CJ detonation velocity. This is significantly higher than most empirical 

annular RDEs, which typically are around 60-80% CJ detonation velocities [3]. The setup used in this series 

of simulations ignored viscous forces, which meant boundary layers were not accounted for, which can 

induce significant losses on rotating detonation waves operating in small combustion chambers [16]. 

However, successful rotating detonation only occurring at higher mass flow rates and increasing detonation 

velocity of the single detonation wave as the mass flow rate increased both match the general performance 

characteristics of empirical RDEs validating this setup for studying the general characteristics of RDEs [3]. 

Further research should test RYrhoCentralFoam with solvers that include viscous forces and boundary layer 

effects such as Reynolds-averaged Navier–Stokes (RANS) and Large-Eddy Simulation (LES) CFD setups.  

 

Though the solver was able to successfully reproduce the rotating detonation phenomenon, and whilst being 

a free and openly accessible solver, there were issues using the solver. Such as when testing the reaction 

mechanism used throughout this study for purely H2/O2 reactions with no N2 present, the solver failed to 

run no matter the setup or settings. The use of an older OpenFOAM version also presented some challenges 

running on newer hardware and operating systems. These problems are also likely due to the fact the solver 

is the project of a small team that does not have the resources to continually update and fix bugs within the 

solver, rather than that of a large commercial software provider e.g. ANSYS. The solver was provided as is 

without any tutorial, documentation, or test cases, which though common for open-source projects, can result 

in a steep entry level to the use of the solver. This could be solved by simply supplying a small number of 

simple test cases showing off the different aspects of the solver, which would provide a benefit for 
researchers using the solver in the future. Additionally, providing some notes on best practices for the solver 

and other researchers' experiences could also improve the ability of future researchers to use this solver. As 

such, the data and files for this study will be available on request for use as a tutorial case. 

4 Conclusions 

In conclusion, the solver was able to recreate the rotating detonation phenomenon, proving this solver can be 

used to simulate RDEs, though the inviscid solver setup used throughout this study significantly 

overestimated the detonation velocities compared to typical empirical results. Further testing is required to 

test the solver with RANS and LES simulation setups which simulate and model boundary layer and viscous 

forces effects on the detonation wave and its detonation velocity. However, RYrhoCentralFoam was able to 
recreate the general characteristics of empirical RDEs, with rotating detonation only successfully initiating at 
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higher mass flow rates, and the detonation velocity of the single detonation wave increasing as the mass flow 

rate increased.  
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Abstract. This article presents a study on the aerodynamic drag of a generic dual-axle flatbed trailer
and explores ways to reduce the drag using appendable drag-reducing devices. The primary sources
of drag originated from the van and trailer’s rear, along with the trailer’s wheels. The most-effective
initial device for reducing drag was a full trailer underside cover, which offered a 7% drag reduction.
Additionally, ladder racks, dropsides, and rear gates were studied, and it was found that protruding
ladder racks significantly increased drag. Rear gates added large amounts of drag and should be removed
and stored when not needed. The study also explored novel mid-section devices that increased the van’s
base pressure and reduced drag. An axle test revealed that drag for single-, dual-, and triple-axle trailers
was very similar in direct flow, but different in yawed flow. A drawbar length test showed a near-linear
relationship between drawbar length and drag, manifesting as a 1.7% change in drag per 250 mm change
in drawbar length. Several novel modifications were made to the trailer, including fitting six unique
appendable devices, which offered a total 7.3% drag reduction. A novel rear van device known as the
multi-stage converging cavity was introduced, which reduced drag by nearly 18%. When all the devices
were used together, a total 25% drag reduction was observed for the van–trailer combination.

Key words: drag reduction; CFD; flatbed trailer aerodynamics; appendable devices; fuel savings

1 Introduction

As of Q2 2023, a considerable knowledge gap exists within the literature on van–trailer aerodynamics.
With a global effort under way to transition the world’s transport sector to electric vehicles, it is ever more
important to understand the aerodynamics of van–trailer combinations and explore options for novel drag
reduction as fears mount within the consumer market that electric vehicles are not suitable for towing
due significant range detriment. The Irish government under their ambitious 2021 climate action plan
aim to half Greenhouse Gas (GHG) emissions by 2030 and achieve net zero by 2050 [Gov.ie (2021)].
As of 2021, the Irish transport sector accounts for approximately 20% of the country’s GHG emissions
[Gov.ie (2021)], highlighting the need for continued work on and research into drag reduction technol-
ogy. Aerodynamic drag is the most-dominant resistance force opposing a ground vehicle’s motion when
travelling at speeds above 80 km/h [Wood and Bauer(2003)]. In general, four forces oppose a ground ve-
hicle in motion, namely acceleration resistance, gradient resistance, rolling resistance, and air resistance.
Vehicles with large drag coefficients are particularly affected when travelling at highway and motorway
speeds ranging from 80–120 km/h. EU law requires that vehicles towing a trailer are to restrict their
speeds to 80 km/h or less. When a van and trailer are travelling at 80 km/h, or above, the resistance due
to aerodynamic drag is well above half the vehicle’s total resistance. Drag reduction through the applica-
tion of appendable devices can play a key role in reducing fuel consumption and improving driving range
for electric vehicles, particularly when towing a trailer. As a general rule of thumb, a 20% drag reduc-
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tion would materialise as a 10% fuel savings when travelling at highway speeds [Ekman et al.(2016)].
Flatbed trailers are used to transport a variety of large or irregularly sized cargo and usually consist of a
large bed supported by one to three axles. It is also common for flatbeds to be fitted with drop sides, rear
gates, and front faces with mounting/tying bars. While the aerodynamics of these trailers largely depend
on their cargo, theoretically, they may spend half their time unloaded while returning to their starting
location. Few studies exist within the literature outlining the aerodynamics of this type of trailer when
towed by vans, and none detail how their drag can be reduced through the application of appendable
devices.

2 Problem description

The airflow over ground vehicles can be effectively modelled using a continuum approach as only the
macroscopic interactions are of interest, with any given fluid element being the average of a large number
of fluid particles in both space and time. Air was modelled as an isothermal Newtonian fluid with constant
viscosity and density. The constant density assumption was justified as the investigated flows had Mach
numbers below 0.3, minimising compressibility effects. The governing equations that form the basis for
CFD simulations are the Navier–Stokes equations (Equations (1) and (2)), which are derived from the
principles of mass and momentum conservation.

∂ρ
∂t

+
∂(ρui)

∂xi
= 0 (1)

ρ
∂ui

∂t
+ρ

∂(uiu j)

∂x j
=− ∂P

∂xi
+

∂τi j

∂xi
+ρ fi (2)

The CFD results detailed throughout this article were realised using ANSYS Fluent, which solves the
Reynolds-Averaged Navier–Stokes (RANS) equations detailed below in Equations (3) and (4) with the
help of turbulence models such as the k−ω SST model [Menter(1993)], where k is the turbulent kinetic
energy and ω is the specific rate of dissipation in this two-equation turbulence model.

∂ui
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3 Numerical results

3.1 Flatbed Trailer 1.0

To effectively investigate the aerodynamics of flatbed trailers, a generic model for a flatbed trailer was
established that closely represented the majority of flatbeds in operation in Ireland and the U.K. Flatbed
Trailer 1.0 (FBT1) was a twin-axle, torsion suspension trailer with a 3.7 m × 1.92 m bed raised 670 mm
off the ground. The trailer was attached to a generic electric van model. Note that the wheels of both the
trailer and van use slick tires with alloy covers to improve aerodynamics and to remove the requirement
for sliding mesh or moving reference frame modelling. The aerodynamic results for FBT1 are outlined
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Figure 1: Accumulated drag distribution for FBT1.

in Table 1. For reference, the standalone van had a drag coefficient of 0.331 and a lift coefficient of
−0.323. Note that the frontal area for the van–trailer combination was approximately equal to that of the
standalone van, which was the case for all configurations to follow unless stated otherwise. Therefore, all
drag reductions will be discussed explicitly in terms of % CD reduction and not drag area (CDA). When
attached, the trailer increases the body’s drag by 40.79%. ,

Table 1: FBT1’s drag and lift coefficient

Simulation Name Drag Coefficient Lift Coefficient
FBT1 0.466 -0.116

To help understand the increase in drag, Figure 1 is presented, which shows the drag force accumulation
along the combination’s length. As expected, there was a large contribution from the van’s front; how-
ever, the rear surfaces of both the van and trailer were shown to have similarly substantial contributions,
with the van rear carrying 25% and the trailer rear 9% of the total drag. This observation highlights the
need for appendable drag-reduction devices on all rear surfaces. Other areas suited for drag reduction
devices include the trailer’s drawbar and face, along with the trailer’s wheels and axle package. The
primary cause of drag on the rear surfaces is the under-pressured wake that follows them.

3.2 Final Design

To conclude the Results Section, a final design that incorporated both the van and trailer fitted devices
was created and is shown in Figure 2. The final design reported a drag coefficient of 0.352, which
amounts to a near 25% drag reduction on the baseline FBT1 (Table 2). For reference, the standalone van
had a drag coefficient of 0.331, which highlights that, when both the van and trailer utilised a wide range
of appendable devices, the added drag due to the trailer can be heavily mitigated and brought close to

3
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Figure 2: Rendered image of FBT1—final design fit with both van and trailer devices.

full negation.

Table 2: Aerodynamic coefficients for FBT1—final design.

Simulation Name CD CD % Change
FBT1—Final Design 0.352 −24.46%

4 Conclusions

In conclusion, a generic dual-axle flatbed trailer was studied to find ways to reduce drag using appendable
devices. The initial work revealed that the majority of the drag originated from the back of the van,
with notable contributions from the trailer’s wheels. Following some initial geometry modifications, a
full trailer undertray was shown to offer a near 7% drag reduction. A study into the drag effects of
ladder racks, dropsides, and rear gates was conducted in which large drag increases for ladder racks
protruding from the van were observed, while ladder racks that shadowed the van performed better. It
was demonstrated that a solid face rack could outperform a hollow rack due to the interference effects
between the rack’s face and the van’s wake. Rear gates were found to add large amounts of drag and
should be removed and stored when not needed. An axle test was performed to compare CD for single-,
dual-, and triple-axle trailers. Interestingly, the CD for all versions was found near identical in direct flow,
but differed in yawed flow. In direct flow, the single-axle variant had the highest CD. Additional geometry
modifications included a full-size skirt system, which did not reduce drag noticeably, as it prevented the
flow exiting from the wheel wells. A better design would include a partial side skirt system, in which
breaks at the wheels are inserted to allow the flow to vent out. An alternate bed texture was used to see
if it would affect the drag coefficient of the trailer, but no noticeable CD reduction was observed. The
most-interesting modification was the use of mesh sides and mesh gates on the trailer, in which the drag
increased by a substantial 41%, highlighting that, if possible, mesh sides should be detached and stored
away when not needed. A drawbar length test was conducted in which a near-linear relationship between
the drawbar length and drag was observed. A CD change of approximately 1.7% per 250 mm change in
length was noted. Six unique appendable devices were fit to the flatbed trailer, which together offered a
7.3% drag reduction. To reduce the drag on the rear of the van, a new novel device known as the Multi-
Stage Converging Cavity was introduced to reduce drag by nearly 18%. To finish, a final design using
a combination of both the van and trailer devices was made that offered a 25% drag reduction, which
nearly fully negated the drag additions associated with adding the flatbed trailer to the van.

4
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Abstract 

In this study, the drag force acting on real irregular particles with various morphologies 

belonging to the four shape categories of the Zingg chart is estimated using the empirical 

models proposed in literature and the results are compared to the drag force obtained through 

computational fluid dynamics (CFD). Then, the chosen drag models are utilised to numerically 

simulate the flow of irregular particles through air along a cylindrical pipe, their exit at the 

nozzle, and their entrainment at a certain spot. The dynamics of the particulate material is 

simulated using discrete element method (DEM) modelling that is one-way coupled to CFD 

simulations via the drag force exerted on the particles. It is observed that particle morphology 

significantly influences the particle flow dynamics. 

Key words: Computational Fluid Dynamics (CFD), Discrete Element Modelling (DEM), Drag Force, 

Drag Coefficient, Particle Shape, Non-spherical Particle. 

1. Introduction

Particulate materials and their interaction with the fluid media around them dominate many 

natural and industrial processes [1, 2]. The fluid-particle interactions generate forces and 

moments highly dependent on particles’ morphology affecting their movement. The drag force 

the particles experience can in many applications be considered the dominant force, dictating 

the dynamics of particles’ motion [3, 4]. In literature, various models have been proposed to 

estimate the drag force acting on irregular particles. These models utilise several shape 

characteristics to account for the irregularities in particles’ morphology. It was shown that each 

empirical drag model is efficient for particles belonging to a particular shape category of the 

Zingg chart [5], namely, compact, bladed, elongated, and flat particles [6]. 

In order to investigate the effects of different particle morphologies and their drag force on the 

particles’ dynamics as they move through air, the particles’ flow along a cylindrical pipe, their 

exit at the nozzle, and their entrainment at a certain spot [7] is numerically studied using a 

DEM model which is one-way coupled to a CFD simulation. 

2. Numerical Simulation

2.1 Discrete Element Modelling 

The dynamic behaviour of the rigid and discrete particles are modelled through Newton's law 

of translational and Euler’s law of rotational motion [8]: 

𝑚𝑖

𝑑𝑼𝑝𝑖
𝑑𝑡

⧸ =∑𝑭𝐶𝑖 +𝑚𝑖𝒈
(1) 

𝑑(𝑰𝑖 ∙ 𝝎𝑖)
𝑑𝑡
⁄ = 𝑹𝑖 ∙∑𝑴𝐶𝑖

(2) 
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Hertz-Mindlin contact model [8] is used to model the inter-particle and particle-geometry 

interactions. 

2.2 Computational Fluid Dynamics 

The dynamics of the fluid flow is modelled using the Navier-Stokes equations [3]: 

𝛁. (𝑼𝑓) = 0 (3) 

𝜌𝑓 (
𝜕𝑼𝑓
𝜕𝑡

+ (𝑼𝑓 ∙ 𝜵)𝑼𝑓) = −𝜵𝑃 + 𝜇𝑓(𝜵
𝟐𝑼𝑓) 

(4) 

2.3 CFD-DEM Coupling 

The CFD simulation is one-way coupled to the DEM modelling. This means that the fluid 

dynamics affect the particle dynamics but not vice-versa. The one-way CFD-DEM coupling is 

implemented using the velocity field of the fluid resulted from the CFD simulation which is 

imported to the DEM simulation. This velocity field is then used to calculate the drag force 

acting on the particles at each time step [3, 4]: 

𝐹𝐷 =
1

2
𝜌𝑓𝐶𝐷𝐴|𝑼𝑝 − 𝑼𝑓|(𝑼𝑝 − 𝑼𝑓) 

(5) 

 

The drag coefficient is a function of the Reynolds number and the morphology of the particle. 

To account for the particle morphology, particles’ sphericity defined by Wadell [9] as the ratio 

of surface area of the volume equivalent sphere to the particle surface area is incorporated in 

the drag model proposed by Ganser [10] (Equations (6)-(9)): 

𝐶𝐷 =
24𝐾𝑆
𝑅𝑒

(1 + 0.1118(𝑅𝑒𝐾𝑁 𝐾𝑆⁄ )0.6567) + (0.4305𝐾𝑁 (1 +
3305

(𝑅𝑒𝐾𝑁 𝐾𝑆⁄ )
)⁄ ) 

(6) 

 

𝑅𝑒 = 𝜌𝑓|𝑼𝑝 −𝑼𝑓|𝑑 𝜇𝑓⁄  (7) 

𝐾𝑁 = 101.8148(−𝑙𝑜𝑔𝛷𝑊)0.5743 (8) 

𝐾𝑆 = (1 3⁄ ) + ((2 3⁄ )√𝛷𝑊) (9) 

Table 1 summarises all the symbols used in the above equations and their definitions. 

Table 1. All symbols used in the paper. 

Symbol Definition Symbol Definition 

𝐴 Particle reference area 𝑚 Particle mass 

𝐶𝐷 Particle drag coefficient 𝑹 Particle rotation matrix 

𝑑 Particle reference length 𝑅𝑒 Particle Reynolds number 

𝑭𝐶 Particle contact force 𝑡 Time 

𝑭𝐷 Particle drag force 𝑼𝑓 Fluid translational velocity 

𝒈 Gravitational acceleration 𝑼𝑝 Particle’s translational velocity 

𝑰 Particle moment of inertia 𝜇𝑓  Fluid viscosity 

𝑖 Particle number indicator 𝜌𝑓  Fluid density 

𝐾𝑁 Newton's drag correction 𝛷𝑊 Particle sphericity by Wadell [9] 

𝐾𝑆 Stoke's drag correction 𝝎 Particle rotational velocity 

𝑴𝐶 Contact torque   
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3. Results and Discussions 

Four different particle morphologies shown in Figure 1 are used in DEM simulations to 

investigate the effects of particle shape on and their dynamic behaviour. 

(a)  (b)  (c)  (d)  

Figure 1. Four different particle morphologies used in the DEM model: (a) spherical, (b) compact, 

(c) flat, and (d) elongated particles all with the same size of ~1.2 mm. 

The snapshots of the DEM modelling are presented in Figure 2(a) to (d) for (a) spherical, 

(b) compact, (c) flat, and (d) elongated particle with one-way CFD coupling and Ganser drag 

force [10] to capture the effect of adding the drag force acting on the particles due to the airflow 

inside the nozzle.  

(a)  (b)  

(c)  (d)  

(e) (f) 

Figure 2. The results of DEM simulations of rail-sanding for (a) spherical, (b) compact, and (c) elongated 

sand grains (1) without CFD coupling and drag force, and (2) one-way CFD coupling with drag force; 

Comparison of the (e) average particle velocity and (f) entrainment efficiency versus time for spherical, 

compact, flat, and elongated particles. 

Figure 2(e) shows the average velocity of the particles during their flow through the cylinder 

versus time for spherical, compact, flat, and elongated particles. It can be seen that particles’ 

morphology influences their velocities as the spherical and elongated particles show the highest 
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value for the average velocity while for compact and flat particles, the velocity values are 

lower. 

Figure 2(f) presents the efficiency of the particles’ entrainment at a certain spot (the box 

outlined in blue in Figure 2(a) to (d)) versus time for spherical, compact, flat, and elongated 

particles. It is shown that the entrainment efficiency is the highest for flat particles and 

decreases for compact, elongated, and spherical particles. 

4. Conclusions 

In this research, the effects of particle shape on the drag force it experiences, and its dynamic 

behaviour was investigated through DEM simulation one-way coupled to CFD via the drag 

force dictating the particles’ flow due to the airflow inside the nozzle. It was concluded that 

the particles’ shape and geometry influence their drag force and thus their dynamics. As the 

particles’ sphericity increases and their shape moves from elongated to compact and then 

spherical, their velocity also increases. 

Acknowledgements 

This work was funded by the UK Engineering and Physical Sciences Research Council 

(EPSRC) grant No. EP/V053655/1 RAILSANDING - Modelling Particle Behaviour in the 

Wheel-Rail Interface. 

References 

[1] S. J. Blott and K. Pye, "Particle Shape: A Review and New Methods of Characterization and 

Classification," Sedimentology, vol. 55, no. 1, pp. 31-63, 2008. 

[2] V. Angelidakis, S. Nadimi, and S. Utili, "SHape Analyser for Particle Engineering (SHAPE): Seamless 

Characterisation and Simplification of Particle Morphology from Imaging Data," Computer Physics 

Communications, vol. 265, p. 107983, 2021, doi: 10.1016/j.cpc.2021.107983. 

[3] F. M. White, Fluid Mechanics. Tata McGraw-Hill Education, 1979. 

[4] C. T. Crowe and E. E. Michaelides, Multiphase Flow Handbook. Taylor & Francis, 2006. 

[5] T. Zingg, "Beitrag zur Schotteranalyse," ETH Zurich, 1935.  

[6] S. Maramizonouz and S. Nadimi, "Drag Force Acting on Ellipsoidal Particles with Different Shape 

Characteristics," Powder Technology, vol. 412, p. 117964, 2022, doi: 10.1016/j.powtec.2022.117964. 

[7] W. Skipper, S. Nadimi, M. Watson, A. Chalisey, and R. Lewis, "Quantifying the Effect of Particle 

Characteristics on Wheel/Rail Adhesion & Damage through High Pressure Torsion Testing," Tribology 

International, p. 108190, 2023. 

[8] C. Thornton, "Granular Dynamics, Contact Mechanics and Particle System Simulations," A DEM study. 

Particle Technology Series, vol. 24, 2015. 

[9] H. Wadell, "Volume, Shape, and Roundness of Rock Particles," The Journal of Geology, vol. 40, no. 5, 

pp. 443-451, 1932. 

[10] G. H. Ganser, "A Rational Approach to Drag Prediction of Spherical and Nonspherical Particles," 

Powder Technology, vol. 77, no. 2, pp. 143-152, 1993. 

 

UK Association for Computational Mechanics Conference 2024 - Coombs (eds)

42



Computational Methods in Heat Transfer and Hydro-Mechanical Mod-
elling

43



UKACM 2024 Conference, 10-12 April 2024, Durham University, Durham, UK
https://doi.org/10.62512/conf.ukacm2024.028

OVERLAPPING IMPROVED ELEMENT-FREE GALERKIN AND
FINITE ELEMENT METHODS FOR THE SOLUTION OF

NON-LINEAR TRANSIENT HEAT CONDUCTION PROBLEMS WITH
CONCENTRATED MOVING HEAT SOURCES
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Abstract. A novel overlapping approach, termed the Overset IEFG-FE method (Ov-IEFG-FEM), is
proposed for solving transient heat conduction problems with concentrated moving heat sources. This
mesh-less/mesh-based chimera-type method combines improved element-free Galerkin (IEFG) and finite
element (FE) methods. The Ov-IEFG-FEM uses a coarse FE mesh to discretise the problem geometry,
while a set of overlapping patch nodes moves with the heat source, enhancing accuracy via the IEFG
technique to capture marked thermal gradients. In regions outside the heat source area where accuracy
requirements are lower, the thermal problem is solved using the FE method (FEM). The method involves
solving the problem over these two overlapping domains and transferring numerical information between
the approximations performed on both. The Ov-IEFG-FEM aims to provide an enriched solution by cou-
pling temperature fields computed on the patch nodes and the coarse background mesh using IEFG and
FE methods, respectively. Numerical experiments demonstrate the method potential in accurately and
efficiently solving transient heat conduction problems with concentrated moving heat sources, including
marked non-linear aspects related to temperature-dependent properties and phase change phenomena.

Key words: Heat conduction, Moving heat sources, Overset, Element-free Galerkin, Finite element

1 Introduction

Most numerical solutions reported in the literature for transient heat conduction problems with mov-
ing heat sources are based on mesh-based discretisation techniques such as the finite element method
or the finite volume method, often requiring significant refinements along the scanning path to achieve
an appropriate capture of high temperatures and marked thermal gradients. It is also well-known that
performing mesh refinements along the heat source path or adaptive re-meshing techniques can be very
cumbersome, and sometimes even unfeasible in problems involving heat sources following curved scan-
ning paths in complex 3-D geometries[1–3]. Mesh-less or mesh-free methods have a emerged as an
interesting alternative to the most commonly used mesh-based techniques due to two main reasons[4]:
(i) the capability of easily attain higher-order approximations with continuous derivatives, and (ii) the
enhanced flexibility of adding or removing nodes during adaptive local refinements. Such versatility of
mesh-less methods has also enabled the implementation of such numerical techniques in the solution of
both linear and non-linear applied problems involving concentrated moving heat sources[1, 2]. Although
the potential of mesh-less methods, these numerical techniques still pose noteworthy challenges in terms
of computational efficiency, which primarily arise from the need for identifying neighbouring nodes that

1
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define the support domain for numerical approximations and the construction of shape functions via more
computationally expensive unconventional procedures[1, 2, 4]. The emergence of hybrid mesh-less/mesh-
based approaches has introduced very interesting alternatives that combine the strengths of mesh-less
methods with the less computationally demanding approximations usually involved in standard mesh-
based techniques[5]. The mesh-less element-free Galerkin (EFG) method shares similarities with FEM,
notwithstanding differences in the construction of shape functions and assembly of the algebraic sys-
tem of equations. These analogies primarily arise from both numerical techniques being developed in
a weak formulation of the governing equations, promoting the development of hybrid EFG-FEM-based
approaches[5]. These techniques improve computational efficiency by using EFG methods only in re-
gions demanding high numerical accuracy[5], and the less computationally expensive FEM is used in the
rest of the problem domain. Although hybrid EFG-FEM approaches have provided excellent results in
scenarios demanding high accuracy[5], these techniques commonly require well defined coupling bound-
aries where EFG and FEM regions share common nodes. Implementing these approaches in transient
heat conduction with concentrated moving heat sources might pose challenges due to the need of redefin-
ing the EFG-FEM coupling boundaries at each time step, such EFG computations are performed only
near the moving heat source location. This communication aims to highlight the potential of a recently
developed chimera-type scheme based on the Improved EFG (IEFG) and the FEM to overcome these
challenges. The proposed Overset IEFG-FEM (Ov-IEFG-FEM) offers an enriched accurate solution,
smoothly transitioning from EFG to FEM regions dispensing with predefined topological relationship.

2 Governing equations and problem description

The Ov-IEFG-FEM will be used to solve a problem emulating the thermal conditions of the direct metal
laser sintering (DMLS) of AlSi10Mg alloys, with the geometric features depicted in Fig. 1. The enriched
solution is obtained solving the governing equations of transient heat conduction in the domain ΩFEM
with boundaries ΓFEM = ΓD ∪ ΓN and the domain ΩIEFG with boundaries ΓIEFG, and performing an
appropriate coupling via a reciprocal transfer of information. The thermal problem in ΩFEM is:

ρcp
∂T
∂t

= ∇.(k∇T )+ Q̇ in ΩFEM × [0, t f ],

T = TD on ΓD × [0, t f ], and k∇T · n̂ = qN on ΓN × [0, t f ], (1)

whereas the thermal problem in ΩIEFG is:

ρcp

(
∂T
∂t

− v⃗ ·∇T
)
= ∇.(k∇T )+ Q̇+ρH f

(
∂ fs

∂t
− v⃗ ·∇ fs

)
in ΩIEFG × [0, t f ],

T = T̃FEM on ΓIEFG × [0, t f ]. (2)

It is important to note that the effect of the moving heat source can be incorporated either through
the volumetric term Q̇ or as a concentrated surface heat flux via a Neumann condition. The choice
depends on the specific model used for the moving heat source, as discussed in [1, 2]. Phase change
terms, dependent on fs and H f , are exclusively incorporated within ΩIEFG since melting/solidification
only occurs in proximity to the moving heat source represented by the surface Gaussian distribution
qN = 2ηQ̇T/(πr2

0)e
−2[(x−||v||×t)2+y2]/r2

0 . The temperature fields in the weak formulation of Eqs. (1) and (2)
are approximated using standard linear interpolating finite element basis functions ϕ(I)

FEM(⃗x) and improved
moving least squares (IMLS) approximations ϕ(I)

IEFG(⃗x), respectively:

TFEM(⃗x) =
nFEM

∑
I=1

ϕ(I)
FEM(⃗x)T̂ (I)

FEM for all x⃗ ∈ ΩFEM, TIEFG(⃗x) =
nIEFG

∑
I=1

ϕ(I)
IEFG(⃗x)T̂

(I)
IEFG for all x⃗ ∈ ΩIEFG. (3)

2
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�⃗�

Current heat

source location

ΩFEM

ΩIEFG

ΩRec

Figure 1: Detail on the discretisation of ΩFEM and representation of ΩIEFG. The nodes representing ΩIEFG con-
stantly moves tracking the scanning path, according to the the heat source velocity v⃗. This movement ensures that,
at every time step, the heat source remains precisely centered within the arrangement of nodes.

Substituting the approximations given in (3) into the weak formulation of Eqs. (1) and (2) gives rise to
the following systems of equations:

CFEM
˙̂TFEM +KFEMT̂FEM = Q(T )

FEM in ΩFEM

CIEFG
˙̂TIEFG +

(
KIEFG −AIEFG +K(p)

IEFG

)
T̂IEFG = Q(T )

IEFG +Q(p)
IEFG in ΩIEFG (4)

The Dirichlet condition T̃FEM on the immersed boundaries ΓIEFG is obtained through local reconstruction
of FEM-based results via IMLS approximations over the sub-domain ΩRec ∈ ΩFEM (yellow region in
Fig. 1). This allows the transfer of information from ΩFEM to ΩIEFG using the penalty matrix K(p)

IEFG and
vector Q(p)

IEFG in the system of equations for ΩIEFG. Numerical information from IEFG-based results is
reciprocally transferred to the FE mesh using IMLS approximations TIEFG(⃗x) to compute temperatures
at FE mesh nodes within ΩIEFG. These nodal values are then prescribed in the system of equations for
ΩFEM. The iterative procedure continues until convergence is achieved in the coupling along ΓIEFG and
with respect to non-linearities related to phase change and temperature-dependent thermal properties.

3 Numerical results

The Ov-IEFG-FEM simulations for the thermal problem have been performed with laser power ab-
sorptivity η = 0.95 and heat source effective radius r0 = 100,µm. Results for total heat source power
Q̇T = 150 W with scanning speed ||⃗v|| = 500 mm/s are shown in Fig. 2 (a), with a sensitivity analysis
on melt pool depth to variations in these parameters presented in Fig. 2 (b). The outcomes demonstrate
seamless coupling along ΓIEFG and accurate capture of thermal gradients near the heat source. This indi-
cates an appropriate information transfer between overlapping domains and solution of non-linearities.
The sensitivity analysis on melt pool depth to variations in Q̇T and ||⃗v|| suggests a consistent thermal

3
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Juan C. Álvarez-Hostos and Zahur Ullah

model as it behaves as expected in a wide range process parameters. Solving the phase change effects as
a heat source term improves the convergence during the non-linear thermal problem numerical solution.

(a) Temperature field (b) Dependence of melt pool depth with Q̇T and ||⃗v||.

Figure 2: Numerical solution for the DMLS thermal problem, via the Ov-IEFG-FEM.

4 Conclusions

The Ov-IEFG-FEM introduces a novel approach to solving non-linear transient heat conduction prob-
lems with concentrated moving heat sources. By using a coarse FE mesh and overlapping patch nodes
for IEFG computations, the method achieves enhanced accuracy, seamlessly coupling temperature fields
and capturing thermal gradients. The sensitivity analysis confirms stability across a wide range of pro-
cess parameters, and incorporating phase change effects as a heat source term has improved convergence
in the numerical solution of material non-linearities.
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Abstract. It has been established that material variability can lead to distinct unstable hydraulic be-
haviour, and is prominent in soils due to their large spatial heterogeneity. This behaviour is amplified
when the wettability of the medium is non-uniform, specifically if the soil becomes hydrophobic. When
soil is naturally water repellent (WR), there is often spatial variability of wettability, such that a network
of preferential flow paths is created. As water infiltrates, the water repellent regions will impede flow, re-
sulting in preferential wetting pathways. This leads to highly preferential fingered flow, and can result in
rapid movement of contaminants, or induce localised erosion. The WR properties of soil can be induced
artificially through the addition of chemicals, via contamination, and as the consequence of natural pro-
cesses such as wildfire. In this study, an investigation into the modelling of hydrophobic soil is presented.
Local spatial variations in material parameters are accounted for using Gaussian random fields as part of
a stochastic finite element model. This is then employed to replicate field scale experiments. A key com-
ponent of the model is the relationship used to represent the saturation-capillary pressure relationship
responsible for defining water entry pressures. For wettable soil, this can be achieved with the standard
van Genuchten relation. For hydrophobic soil, this is not applicable; thus, an alternative is employed.
Results from numerical simulations are presented, which are based on a set of published experimental
data.

Key words: Finite element methods; Stochastics; Unsaturated soil; Hydrophobic soil; Preferential flow

1 Introduction

Material variability in soils, especially due to spatial heterogeneity, can cause unstable hydraulic be-
haviour, often exaggerated in water repellent (WR) soils, leading to preferential flow paths and fingered
flow. Modelling approaches for soil often assume the soil to be fully wettable and homogeneous, high-
lighting the need to represent soil hydrophobicity and its heterogeneity more appropriately. Previous
studies have investigated fingered flow in water repellent soils, considering hysteresis and heterogeneity
as key factors influencing the persistence and formation of flow paths [1]. Here, local spatial variations in
material parameters are represented through Gaussian random fields in a stochastic finite element model,
aiming to more accurately replicate in situ conditions. The developed model is then employed to repli-
cate field scale experiments by Lipsius & Mooney (2006) [2]. The approach utilises the van Genuchten
relation for wettable layers present in the soil and an alternative relation for hydrophobic soils, whose
parameters -in both cases- are spatially varying. Results from simulations based on experimental data are
then presented, offering insights into the model’s effectiveness in capturing soil water dynamics under
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these conditions.

2 Theoretical and numerical formulation

The soil is assumed to be composed of liquid water and solid mass phases, where neglecting the gaseous
phase allows the volumetric water content θ to be solely dependent on the liquid phase. The liquid
pressure ul is considered to be the primary variable. A mass balance equation depending on the degree
of saturation and porosity is used to represent the volumetric water content such that

∂(ρlnSl)

∂t
+ρl∇ · vl = 0 (1)

where ρl is the liquid density, n the porosity, Sl the degree of saturation of pore water, and vl the liquid
velocity. The flow is driven by gradients of total head, accounted for by Darcy’s Law. By combining
Darcy’s Law with the mass conservation equation, the governing equation for flow can be formulated as

−nρl
∂Sl

∂s
∂ul

∂t
−∇

(
ρlKl

γl
∇ul

)
= ρl∇(Kl∇z) (2)

where γl the unit weight of liquid, z the elevation, and Kl the unsaturated hydraulic conductivity. The Fi-
nite Element Method is used to solve (2), where the associated discretised equation are derived using the
Gauss-Green divergence theorem, and time discretisation is achieved through an implicit Euler backward
difference scheme.

To represent spatial variability of the material, Gaussian random fields are generated based on the so-
lution of stochastic PDEs [4], such that the stationary field and its resulting correlation structure can
be represented by the Matérn autocorrelation function. The length-scale parameter l > 0 controls the
resulting structure of the correlated fields. The autocorrelation function is posed as a stochastic PDE,
the solution of which will be our Gaussian random field. Once more, a Finite Element approximation
with usual Galerkin choice is made, leading to a matrix equation the can be solved using standard finite
element routines. The form of the matrix equation shares similarities with standard components of the
wider FE process, allowing for the method to be easily integrated into existing FE codes. In solving this
equation, we are left with a Gaussian random field that can be used to introduce spatial variability into
our numerical framework in terms of material properties, initial conditions, or problem geometries. For
full details, see Ricketts et al. (2023) [3].

3 Application: hydrophobic soil

Often, the saturation-capillary pressure relationship used in unsaturated soil models is the standard van
Genuchten relation. Whilst this is suitable for considering wettable unsaturated soil, the behaviour of
hydrophobic soil may not be so well represented. For hydrophobic soil, the water entry pressures needed
for infiltration can be in the positive pore-water pressure range (i.e. negative suction). The van Genuchten
relation cannot account for the positive pore-water pressures that are characteristic of WR soil, suggest-
ing the need for an alternative. Foroughi et al., (2022) proposed a new saturation-capillary pressure
relationship for porous media of varying wettabilities, which proved to be more flexible and accurate
than existing relationships [5]. This relationship can be written as

Sl =

(
1
π

(
π
2
− tan−1

(
s−A

B

))) 1
C

(3)
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where A is an indicator of wettability, B is the curvature index, and C is the saturation exponent. Whilst
there is no fundamental basis for the functional form, the given parameters of the function can be inter-
preted physically. The most important in this study is A, where A > 0 indicates a wettable or hydrophilic
medium, A < 0 indicates hydrophobicity, and A ≈ 0 suggests a mixed-wettable medium where locally
the medium could be hydrophobic or hydrophilic.

As in Ricketts et al. (2023) [3], Gaussian random fields were chosen to directly represent the saturated
conductivity Ks, and the van Genuchten parameters αvg and nvg, leading to spatial variation in the SWRC
and conductivity relations amongst other constitutive components. Foroughi et al.’s, (2022) [5] relation-
ship is adopted in WR regions, and spatial variation in the water retention function is accounted for by
varying the parameters A, B, and C. A transition between layers was also considered. This assumed a
localised mixture of wettable and WR regions being present within a representative elementary volume,
with the ratio of each fraction varying with depth. As the model considers discrete water retention func-
tions in each layer, by interpolating between them based on the depth in a predefined transition zone, a
combined water retention function can be calculated.

The domain was discretised by regular hexahedral elements of element length 2 cm (with appropriate
convergence checks undertaken), where a rainfall flux boundary condition of 25 mm irrigation over 2.5
hours was applied. After this, the moisture was allowed to redistribute for 24 hours. In the experiment,
a tracer was also applied to the surface to allow for imaging of the infiltration profiles, and is tracked
numerically based on an assumed degree of saturation that the tracer would be active. The numerical
domain is seen in Figure 1, where the top part of the soil is assumed fully hydrophobic, and the bottom
section assumed wettable. The size of the water repellent and transition layers were based on the top
10 cm of the experimental plots displaying signs of heterogeneous water repellency. Slices were taken
from the domain to compare with the experimental images based on the dye coverage percentage and
the spatial distribution of the fingered shapes, as are seen in Figure 1. It is clear that the response seen
experimentally is well represented by the numerical results. This is in terms of the spatial distribution
of tracer activation and dye coverage percentages. The less conductive regions see a larger build-up of
water as it struggles to pass through, suggesting the increased chance that the tracer will be active in
said region. Conversely, the more conductive regions allow for faster passage of the wetting front, taking
the tracer with it. Whilst a single instance is shown here, many realisations were considered to ensure
convergence in the response.

4 Conclusion

The introduction of an alternative SWRC plays a crucial role in the wetting response, enabling the simu-
lation of water entry pressures typical of water repellent soils. This adjustment allows for the simulation
of surface pore water pressure build-up, mirroring the infiltration resistance observed in WR soils. The
variability in water entry pressure further influences the soil’s flow behaviour, leading to unstable fin-
gered flow within the hydrophobic and transition zones, which becomes more diffuse upon reaching
wettable layers.

The observed flow patterns within the non-wettable layers effectively capture the hydraulic behaviour of
WR soils, showcasing the model’s proficiency in simulating complex flow phenomena. The accuracy of
the model is validated through dye coverage analysis of soil profiles, aligning closely with experimental
findings.
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Figure 1: Illustrations of the numerical domain, resulting tracer infiltration profiles after 24 hours of redistribution
time, and comparison with experimental observations of dye coverge.
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Abstract. Many geotechnical applications are affected by the melting and formation of ice in soils.
Current state of practice involves incorporating the presence of ice within hydrological models for un-
saturated soils using the so-called generalised Clapeyron equation [1]. This represents a modification of
the conventional Clapeyron equation by allowing for the pressure in ice and liquid to be different at an
ice-liquid interface. Such an idea has come about due to the effects of surface tension, which become
important within the pores of porous materials such as soil and rock. However, a common assumption
when using the generalised Clapeyron equation is that the ice pressure remains constant [2], which leads
to unrealistic behaviour in the presence of significant pore-water pressure changes. Here we develop a
new mathematical modelling framework to explore the impact of pressure induced freezing point de-
pression within soils exhibiting strong capillary pressure effect. We solve the coupled mass and energy
conservation problem using method of lines (e.g., [3]) with pressure and enthalpy as the primary depen-
dent variables. Strong non-linear coupling develops through the chemical potential equation accounting
for coexistence of ice and water in the presence of surface tension [5]. We present a sensitivity analysis
showing how freezing point depression evolves within a porous block subject to temperature surface
boundary cooling and varied capillary pressures.

Key words: Ice; Clapeyron equation; Porous media; Enthalpy; Surface tension; Method of lines

1 Problem description

In this work we develop the necessary equations for studying pressure induced freezing point depression
in porous materials with capillary pressure effects. We construct the coupled mass and energy conser-
vation problem that takes into account the heat conduction in the heterogeneous (partly frozen) porous
material together with the latent heat of fusion, which is deposited at the freezing boundary layer. It is
assumed that there is no convection as it is prevented by the low permeability of the material considered,
which greatly simplifies the problem. The solid grains that comprise the porous material are assumed to
be in thermal equilibrium with the water and ice contained within the pore-space. We also assume that
in the same volume, there is always the same mass of solid grains.

Let us consider a horizontal porous column of length, L [L], with fully saturated pores, which are initially
set at a uniform temperature, TI [Θ], and pressure, pI [ML−1T−2], respectively (see Fig. 1). One of the
boundaries is then treated as adiabatic whilst the other boundary is fixed at temperature, T0 [Θ]. The
boundary temperature is chosen to be less than the freezing-point temperature associated with the initial
conditions. The coefficients of isothermal compressibility, αT [M−1LT2], and isobaric thermal expansiv-
ity, βP [Θ−1], are assumed to be constant, and the relationship between the freezing point temperature,
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Tc(p) [Θ], and pressure, p, is determined through a chemical potential equation accounting for the co-
existence of ice and water in the presence of a surface tension. The ice is considered to be compressible
and subjected to thermal expansion. The total mass of water component does not change over time due
to there being zero permeability and no evaporation.

Figure 1: Schematic diagram of conceptual model.

The heat conduction problem takes the following form

∂U
∂t

=
∂
∂x

(
κ

∂T
∂x

)
, T (x,0) = TI(x), T (x = L, t) = T0, −κ

∂T
∂x

∣∣∣∣
x=0,t

= 0. (1)

where x [L] is distance, T [Θ] is temperature, U [ML−1T−2] is internal energy density and κ [MLT−3Θ−1]
is thermal conductivity.

Let Gm [ML−3] be the mass of water per unit volume of porous material found from

Gw = φ [Swρw +(1−Sw)ρi] , (2)

where φ [–] is the porosity, Sw [–] is the saturation degree of water, ρw [ML−3] is the the mass density of
liquid water and ρi [ML−3] is the mass density of ice.

By taking the full differential of Gw and choosing the pressure and enthalpy density, H [ML−1T−2], as
the primary dependent variables (Gw = Gw(H, p)), we get

dGw =
∂Gw

∂H
dH +

∂Gw

∂p
d p. (3)

Differentiating Gw from Eq. (2) with respect to p and H gives

∂Gw

∂p
= Gw

(1−φ)
φ

αr +φ [Swρwαw +(1−Sw)ρiαi]+φ(ρw −ρi)
∂Sw

∂p
, (4)

and

∂Gw

∂H
=−

{
Gw

(1−φ)
φ

βr +φ [Swρwβw +(1−Sw)ρiβi]

}
∂T
∂H

+φ(ρw −ρi)
∂Sw

∂H
. (5)
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The evolution of Gw in time can be obtained by considering the time-derivative form of Eq. (3)

∂Gw

∂t
=

∂Gw

∂H
∂H
∂t

+
∂Gw

∂p
∂p
∂t

. (6)

Note that because of the absence of any convection (due to the zero permeability assumption), the mass
is conserved, i.e. ∂Gw/∂t = 0.

The constructed coupled mass and energy conservation problem is solved using the method of lines. For
the numerical solution, we use one of the ordinary differential equations solvers available in MATLAB

— ode15s — a variable-step, variable-order solver based on the numerical differentiation formulas of
orders 1 to 5 [4].

The strong non-linear coupling develops through the chemical potential equation accounting for the
coexistence of ice and water in the presence of surface tension:

d p
dTc

=
L f

Tc(v̄w − v̄i)
+

v̄i

v̄w − v̄i

d pc

dTc
, (7)

where L f [L2T−2] is the latent heat of fusion, pc [ML−1T−2] is the capillary pressure, v̄w [L3M−1] is the
specific volume of liquid water and v̄i [L3M−1] is the specific volume of ice.

2 Numerical results

In the following simulation cases we compared the curves of freezing point temperature, Tc(x, t), and wa-
ter degree of saturation, Sw(x, t), obtained with (pc = some constant) and without (pc = 0) the influence
of capillary pressure.

Figs. 2 and 3 compare results, at different times for when the capillary pressure is zero and pc = 5 MPa
(lower magnitudes showed negligible effect). Increasing the capillary pressure leads to the soil freezing
at a lower temperature (see Fig. 2). The water saturation distribution during the freezing period (see
Fig. 3) becomes higher when capillary pressure is introduced because of the capillary forces that prevent
liquid water from freezing.

Figs. 4 and 5 shows how the response of our model, after one day, is affected by a wider variation in
capillary pressure, from 1450 Pa (almost no influence) to 10 MPa (strong influence). The influence of
capillary pressure, in this context, is found to be negligible for values < 1 MPa. The freezing point
temperature in Fig. 4 is lowered by the high capillary pressure due to the surface tension effects as
expected. Fig. 5 shows that the slope of the water saturation curve (for region where Sw < 1) looks
similar for all values of capillary pressure, and this effect needs to be studied further.

3 Conclusions

Our preliminary results demonstrate important aspects concerning the effect of water freezing on the
temperature of porous material. A series of numerical experiments regarding the capillarity effect was
conducted to demonstrate how freezing point depression and water saturation evolve within a porous
block subject to temperature surface boundary cooling and varied capillary pressures. The proposed
study intends to form a basis for the development of a liquid water–vapour–heat transfer model in un-
saturated freezing soils to help better understand porous materials processes taking place in climate
change–induced hydrological and ecological changes to frozen regions.
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Figure 2: Plots of freezing point temperature for
various times and pc values as indicated in the

legend.

Figure 3: Plots of water saturation for various
times and pc values as indicated in the legend.

Figure 4: Plots of freezing point temperature after
1 day with various pc values as indicated in the

legend.

Figure 5: Plots of water saturation after 1 day with
various pc values as indicated in the legend.
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Abstract 

Storing CO2 in deep saline aquifers is a key strategy for carbon capture and storage, an essential technology in 

the global effort to mitigate greenhouse gas emissions. Several mathematical and computational models have 

been proposed to simulate CO2 storage in geological formations [1-3]. These models aim to comprehensively 

capture the intricate interactions between fluids, gases, and geological media. In this study, we propose a novel 

quadrilateral finite element designed to simulate the flow of CO2 and water in an isothermal deformable porous 

medium. This element has been developed in user element subroutine (UEL) of Abaqus. The balance equations 

include momentum balance, as well as the mass balance of CO2 and water as outlined in prior research [2]. 

The proposed element is used to simulate certain tests, and preliminary results are presented. 

Key words: Finite Element Modeling (FEM), CO2 Sequestration, Multiphase Flow, Hydromechanics 

1 Introduction 

Carbon capture and storage has emerged as a critical technology in mitigating the adverse effects of greenhouse 

gas emissions, particularly CO2, on the global climate. Among the various storage options, injecting CO2 into 

deep saline aquifers offers a promising solution due to their abundance, widespread distribution, and potential 

for long-term storage. To facilitate effective CO2 storage, it is necessary to develop accurate computational 

models capable of simulating the complex interactions between CO2, water, and geological formations within 

these aquifers. 

In recent years, significant research efforts have been directed towards the development of such models, aiming 

to comprehensively capture the intricate processes involved in CO2 storage in geological formations [1-3]. 

These models encompass a range of aspects, including, geomechanical behavior [2], chemical reactions [5], 

thermal effects [6], and multiphase interactions [7]. By simulating CO2 storage scenarios, these models provide 

insights into the behavior of CO2 within geological reservoirs, enabling better-informed decision-making 

regarding site selection, injection strategies, and overall storage performance. 

This study presents a novel quadrilateral element specifically designed to simulate the diffusion of CO2 and 

water flow within deformable porous media. This element is developed within the user element subroutine 

(UEL) of Abaqus. Incorporating momentum and mass balance equations derived from prior studies [8], the 

proposed quadrilateral element is utilized to conduct numerical simulations illustrating the pore pressure 

changes in a consolidation problem where the porous medium is saturated, and the behavior of the solid 

skeleton is elastic. Additionally, we evaluate the coupling between CO2 pressure and the degree of water 

saturation using this newly proposed element. 

2 Problem description 

In a porous medium containing two immiscible fluid phases, water and CO2, the governing equations consist 

of mass balance equations for each fluid phase and a momentum balance equation for the entire mixture. This 

study assumes an isothermal environment, non-reactive chemical behavior between phases, no mutual 

dissolution between CO2 and water, constant density and viscosity for CO2, and unaffected mechanical 

properties of the solid skeleton due to the CO2 sequestration process. The momentum balance equation is 

expressed as follows: 

𝛻𝝈 + 𝒃 = 0 (1) 

Where 𝝈 is the total stress and b is the body force. Based on the modified effective stress concept, for a partially 

saturated porous medium, the total stress is computed as: 

𝝈 = 𝝈′ − 𝑰𝛼𝑝 (2) 
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In which 𝝈′ is the effective stress, 𝑰 is the identity vector and 𝛼 is Biot’s constant representing the 

compressibility of solid grain and p is the mean pore pressure which is computed based on the averaging 

technique as p = (𝑆𝑤𝑝𝑤 + 𝑆𝑔𝑝𝑔). Where 𝑆𝑤 and 𝑆𝑔 are degrees of saturation of water and CO2 respectively, 

𝑝𝑤 and 𝑝𝑔 are water and CO2 pressure respectively.  The mass balance equation for water phase is [8]: 

(
𝛼 − 𝜑

𝐾𝑠

𝑆𝑤
2 +

𝜑𝑆𝑤

𝐾𝑤
)
∂ 𝑝𝑤

∂ 𝑡
+

𝛼 − 𝜑

𝐾𝑠

𝑆𝑤𝑆𝑔

∂ 𝑝𝑔

∂ 𝑡
+ 𝛼𝑆𝑤

∂ 𝝐

∂ 𝑡
+ (

𝛼 − 𝜑

𝐾𝑠

𝑆𝑤𝑝𝑤 −
𝛼 − 𝜑

𝐾𝑠

𝑆𝑤𝑝𝑔 + 𝜑)
∂ 𝑆𝑤

∂ 𝑡
+

1

𝜌𝑤

𝛻(𝜑 𝑆𝑤𝜌𝑤𝒗𝑤) − 𝑄𝑤 = 0 (3) 

The mass balance equation for CO2 phase is [8]: 

(
𝛼 − 𝜑

𝐾𝑠

𝑆𝑤𝑆𝑔)
∂ 𝑝𝑤

∂ 𝑡
+ (

𝛼 − 𝜑

𝐾𝑠

𝑆𝑔
2 +

𝜑𝑆𝑔

𝐾𝑔

)
∂ 𝑝𝑔

∂ 𝑡
+ 𝛼𝑆𝑔

∂ 𝝐

∂ 𝑡
− (

𝛼 − 𝜑

𝐾𝑠

𝑆𝑔(𝑝𝑔 − 𝑝𝑤) + 𝜑)
∂ 𝑆𝑤

∂ 𝑡
+

1

𝜌𝑔

𝛻(𝜑 𝑆𝑔𝜌𝑔𝒗𝑔) − 𝑄𝑔 = 0 (4) 

in which 𝜑 porosity, 𝐾𝑠, 𝐾w and 𝐾g are the bulk modulus of the solid, water, and CO2, respectively; 𝐯𝑤 and 

𝐯g are water and CO2 relative velocities to the solid phase; 𝑄w and 𝑄𝑔 are source or sink terms. Darcy’s law 

is considered for fluid velocity as: 

𝜑 𝑆𝜃𝒗𝜃 =
𝒌𝑘𝑟𝜃

𝜇𝜃
(−𝛻𝑝𝜃 + 𝜌𝜃𝒈) (5) 

In which 𝒈 is the gravitational acceleration vector, 𝐤 is intrinsic permeability tensor, 𝑘𝑟𝜃, 𝜇𝜃, 𝑝𝜃, 𝜌𝜃 are relative 

permeability, dynamic viscosity, pressure, and intrinsic averaged density of phase 𝜃, respectively. The water 

and CO2 pressure are related by capillary pressure 𝑝c(Sw) = 𝑝𝑔 − 𝑝𝑤. The capillary pressure-saturation 

relation is defined based on the equation proposed by [4] as: 

𝑝𝑐(𝑆𝑤) =
𝑝𝑏

(𝑆𝑒)
1
𝜆

             𝑝𝑐 ≤ 𝑝𝑏 (6) 

Where 𝑝𝑏 and λ are characteristic constants of the medium and 𝑆𝑒 =
𝑆𝑤−𝑆𝑤𝑟

1−𝑆𝑤𝑟−𝑆𝑔𝑟
  is the effective saturation, 𝑆𝑤𝑟 

and 𝑆𝑔𝑟 are the residual water and CO2 saturation. We consider the pressure-saturation formulation due to its 

ability to decouple the governing equations into a concise set. The finite element formulation of the governing 

equations is derived using the weighted residual method, where the fundamental variables are considered as 

displacements, CO2 pressure, and the degree of water saturation. A two-dimensional quadrilateral element, 

with 8 nodes, is proposed in this study. The corner nodes encompass 4 degrees of freedom, representing 

displacements, CO2 pressure, and the degree of water saturation, while the middle nodes are solely associated 

with displacements. This element is implemented through a user-defined subroutine (UEL) in ABAQUS [9]. 

3 Numerical results 

To validate the model, a 1D column of 1m with 50 elements is considered. A saturated porous medium is 

assumed, with the water saturation degree set to one. Horizontal displacement of all nodes is constrained, while 

vertical displacement is constrained at the bottom of the column. The pore pressure is set equal to zero at the 

top surface of the column. The permeability is equal to 0.46×10-11 m/s, dynamic viscosity of water is equal to 

0.001, Elastic modulus and Poisson’s ratio are equal to 6 MPa and 0.4, respectively and 𝑝𝑏 = 0. Figure 1(a) 

shows the boundary condition of the 1D column. Given that the saturation degree of water equals 1 and the 

capillary pressure is 0, the CO2 pressure degree of freedom corresponds to the pore water pressure (𝑝𝑔 = 𝑝𝑤). 

A vertical stress equal to 10 kPa is applied on the top surface of the column instantaneously. As a result of this 

applied load, the column underwent consolidation in the vertical direction, characterized by an increase in 

vertical displacement accompanied by changes in pore pressure. During the consolidation process, we closely 

monitored the evolution of pore pressure and vertical displacement. As depicted in Fig. 1(b), the pore pressure 

gradually dissipates over the consolidation period. Figure 1(c) illustrates the progressive increase in vertical 

displacement as consolidation proceeds. 
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Figure 1: consolidation of a 1D column a) boundary condition, b) distribution of pore pressure and c) 

vertical displacement by time. 

 

To evaluate the interaction between CO2 pressure and water saturation, we analyze a 1D column with 1 m 

depth with 50 elements. All node displacements are constrained along both horizontal and vertical axes, as 

depicted in Figure 1(a). The permeability is equal to 0.46×10-11 m/s, dynamic viscosity of water is equal to 

0.001, the residual water saturation is 0.397, and 𝑝𝑏 = 225 kPa. Initially, the water saturation is 0.52, the CO2 

pressure is 102 kPa. The CO2 pressure (𝑝𝑔) at the top of the column is increased to 210 kPa in 100 seconds. 

Figure 2(b) illustrates the CO2 pressure increase along the column over time, while Figure 2(c) shows the 

variation in degree of water saturation along the column during the CO2 pressure increase. After 4900 seconds, 

the CO2 pressure reaches 210 kPa across the entire column depth, with the water saturation degree (𝑆𝑤) 

reaching 0.86. The changes in pore water pressure and degree of CO2 saturation can be computed using the 

capillary pressure-saturation relation. 

 

Figure 2: Coupling between water saturation and CO2 pressure a) boundary condition, b) propagation of 

CO2 pressure and c) distribution of degree of water saturation. 

4 Conclusions 

The storage of CO2 in deep saline aquifers presents a promising method for mitigating greenhouse gas 

emissions. To comprehensively understand the long-term implications and environmental effects of such 

storage, it is imperative to develop accurate models. Finite Element Method (FEM) stands out as a viable 

approach for simulating CO2 diffusion within storage reservoirs. In this study, we introduced a novel 2D 

element designed to incorporate the flow of CO2 alongside water in a deformable porous medium. Our model 
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is based on momentum and mass balance equations for water and CO2. The preliminary results encompass 

simple simulations, yet our ongoing efforts are directed towards enhancing our model to tackle more complex 

scenarios involving the injection of CO2 into the storage reservoir. 
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Abstract. In this work, we present machine learning-assisted flexoelectric materials characteriza-
tion and apply topological optimization for flexoelectric structures across atomistic to continuum scales.
New formulations for nonlinear topological optimization of flexoelectric structures, accounting for non-
local stress and large deformation processes, will be presented. A robust machine-learning interatomic
potentials-based tool is developed for designing advanced energy harvesters in micro scale and interest-
ing phenomena of optimized structures in macro scale will be presented.

Key words: Flexoelectricity; Machine learning; Topological optimization; Metamaterials; Energy har-
vesting

1 Introduction

Flexoelectricity is the mechanical deformation subjected to an electric gradient (converse-flexo). It is
a more general phenomenon than the piezoelectric effect, existing in a wider range of centrosymmet-
ric materials, especially non-toxic materials useful for biomedical applications. Flexoelectricity grows
dominantly in energy density when the scale is reduced to submicro or nano, signaling the promise of
enabling self-powered nano devices such as body implants and small-scale wireless sensors. The study
of this flexoelectricity is divided into two main theoretical frameworks: microscopic and macroscopic
theories. The microscopic approach examines atomic-scale interactions to calculate material flexoelec-
tric outputs, leveraging computational methods [2] and machine learning [1] for material design and
simulation. Conversely, the macroscopic theory applies a thermodynamic perspective, treating materials
as continuous media for the design of flexoelectric devices using finite element analysis and topology
optimization [4, 5], streamlining the creation of devices with enhanced performance.

2 Flexoelectricity in 2D Van der Waals bilayers: a machine learning-based approach

Two-dimensional (2D) materials, such as transition metal dichalcogenides (TMDCs),exhibit significant
electromechanical properties through bending flexoelectricity [2, 3]. Among various theoretical ap-
proaches, density functional theory (DFT) calculations are prominently used to investigate flexoelectric-
ity in 2D materials. The development of 2D van der Waals (vdW) materials introduces complex variables
such as layer number dependency, stack sequencing, and the potential for stacking different materials,
highlighting new research avenues and challenges. Flexoelectricity in vdW layers faces issues like non-
periodic vertical alignments and diverse stacking configurations, which are not fully addressable by DFT
simulations alone. We propose an AI-assisted molecular dynamics (MD) approach to tackle these chal-
lenges, utilizing accurate interatomic potentials derived from first-principles simulations. Specifically,
this study leverages machine learning-based interatomic potential (MLIP) parameters for predicting me-
chanical and thermal properties of monolayer 2D materials, applying MLIP for short-range and deriving

1
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long-range interaction parameters from DFT.

The methodology unfolds in three stages: (1) Generating inter-atomic potential parameters: Data sets
for vdW bilayers at various temperatures are used to obtain MLIP parameters via machine learning.
Lennard-Jones (LJ) and charge-dipole (CD) potentials are matched with DFT measurements of interlayer
energy, see Fig.1(b), and polarizability, see Fig.1(c). (2) Validating potential parameters: Initial tests
compare mechanical and piezoelectric properties with literature data and DFT simulations to validate
the parameters. (3) Bending under compression: Compression tests on bilayer systems using developed
parameters extract flexoelectric coefficients from atomic data.

Figure 1: a) Schematic bilayer configuration with neighbor atom selection for short-range interactions. b)
Highlighting the neighbor atom selection that accounting the vdW interactions in a bilayer configuration.
The comparison between calculated (work) and DFT predicted inter-layer energy φ and interlayer dis-
tance h. c) Illustrating the bilayer configuration with minimum energetic separation used to calculate the
atomic polarizability. Establishing the matching between the polarizability from CD model (work) and
from DFT calculations to predict the CD model parameter that accounting the long-range charge-dipole
interactions.

Findings reveal that bilayer TMDCs can have flexoelectric coefficients 2–7 times larger than monolayer
forms, with increases up to 20 times for Janus diamane and fluorinated boron-nitrogen diamane deriva-
tives. These insights enhance understanding of flexoelectric effects in vdW heterostructures and offer a
robust MLIP-based tool for designing advanced energy harvesting devices.
3 Topology optimization of linear/nonlinear flexoelectric structures

A critical gap in current research is the underutilization of flexoelectric principles for the development
of engineering structures with superior piezoelectric strength and electromechanical coupling capabili-
ties. The primary challenge lies in the computational complexity associated with discretizing and solving
fourth order partial differential equations, limiting the availability of computational tools, e.g. the gov-
erning equations for flexoelectricity in the linear context shown as follows,

∇ · (σ−∇ · τ)+ f ext = 0 inΩ (1)

∇ · (ε0 E+P)−q = 0 inΩ, (2)

2
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where σ and τ are stress and higher order stress terms, E is the electric field and P is polarization. f ext and
q are body force and body charge, respectively. Moreover, despite the existence of finite element (FE)
based topology optimization methods for piezoelectric materials, similar advancements for flexoelectric
materials are notably scarce. Addressing this gap, we have developed computational models designed
for the topology optimization of flexoelectric structures for both linear and nonlinear scenarios [4, 5].
This model aims to maximize the intrinsic material performance, focusing on enhancing the energy
conversion efficiency of flexoelectric nanostructures. With regards to the energy conversion factor (ECF)
k, the optimization problem can be mathematically defined as

min F = 1
k2 =

Πe
Πm

(3)

Subject to
∫

Ω dΩ = V̄ (4)

and δΠ = 0, (5)

where Π, Πe and Πm indicate the total free energy, electrical energy and mechanical energy, respectively,
and V̄ is the user-defined volume constraint. The optimization problem is solved iteratively and the
trial topology is obtained based on the level set method for linear flexoelectricity [4] or Solid Isotropic
Material with Penalization (SIMP) method for the nonlinear case [5]. The first example showcases the

Figure 2: A cantilever type energy harvester
with piezoelectric/flexoelectric layer placed
over a substrate.

Figure 3: (a) The optimal topology for maximizing
energy conversion of a flexoelectric layer in a can-
tilever energy harvester (ECF = 0.15) (b) An exam-
ple topology with smooth surfaces (ECF = 0.06).

enhancement of ECF of linear flexoelectric cantilever energy harvester, where a substrate with a piezo-
electric or flexoelectric layer as shown in Fig.2(a). The study demonstrates that topology optimization
significantly enhances the energy conversion efficiency (ECF) in barium titanate (BTO) nanobeams. It
reveals an eightfold increase in ECF for 100 nm thick flexoelectric nanobeams, in contrast to only a
5% increase for piezoelectric and surface piezoelectric effects. This distinction highlights the unique
advantages of topology optimization, which, in flexoelectric beams, not only redistributes material but
also leverages stress singularities from sharp corners to enhance ECF through increased local polariza-
tion. Fig.3 illustrates this by comparing the optimal topology, featuring beneficial corrugations, with
a smoother example topology, showcasing how non-smooth surfaces can significantly boost ECF from
0.06 to 0.15.

The second example concerns a double clamped beam, as shown in Fig.4, optimized by the nonlinear
framework. Fig.5 illustrates the differences between nonlinear and linear topology optimization formula-
tions, highlighting that the nonlinear model achieves a superior conversion factor of 61.6%, compared to

3
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Figure 4: A two-side clamped beam un-
der central load.

Figure 5: Obtained optimized structure from the nonlinear (left
column Figures, ECF = 0.61) and linear (right column Figures,
ECF = 0.55) topology formulations.

54.8% for the linear model. This suggests that conversion efficiency is inversely related to elastic energy,
resulting in greater compliance in structures with higher conversion factors. Accordingly, the maximum
vertical displacement values observed are 24.7 nm for the nonlinear model and 22.8 nm for the linear
model, further emphasizing the enhanced performance of nonlinear optimization in ECF.

4 Conclusions

This work has successfully demonstrated the integration of machine learning and topological optimiza-
tion in the characterization and design of flexoelectric materials and structures. Through atomistic sim-
ulations and continuum-scale models, we have provided new insights into the flexoelectric phenomena
including 2D Van der Waals bilayers and linear/nonlinear flexoelectric structures. Our findings reveal
that machine learning-assisted methodologies can significantly enhance the prediction and understand-
ing of flexoelectric effects, offering a robust tool for the design of advanced energy harvesting devices.
Furthermore, the developed topological optimization formulations have proven effective in enhancing
the energy conversion efficiency of flexoelectric structures, outperforming traditional designs.
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Abstract 

Mechanical nano machining involves the precise removal of material at the nanoscale under the action of a 

cutting tool, enabling the creation of intricate structures and devices in various sectors, including 

semiconductors, optics, and manufacturing of medical devices. Nano-machining simulation offers advantages, 

providing cost-effective, time-efficient exploration of nanoscale material removal. When the nano-machining 

process is conducted on Atomic Force Microscopy (AFM) instruments, the AFM probe, which is employed as 

the cutting tool, can be affected by substantial wear of the probe tip. As the tool operates at the nanoscale, the 

AFM tip experiences significant stress and friction, leading to tip wear that diminishes precision, and impacts 

the quality of machined surfaces. The present study proposed a simulation framework for nano-scale 

machining of OFHC-Cu material using a mesh-free technique developed by in-house Lagrangian smooth 

particle hydrodynamics (SPH) code and finite element method (FEM) employing the dynamic explicit 

algorithm. The influence of the tip radius as a result of tool wear on the cutting mechanism is analysed. The 

study found that the cutting mechanism shifted from shearing to ploughing as the tip radius increased to 3.3 

times the scratching depth for OFHC copper material. Further, the study explores the impact of scratching 

depth, rake angle, and tip radius on cutting forces, groove dimensions, and deformed thickness. Increased tip 

radius results in intense material deformation, indicated by higher cutting forces. The prevalence of normal 

forces over cutting forces suggested the extrusion of material near the tip radius under significant contact 

pressure. The ploughing mechanism was also shown to be a more likely processing phenomenon at an 

increased negative rake angle.  

Key words: Nano-scratching, SPH, FEM, Ploughing, Cutting, Deformation 

1     Introduction 

Nano-machining, an advanced manufacturing technique, operates at the nanoscale to precisely shape materials 

for diverse applications like electronics, medicine, and materials science. AFM tip-based scratching, a precise 

nanofabrication technique, utilises atomic force microscopy tips to create controlled nanostructures such as 

nano-scale grooves, slots, and channels [1]. In AFM based nano-machining, the phenomenon of tip wear, 

involving the gradual erosion of tip at the nanoscale, presents a critical challenge. The understating and 

monitoring of tip wear is pivotal for sustaining precision and efficiency, essential in advancing nanofabrication 

processes [2].  

The experimental exploration of nano-scale machining is associated with limitations attributed to challenges 

in nano-scale measurements and comprehension of physical phenomena. Numerical models can provide 

insights into complex interactions, such as material removal and tool wear, aiding in optimising processes. 

Molecular dynamics (MD) simulation is a commonly used technique to study nano-scale machining processes. 

MD simulates the interactions among individual atoms and molecules over time and provides valuable insights 

into the processes of removing material [3, 4]. Smoothed Particle Hydrodynamics (SPH) models has some 

advantages over MD simulations for nano-scratching, efficiently managing large deformations in solids and 

seamlessly scaling to macroscopic systems for enhanced efficiency. For example, SPH algorithms have been 
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developed to simulate the nano-scale scratching of annealed oxygen-free high conductivity (OFHC) copper 

using a rigid spherical indenter [5, 6].  

The current study focuses on utilising two modelling approaches, namely a mesh-less in-house developed SPH 

program and the finite element method (FEM), to replicate the physical processes of nano-scale material 

removal. The proposed research centres on examining how tooltip wear affects the scratching process, with a 

particular emphasis on understanding the transition from cutting to ploughing phenomena. 

2     Problem description 

This section details the approach used to simulate nano-scale scratching through SPH and FEM, covering the 

contact and material models employed. The computational method employed relied on SPH, representing a 

continuum domain with a set of particles. In a Lagrangian-based approach, field variables are tracked at SPH 

particles, following material deformation. SPH formulations use a kernel function to approximate field 

properties of each particle. This involves replacing the integral representation of field functions with a 

summation over neighbouring particles as follows [7, 8]:      

where, h represents the smoothing length, and 𝑉𝑏 is the volume of neighbouring particle b. The leap-frog time 

integration is employed to update the positions and velocities of particles. 

In the current modelling SPH approach, the Hertz contact model is adopted for computing the forces on the 

tool particles due to the workpiece particles during the nano-scratching process. The Johnson-Cook model is 

introduced to predict plastic behaviour. This is a widely employed constitutive model that characterises the 

strain-rate and temperature-dependent deformation of materials mentioned in equation 2 [9, 10]. In the nano-

cutting process carried out using AFM instruments, the heat generated from plastic deformation and friction 

is typically minimal due to the relatively slow processing speeds. Therefore, in the current study, only the 

mechanical effects are considered. 

 

 

 

Coulomb friction was used in the FE model during the scratching process with friction coefficient of 0.15 used 

between the diamond tool material and the copper workpiece. The cutting parameters employed in the 

investigation are specified in Table 1. The properties were considered for OFHC-Cu workpiece material from 

the literature for simulation [11]. 

Table 1. The parameters employed for cutting in the investigation 

Cutting parameters Values 

Scratching depth 100 nm 

Tip radius 20 nm, 50 nm, and 100 nm 

Rake angle ̶  60° 

 

3     Numerical results 

This section begins by presenting the simulation outcomes for various tip radii. Figure 1(a) illustrates the 

simulated nano-grooves using both SPH and FE approaches for tip radii of 100 nm and 100 nm at a scratching 

depth. The corresponding force variation over time is depicted in Figure 1(b). Initially, the normal forces are 

higher due to the tip indentation into the workpiece, subsequently decreasing during the initial stages of cutting. 

The magnitude of the normal force exceeded the cutting forces, a result of the negative tool rake angle of (  ̶

)60°. The FE results exhibit greater force fluctuation, attributed to the utilisation of the element deletion 

𝑓(𝒙) = ∑ 𝑓𝑏𝑊𝑏(𝒙 − 𝒙𝒃, ℎ𝑏)

𝑀

𝑏=1

 𝑉𝑏 (1)   

𝝈 = (𝐴 + 𝐵𝜖𝑛) [1 + 𝐶. 𝑙𝑛 (
𝜀̇

𝜀0̇
)] [1 − (

𝑇 − 𝑇𝑟𝑒𝑓

𝑇𝑚 − 𝑇𝑟𝑒𝑓
)

𝑚

] (2) 
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criterion for the material separation. The force trend and the average force values fall within acceptable limits 

for both simulation methodologies as compared to experimental results reported in [12].  

 

 

Figure 1: Simulation outcomes from SPH and FEM algorithms are presented as follows: (a) Nano-grooves 

generated by a conical tool with a tip radius of 100 nm and a scratching depth of 100 nm, and (b) The force 

fluctuation over time during both indentation and cutting processes. 

The cutting mechanisms are influenced as the sharpness of the probe tip deteriorates over the cutting time. 

Figure 2(a) illustrates the relationship between the normal force and cutting force ratios across various scalar 

ratios of scratching depth to tip radius. As tip wear intensifies, the force ratio rises because the normal force 

surpasses the cutting forces. This occurs because a larger tip radius induces material ploughing rather than 

cutting. Once the scalar ratio reaches a critical limit of 0.3 (i.e. the tip radius increased to 3.3 times the 

scratching depth) for OFHC copper material, the cutting mechanism ceases and the force ratio increased in a 

nonlinear fashion. Within this range, the material is solely ploughed, resulting in a degradation of the surface 

finish on the workpiece. The force magnitude increased with a rise in tip radius as depicted in Figure 2(b). 

This can be ascribed to a larger contact area between the tip and the surface, leading to increased friction and 

ploughing effects, thereby contributing to an overall force increase. 

 

Figure 2: (a) The variation of force ratio ( 
Fn

Fc
 ) with scalar ratio of scratching depth to tip radius (b) Variation 

of normal and cutting force concerning the tip radius of the probe. 
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4 Conclusions 

This research implemented the mesh-free Smooth Particle Hydrodynamics (SPH) and Finite Element Method 

(FEM) approaches for simulating nano-scale scratching on OFHC-Cu using conical tools with a negative rake 

angle. The study explored the impact of tooltip radius on contact forces and surface topography. Notably, it 

revealed that tip wear caused a shift from a cutting to a ploughing regime, when the tip radius reached 3.3 

times that of the scratching depth on the OFHC-Cu work material. The proposed modelling methods can be 

effectively applied to capture the physics involved in nano-scale cutting.  

The current study could be expanded by incorporating the size effect by introducing the strain gradient in the 

constitutive model. Additionally, the deflection of the cantilever beam inducing dynamic instability, affecting 

the precision of cuts and surface finish, could be considered in future studies.  
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Abstract. Understanding the limits of the design space is a key aspect in optimising complex hierarchi-
cal structures and is vital for exploring and designing novel Metamaterials. Simultaneously, abundant
data (mostly text, images, and location) aggregated by multinational corporations accelerated the devel-
opment of machine learning and artificial intelligence technologies. Although increasingly conceptually
advanced, the origins of machine learning can be traced back to traditional statistical methods and data-
centric analysis. These techniques have been used in fields where establishing relationships and using
differential equations or closed-form descriptions have been challenging due to the systems’ complexity.
However, well-established and validated physics-based modelling tools offer direct solutions for various
physical domains relevant to metamaterials. What is the right place for the emerging machine learning
techniques in that context?

Key words: metamaterials; open research commons, ai, machine learning, mechanical, optimisation

1 Introduction

Fundamentally, numerous research groups and companies repeatedly carry out physics-based calcula-
tions, all employing the same fundamental equations such as Maxwell equations or wave or dynamic
equations of motion. Therefore, one can recognise a potential for a large collection of results, which are,
however, currently scattered across various research groups and frequently guarded in private data silos.
In many instances, the results are discarded at the completion of specific projects or archived for a limited
time. As recognised by several US federal agencies [1], [2], [3], creating an open research commons and
appropriate standards and infrastructure for sharing and reusing as well as recycling existing data and
computational tools can accelerate the development of novel materials, reduce effort duplication among
different stakeholders, and accelerate the overall progress of the discipline as a whole.

2 Current and Future Challenges and Opportunities

In order to create knowledge graphs that can integrate multiple physical domains like mechanical, optical,
electromagnetic, etc., it is necessary to establish common data standards [4]. This requires input and
agreement from both academic and industrial groups. Moreover, these standards may change over time.
Therefore, it is essential to establish methods for migrating and adapting data.

Shared repositories of knowledge require the trust of all stakeholders [5], sustainable funding, and a
transparent governance structure. To achieve satisfactory cyber security resiliency, such a repository
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might require distributed storage across academic and industrial stakeholders as well as specialist cy-
bersecurity support. Shared repositories of knowledge require the trust of all stakeholders, sustainable
funding, and a transparent governance structure. Low barriers for adaptation and usage should facilitate
broader benefits and adaptation of the start knowledge by the widest possible group of stakeholders. To
achieve satisfactory cyber security resiliency, such a repository might require distributed storage across
academic and industrial stakeholders.

Optimising the process of organising and utilising data that already exists can save time and resources
for all stakeholders. Additionally, the establishment of a shared open research commons can lead to im-
proved collaboration and knowledge mapping by linking research groups based on similarity and prox-
imity metrics of the structures they produce. By enabling search engines for specific required properties,
manufacturers and industrial stakeholders can quickly identify the key research groups and technology
suppliers in the design space.

Shared data from ‘adjacent’ problems can be used to inform and suggest solutions for the problem being
studied (also in different physical domains). Since Metamaterial problems solve a limited number of
physical laws, transfer learning provides significant benefits in this area and suggests good starting points
for developing Metamaterials with specific properties. This can be achieved by leveraging prior iterations
and the experience of other academic groups and stakeholders. Transverse learning can be facilitated by
using approximate surrogate models that are trained on prior data. Such fast-running surrogate models
are also vital for optimisation and can underpin AI generative design, which could suggest promising
areas for novel material discoveries.

An example of an unsolved problem in the field is the development of a compact topology parametri-
sation that is compatible with machine learning tools. Such encoding should be able to generate any
suitable Metamaterial topologies without being restricted to a specific subclass of structures. Another
challenge is to incorporate manufacturability, cost and sustainability aspects into the optimisation process
and generative capabilities of the shared open research commons.

3 Advances in Methods and Techniques to Meet Challenges

The National Institute of Standards and Technologies (NIST) has developed an open-source platform
called the Configurable Data Curation System (CDCS) [6] that can curate complex data structures. This
platform is designed with cybersecurity in mind and is continuously updated and supported by NIST. We
have used this platform to create a prototype of a shared database of metamaterials, which is accessible
online at www.meta-genome.org. The database can handle complex hierarchical XML data structures,
including topology information in discrete voxel formats and more parametric, vector-like descriptions
such as step formats. The open-source code can also be cloned, and independent repositories can be cre-
ated while still leveraging shared data standards and programmatic developments in toolkits for working
and processing vast amounts of data. This is particularly relevant in the context of recent developments
in the computer science community, where tools like VQGAN [7] are being used to describe topologies.
These tools hold promise in establishing critical links between physical information in the Metamaterials
community and rapidly developing AI toolboxes with impressive generative capabilities demonstrated
for other material domains [8]. AI generative demonstrations have already been demonstrated in the
context of mechanical metamaterials [9], [10].
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Figure 1: Synergy between physics-based simulations, data-centric analysis, community and developers is de-
picted as a circular concept.

4 Conclusions

Through the establishment of a shared open research commons, collaboration and knowledge mapping
can be improved by utilising property-based norms and metrics. This will enable the community to
quickly identify key research groups, manufacturers, and industrial stakeholders in the design space by
searching for specific required properties. Secondly, it will enable researchers to focus on the most
interesting and high-value activities, minimising duplication of effort and leveraging prior material dis-
coveries. Thirdly, a standardised shared data platform lays the foundation for experimentation with and
development of generative AI platforms to augment and enhance future meta-material discoveries.
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Abstract 

Ductile fracture in metals has been intensively studied over at least 8 decades and a number of relatively well-

established methods have been developed to characterise the fracture resistance of metal components in terms 

of critical fracture toughness parameter(s). The most widely used ‘fitness-for-service’ industry standards 

concerning evaluation of cracks or crack-like-flaws provides correlations to determine critical values of the 

stress intensity factor or the J integral as a function of temperature and component thickness (or crack front 

length). The most challenging aspect is how to take into account that the fracture toughness of metals can 

significantly depend on the degree of constraint characterised by stress triaxiality. On the other hand, damage 

mechanics is an alternative way of modelling progressive failure in materials. Depending on the damage model 

used, typically one or more damage variables are introduced at each material point, which range between 0 

and 1, with 0 normally representing the undamaged state and 1 representing complete damage, which 

essentially means that a macro crack has formed or has propagated to the point.  In this article, we will present 

and discuss the results of some finite element simulations conducted for a Single Edge Notched Tension 

(SENT) specimen using an explicit-dynamics solution procedure and a material model that accounts for ductile 

damage and plasticity. Due to the very refined mesh at the crack front, mass scaling is used to increase the 

minimum time increment ensuring stability and the effect of different choices of mass-scaling parameters are 

discussed.    

Key words: fracture toughness; crack front constraints; stress triaxiality; progressive ductile damage; shear 

damage; finite element analysis, fitness-for-service (FFS)   

1 Introduction 

Cracks result in local stress concentration inside the material and may affect the load carrying capacity of the 

structure [1-9]. The degree of severity of a crack, for given values of the applied loads, is determined through 

one or more suitable parameters, such as the stress intensity factor, 𝐾, the energy release rate, 𝐺, the crack tip 

opening displacement (CTOD) or the J integral 𝐽. The concepts of stress intensity factor, 𝐾, and energy release 

rate, 𝐺, are in general applicable to brittle materials or ductile materials for cases which exhibit limited plastic 

zone at the crack tip i.e., cases for which the small-scale yielding assumption can be considered valid. CTOD 

[10] and J integral [11], on the other hand, are parameters that can be used for more general materials including

ductile materials with considerably large plastic zones at the crack tip. The resistance of a material against

fracture is measured through the critical value of one of the fracture mechanics parameters (i.e. 𝐾, 𝐺, CTOD

or 𝐽) determined through fracture toughness testing on laboratory specimens.

Common fitness-for-service assessment standards [1, 2] utilise a Failure Assessment Diagram (FAD), which 

is a two-parameter approach to estimate the safety factor with respect to failure of a structural material in a 

range of material behaviour from linear elastic (brittle fracture) to fully plastic (ductile fracture). One of the 

two parameters considered in a FAD is the ratio between the stress intensity factor or the elastic-plastic J 

integral and their critical values leading to failure. The second parameter is the ratio of the applied load to the 

plastic collapse load.  

Damage mechanics is an alternative framework to fracture mechanics to analyse the severity of a crack, 

particularly for 3-dimensional problems with complex geometries [5, 12, 13]. In damage mechanics, crack 

growth occurs once the material at crack front fails based on pre-defined failure criteria. Two widely used 

approaches account for the two phenomena of ductile damage due to nucleation, growth, and coalescence of 

voids and shear damage due to shear band localisation [9, 12].  Typically, ductile damage criteria assume that 

the equivalent plastic strain at failure, 𝜀�̅�
𝑝𝑙
,  is a function of the stress triaxiality factor, 𝜂. Instead, shear damage
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criteria are based on the assumption that the equivalent plastic strain at failure (shear damage), 𝜀�̅�
𝑝𝑙
,  is a 

function of the shear stress ratio, 𝜃𝑠. With this approach, failure occurs under shear damage at low stress 

triaxialities and through ductile damage at relatively higher stress triaxialities [14].   

2 Problem description 

This paper focuses on addressing issues that arise during modelling of crack growth in ductile materials such 

as those generally employed in pressure retaining equipment and structures, as a step towards formulating 

accurate and efficent crack-analysis procedures using FEA and damage mechanics. Data from experiments 

performed by Yizhe et. al. [3] has been used to calibrate material properties in the finite element analysis 

(FEA). Yizhe et. al. performed an experimental investigation of out-of-plane constraint effects on fracture 

toughness of Single Edge Notch Tension (SE(T)) specimens. They tested various sets of specimens, made 

from API X90 Pipeline Steel, with nominal thicknesses ranging from 9 mm to 108 mm, in 9 mm intervals. 

They measured the Crack Mouth Opening Displacement (CMOD) for various crack sizes using the double-

clip gauge method, with the SE(T) specimen being subjected to tensile loading. The stress-strain curve for API 

X90 Steel specimens as determined by Yizhe et. al. is shown in Figure 1. The ultimate tensile strenght of the 

steel was found to be equal to 792 MPa and the average yield strenght equal to 640 MPa.  

 

Figure 1: Stress-Strain curve for X90 Steel as used in the FE model (as reported by Yizhe et. al [3]). 

 

Figure 2: SENT specimen model: (a) mesh at crack front; (b) contour plot of the equivalent plastic strain. 

Finite element modelling has been performed using the general purpose commercial code ABAQUS. The 

geometric model, material description and FE mesh was generated by coding Python scripts for better 

repeatability of the analysis with various specimen thicknesses and model parameters. By exploiting 
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symmetry, only half of the SENT specimen has been modelled as shown in Figure 2. An initial fatigue crack 

has been modelled as a 10-micron wide notch.  

In order to capture the crack growth without remeshing, a refined mesh has been used in a rectangular cell 

along the anticipated crack growth path. This approach is similar to the method used by Brown et. al. [13].  

The refined mesh at the crack front comprises of 8-node fully-integrated brick elements (named C3D8 in 

ABAQUS). A coarser mech consisting of the same elements have been used away from the crack. The 

transition region between fine and coarse mesh has been meshed with 10-node tetrahedral elements (C3D10). 

The FE mesh is as shown in Figure 2. Crack growth has been simulated through deletion of elements along 

the crack front once a pre-defined damage criteria is reached.  

The explicit-dynamics solver in Abaqus has been used for better computational efficiency since the analysis 

involves large strains and an extremely discontinuous process such as crack propagation [12]. It is well known 

that the algorithm is conditionally stable and the time increment is a function of the smallest element size in 

the mesh.  The computational time however can be reduced using ‘mass scaling’, which consists of using an 

artificial high material density to increase the minimum time increment that ensures stability of the algorithmic. 

Mass scaling can effectively reduce the analysis time as long as the errors introduced in the inertia forces do 

not significantly affect the solution. One way to obtain that is to apply mass scaling selectively, with different 

changes in density depending on the size of the elements.   

For dependence of the damage model on the stress triaxiality. For these results, a suitable relationship has been 

chosen, whose details will be addressed in a forthcoming paper. This paper focuses on the effect of mass 

scaling and mesh size, because they significantly affect the time needed to conduct the simulations.  

3 Numerical results 

A contour plot of relation between the applied load and the CMOD predicted by the FE simulations have been 

plotted in Figures 3 and 4 against the experimental data.   

 

Figure 3: Load vs CMOD for three levels of mass scaling to achieve pre-set minimum target time increment 

(TTI) reported in the legend. 

 

Figure 4: Load vs CMOD for three mesh refinement levels in term of element size at the crack front. 
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Mass scaling can be introduced in the solution procedure by choosing a ‘target’ time increment (TTI), so that 

the density of the relevant elements is increased automatically, if needed, to ensure that minimum stable time 

increment is not lower than the target one. Therefore, the chosen mass scaling parameters used are reported 

here in terms of TTI used in the simulations.   

Figure 3 shows FE results obtained with a constant mesh size of 0.4 mm at crack tip, for three levels of mass 

scaling expressed in terms of TTI.  Results for TTIs equal to 10-5 and 10-6 closely match. Further increase in 

TTI results noticeable differences, whereby 10-5 can be considered an optimum TTI for this simulation. Figure 

4 reports FE results for three levels of mesh refinement at crack front with the same mass scaling and shows 

that 0.1 mm is an optimal mesh size as evident, because further refinement did not affect the results in any 

noticeable way. Figures 3 and 4 also reveal that the FE simulations capture the initial stiffness but overestimate 

the experimental results in terms of predicted load. On the other hand, the overall ductility predicted by the 

FEA conducted is in line with the experimental data. 

4 Conclusions 

Some preliminary results have been presented for a project that aims at developing accurate and efficient crack 

analysis procedure using damage mechanics and FEA. An explicit-dynamics solution procedure has been 

employed, and the effect of mass scaling and mesh refinement have been studied. Although the overall ductility 

and the qualitative trend of the load-CMOD curve are well captured, the load predicted by the FE simulations 

overestimates the experimental measurements of about 25%. It should be remarked that the stress-strain curve 

reported by Yizhe et al. [3], and employed in the simulation, does not include information on the scatter of 

results and refers to the reported curve as a ‘typical stress-strain curve’. Further work is required to 

investigate whether possible scatter in the stress-strain curve could be explain the discrepancy found. 
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Abstract. A new integrated numerical framework is developed for simulating the fluid-structure inter-
action of aquaculture systems. The framework is based on our previous OpenFOAM formulation [1],
while being coupled with a lumped mass-mooring model, MoorDyn [2], and a finite-element structural
solver, EndoBeams [3]. Turbulent flow effects are dealt with using an incompressible fluid solver with
a volume of fluid surface capturing method. The motion and deformation of the flexible nets are calcu-
lated using the screen and mass-spring methods. MoorDyn is used for simulating mooring lines while
EndoBeams are used to calculate the deformation of other components of the aquaculture system, such
as collars and frames. The coupling of all the components follows a loose-coupling method. The im-
mersed boundary method is employed for the interactions between the fluid and all components of the
aquaculture system. Fluid particle dynamics is also modelled using the Eulerian-Lagrangian to simulate
fish disease waterborne transmission within aquaculture system area. The framework has been validated
with extensive experimental data from the literature and is demonstrated as a robust tool to simulate the
complex fluid-structure-particle dynamics of aquaculture systems.

Key words: OpenFOAM; Aquaculture; Flexible nets; Mooring dynamics; Immersed boundary method;
Fluid-structure interaction;

1 Introduction

Mooring lines

Collar

Frame

Net

Figure 1: Sketch of a aquaculture system.

Aquaculture is important in global food security due to the increasing food demand. To improve the
farming efficiency and reduce environmental impacts, traditional aquaculture is moving from nearshore
to deep-sea areas for healthier fish stock and larger available space [4]. However, the deep-sea environ-
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Figure 2: Flow chart of solving the coupled numerical framework.

ment is variable, extreme sea conditions can cause significant damage to aquaculture equipment. This
requires more comprehensive study for deep-sea aquaculture structures design.

2 Problem description

Numerical simulation is promising to help design deep-sea aquaculture structures. However, a compre-
hensive model that captures the motion and deformation of each component within the entire system, as
well as considers the interactions among components and the influences between the components and
the fluid, is still lacking due to its complexity.

An typical aquaculture system includes multiple components that work together to raise fish or other sea
life. As shown in in Figure 1, the net, as the main structure, encloses a space for raising and protecting
fish. Collars can help maintain the net floating, while frames provide stability. Mooring lines allow for
the movement of the system to absorb the energy of waves and currents while keeping the system within
designated area. We developed a complete, high-fidelity and two-way coupled numerical frame to simu-
late the dynamic response of the aquaculture system in fluid. The development of this numerical model
is based on our previously code for fluid-net interaction simulation [1], utilizing the open-source com-
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Figure 3: Numerical setup for the aquaculture system in regular waves. (a) Side view of the numerical flume; (b)
Plan view of the numerical flume; (c) and (d) Details of side and plan view of the floating collar, net and mooring
lines.

putational fluid dynamics (CFD) code, OpenFOAM [5]. We employed the immersed boundary method
[6] to capture the interactions between the net structures and fluid, and used an implicit method to solve
the motion equations of the net structure. Building on this foundation, we developed the nemerical
framework, that is coupled with a mooring dynamics model, MoorDyn [2], and a finite element package,
EndoBeams [3]. This model establishes elastic constraints among all components of one aquaculture
system, such as mooring lines, net structures, and collars or frames to achieve comprehensive coupling.
Figure 2 illustrates the flow chart of solving the coupled numerical framework.

3 Numerical results

A aquaculture system in regular waves is simulated using the current numerical framework. The compu-
tational domain of the numerical flume and details of floating collar, net and mooring lines are shown in
Figure 3. The wave height and wave period are 0.5 m and 2 s, respectively. Figure 4 shows the snapshots
over one wave period of the instantaneous free surface and the deformation of floating collar, net and
mooring lines. The floating collar can be propelled above the water surface due to the impact of the
waves. The net oscillates along the wave crest and gradually regains its shape under the influence of
wave troughs. Mooring lines serve to maintain the operational range of the aquaculture system.

4 Conclusions

This study integrated a lumped-mass based mooring dynamics model, MoorDyn and a finite-element
structural solver, EndoBeams with our previous developed OpenFOAM formulation to simulate the com-
plex dynamic response of aquaculture systems in flow. A series of validations have confirmed the ac-
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Figure 4: Sketch of a aquaculture system.

curacy of the current numerical framework. The present numerical framework can serve as a suitable
tool for investigating the motion and deformation of various components within aquaculture systems
under different wave or current conditions, and it can be used to help improve the design of deep-sea
aquaculture structures.
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Abstract. The design and analysis of segmental tunnel lining is today often based on empirical solu-
tions with simplified assumptions. This work showcases the application of Isogeometric Analysis (IGA)
for computationally efficient simulations of tunnel linings [1, 2]. In our past research, we developed a
design-through-analysis procedure that consists of i) parametric modeling of the segmented tunnel lin-
ing; ii) development of an IGA computational framework, iii) reconstruction of the BIM lining model
for IGA analysis, and iv) simulation model for lining including a reconstructed IGA model, contact in-
terfaces between the joints, and a non-linear soil-structure interaction model based on the Variational
Hyperstatic Reaction Method (VHRM) [3].In this paper, we extend our method for the analysis of sub-
rectangular tunnel linings and demonstrate its efficiency using the example of the Shanghai express
tunnel. The advantage of our novel method is the flexibility in adapting the tunnel alignment with the
help of NURBS/CAD technology. Employing the high-order geometry definition, convergence of the
mesh refinement procedure can be obtained with much faster rate. As a result, the modelling effort and
computational time are reduced significantly. Moreover, this approach allows to capture the bending
moment with better regularity. The combination with an existing BIM modelling approach via geometry
reconstruction leads to a very efficient framework for tunnel lining analysis and design.

Key words: Sub-rectangular Tunnel Linings; Isogeometric Analysis; BIM

1 Introduction

With a continuously increasing population, urban planners require novel approaches to address societal
problems such as congestion, noise, and polution; and underground transportation systems are an opti-
mal solution in terms of carbon emissions, energy consumption, and noise levels. In the last decades, the
design and assessment of the stability and robustness of the tunnel structure has been one of the key tasks
to ensure a safe and durable underground infrastcture design to withstand demanding use for up to 100
years. Since both planning and design phase require analysis, modelling, visualization, and numerical
analysis, different tools such as Building Information Modelling (BIM) and numerical analysis software
are used to perform these tasks. However, in current engineering practice, there are no systematic solu-
tions for the exchange between design and analysis models, and these tasks usually involve manual and
error-prone model generation in different tools.

1
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To address these shortcomings, we developed a BIM-based approach that connects a user-friendly industry-
standard BIM software with effective simulation tools for high-performance computing [2, 1]. A fully
automatized design-through-analysis workflow solution for segmented tunnel lining is developed based
on a fully parametric design model realized as a Revit plugin and an isogeometric B-Rep analysis soft-
ware (IBRA), connected through an interface implemented with the Revit plugin Dynamo (see Figure 1).
In our approach, the fully parametric design model for 3D segmented tunnel lining for arbitrary tunnel
alignments is developed based on the so-called universal ring approach. Moreover, we devised a higher-
order finite element method based on isogeometric analysis (IGA) and employed it to analyse the forces
in the lining segment with high resolution. Finally, we created a robust interface from the design model
to the analysis tool for i) the reconstruction of NURBS with trivariate representation suitable for IGA
analysis from the original boundary representation using the trimmed NURBS model of the lining seg-
ment, and ii) generation of the simulation script based on semantic data extracted from the BIM model
(e.g. tunnel depth, material parameters, water level, etc.) and automatic execution of the analysis.
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Figure 1: Design-through-analysis workflow for BIM-IGA assessment of the tunnel lining.

In this work, we extend our BIM-IGA approach to investigate the performance of IGA-VHRM for the
analysis of sub-rectangular tunnel. We aim to simulate the interaction between the tunnel and surround-
ing soils under dynamics loading condition, i.e. seismic analysis. In the first step, the geometry of the
tunnel is constructed using NURBS volumes. In the analysis phase, we employ the Isogeometric Analy-
sis (IGA) concept in combination with the Variationally Hyperstatic Reaction Method (VHRM) approach
to obtain higher computing performance and accuracy. This approach is first validated with statics anal-
ysis, in which the typical vertical geotechnical loading condition based on K0 is assumed. For dynamics
analysis, we perform validation using a simplified loading scheme based on [4].

2 Problem description

The (V-)HRM approach characterizes the interaction between the underground structure, i.e. tunnel and
surrounding soils using nonlinear springs applied on the soil-structure interface. The internal forces on
the springs are

rn = χpn,lim ln(pn,lim +ηn,0δn),

rs = χps,lim ln(ps,lim +ηs,0δs),

rt = χpt,lim ln(pt,lim +ηt,0δt).

(1)

2
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In Eq. (1), the factor χ facilitates the calibration of the interaction against various factors, e.g. consti-
tutive relationship. Moreover, it allows to match the results with classical HRM based on fixed-point
iteration. The consistent linearization of the springs forces enables quadratic convergence when the
Newton-Raphson iteration is used [3].

The structure and design of the sub-rectangular tunnel, including the boundary condition under statics
loading condition, are presented in Fig. 2 (a). The sub-rectangular structure is characterized by segmental
arcs, connected at the joints. The profile of the curve is of C1 continuity.

(a) (b)

Figure 2: (a) Geometry and loading condition of sub-rectangular tunnel (b) Dimensions of the Shanghai express
tunnel.

The geometry of the tunnel is constructed using NURBS volumes. The advantage of this approach is
twofold: Firstly, the geometrical arcs of the sub-rectangular structure can be constructed precisely using
quadratic NURBS. Secondly, the refinement of the control mesh is straightforward and does not alter the
geometry; meanwhile, it improves the accuracy of the finite element solution. The NURBS volume is an
extension of B-splines volume, which reads

V(ξ1,ξ2,ξ3) =
n

∑
i=0

m

∑
j=0

l

∑
k=0

N p
i (ξ1)Nq

j (ξ2)Nr
k (ξ3)Pi jk (2)

in which N p
i are the B-splines basis functions and Pi jk are the control points in Cartesian coordinates. A

NURBS volume is obtained by using homogeneous coordinates for Pi jk [1].

3 Numerical results

The computational approach is used to analyse the deformation of the Shanghai express tunnel [4] under
static loading condition. The dimensions of the tunnel are depicted in Fig. 2 (b).

The analysis results are shown in Fig. 3 (right). We note that due to the special design of the tunnel, there
is a high degree of stress concentration at the corners. Nevertheless, the structure of the tunnel allows for
better width-per-dimension usage ratio compared with a traditional tunnel using circular section.

3

UK Association for Computational Mechanics Conference 2024 - Coombs (eds)

85



Hoang-Giang Bui, Jelena Ninić, Van-Vi Pham and Ngoc-Anh Do

Figure 3: Displacement results of analysis with sub-rectangular tunnel. Left: undeformed structure; Right: de-
formed structure (scale = 100).

4 Conclusions

We propose an approach for analysis of non-circular tunnels. This approach combines the advantage
of higher-order discretization method, i.e. IGA, with the simplicity and flexibility of VHRM to evaluate
the deformation and internal forces of the sub-rectangular lining. In the first step, the statics analysis is
performed to quantify the performance of the lining under a typical loading scenario. The extension to
seismics analysis can be performed by using implicit dynamics or by using a simplified loading profile,
as proposed in [4]. This is subject to further investigation. Future work includes segmental lining design
and adding the interior columns.

Acknowledgments

Financial support by the German Science Foundation (DFG) (Project number 518862444) and Viet-
nam National Foundation for Science and Technology Development (NAFOSTED) (Project number
DFG.105-2022.03) is gratefully acknowledged.

REFERENCES

[1] Bui et al, Integrated BIM-based Modelling and Simulation of Segmental Tunnel Lining by means
of Isogeometric Analysis, Finite Elements in Analysis and Design (2023) 229:104070.

[2] Ninic et al, BIM-to-IGA: A fully automatic design-through-analysis workflow for segmented tunnel
linings, Advanced Engineering Informatics (2024) 46:101137.

[3] Bui et al, A variationally consistent hyperstatic reaction method for tunnel lining design, Interna-
tional Journal for Numerical and Analytical Methods in Geomechanics 46:205–217.

[4] Do et al, A new pseudo-static loading scheme for the hyperstatic reaction method - case of sub-
rectangular tunnels under seismic conditions, Sustainable and Resilient Infrastructure 8:340–356.

4

UK Association for Computational Mechanics Conference 2024 - Coombs (eds)

86



UKACM 2024 Conference, 10-12 April 2024, Durham University, Durham, UK 

https://doi.org/10.62512/conf.ukacm2024.093

1 

A Comparative Study of Electric and ICE Vehicle Suspension System for 

Vehicle-Bridge Interaction Dynamics  

Kaustubh Deepak Kasle1*, Shankar Krishnapillai1, BN Rao2 

1 
Machine Design Section, Department of Mechanical Engineering, 

Indian Institute of Technology Madras, Chennai - 600036, India 

kaustubhdkasle@gmail.com, skris@iitm.ac.in 
2 Structural Engineering Division, Department of Civil Engineering, 

Indian Institute of Technology Madras, Chennai - 600036, India 

bnrao@iitm.ac.in 

Abstract 

The suspension system plays a crucial role in vehicle dynamics, impacting ride comfort and safety. As electric 

vehicles (EVs) gain prominence as the future of transportation, understanding their unique dynamic behaviour 

becomes essential since they differ in mass and weight distribution from a similar conventional petrol-powered 

vehicle. The study is based on vehicle-bridge interaction dynamics where a vehicle while traversing on a 

bridge, induces structural vibrations that subsequently propagate feedback responses to the vehicle. A system 

of half car model (HCM) passing over a bridge is mathematically modelled and dynamics for both the vehicles 

is analysed, and the ride parameters are compared against each other. The HCM of the EV has 4 degrees of 

freedom (DOF), while the ICE vehicle has 5 DOF due to the consideration of on-board loads specific to internal 

combustion engine vehicles which induces high-frequency vibrations in the vehicle. The bridge is modelled 

as a simply supported Euler-Bernoulli beam and modal analysis is carried out to simplify the system. 

Additionally, road disturbances are taken into account which are caused by a standard speed breaker followed 

by class C road roughness adhering to international standards. The system of coupled equation is solved using 

MATLAB Simulink by applying the Runge Kutta numerical method.  

Keywords: Electric Vehicle; Half Car Model; Suspension System; Vehicle-Bridge Interaction. 

1 Introduction 

The suspension system of a vehicle, consisting of springs, shock absorbers and linkages, isolates the vehicle 

body from the road disturbances and maintains a good contact between the tyre and road surface, thus playing 

a very crucial role when it comes to the comfort and safety of the passenger [1]. Electric vehicle (EV) being 

the future of transportation, it is important to study the unique dynamic behaviour of its suspension system. In 

conventional cars, the internal combustion engines (ICE) are mostly located in the front of vehicles and the 

centre of gravity (CG) of vehicles is biased forward, while in an EV due to the presence of batteries the CG is 

towards the centre and weight distribution is done effectively [2]. Moreover, the on-board loads due to the 

engine present in an ICE vehicle induces high frequency vibration in the overall system [3]. These forces are 

due to the reciprocating pistons present in the ICE, specifically in a 4-cylinder 4-stroke in-line engine which 

generate secondary unbalanced shaking/inertia force. In vehicle-bridge interaction dynamics, the passing 

vehicle excites bridge vibrations and these responses are simultaneously transmitted to the vehicle thus 

affecting the dynamic behaviour of the vehicle while traversing [4]. In this study, following are the novel 

contributions. A half car model (HCM) for an ICE vehicle, including secondary unbalanced forces is 

mathematically modelled and a relatively complex, vehicle-bridge interaction system is studied where the 

bridge includes road roughness and a sinusoidal bump. Additionally, a comparison of an equivalent EV model 

moving over this type of complex bridge is done. 

2 Problem description 

The HCM of the ICE (petrol-powered) vehicle has 5 degrees of freedom (DOF) because the ICE is considered 

as a separate lumped mass to include the secondary unbalanced forces and it is attached to the sprung mass of 

the vehicle using engine mounts while the HCM of the EV has only 4 DOF since the electric motor of the EV 

has comparatively negligible vibrations. Here, bridge is assumed as a simply supported Euler-Bernoulli beam 

having a sinusoidal bump of height 75 mm and chord length of 400 mm in the beginning and random road 

roughness of class C across the length of the bridge which is generated according the ISO 8608:2016 [5].   
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The equations of motion for this HCM are given below. Eqs. (1) and (2) represents the vertical displacement 

and pitching moment of the sprung mass respectively, while Eqs. (3) and (4) represents the vertical 

displacement of the front and rear unsprung masses respectively.  

�̈� =  
1

𝑚𝑠
 [ 𝑘1(𝑦1 −  𝑌1)  +  𝑐1(𝑦1̇ −  𝑌1̇)  +  𝑘2(𝑦2 −  𝑌2)  + 𝑐2(𝑦2̇ −  𝑌2̇) −  𝑘𝑚 (𝑌1 − 𝑦𝑒𝑛𝑔)  −

 𝑐𝑚(𝑌1̇ −  𝑦𝑒𝑛𝑔̇ ) ]  

 

(1) 

  �̈� =  
1

𝐽
 [ 𝑘1(𝑦1 −  𝑌1). 𝑎1  + 𝑐1(𝑦1̇ −  𝑌1̇). 𝑎1 − 𝑘2(𝑦2 −  𝑌2). 𝑎2 −   𝑐2(𝑦2̇ − 𝑌2̇). 𝑎2  − 𝐹𝑒 . 𝑎1 ] (2) 

𝑦1̈ =  
1

𝑚1
 [ 𝑘𝑡1 (𝑟1 −  𝑦1) − 𝑘1(𝑦1 −  𝑌1)  −  𝑐1(𝑦1̇ − 𝑌1̇) ] 

(3) 

𝑦2̈ =  
1

𝑚2
 [ 𝑘𝑡2(𝑟2 − 𝑦2) − 𝑘2(𝑦2 −  𝑌2)  −  𝑐2(𝑦2̇ −  𝑌2̇) ] 

(4) 

Eq. (5) represents the vertical displacement of the engine mass. 

𝑦𝑒𝑛𝑔̈ =  
1

𝑚𝑒𝑛𝑔
 [ 𝑘𝑚 (𝑌1 − 𝑦𝑒𝑛𝑔)  +   𝑐𝑚(𝑌1̇ − 𝑦𝑒𝑛𝑔̇ )  −  𝐹𝑒𝑛𝑔] 

(5) 

Where, 

𝑌1 = 𝑌 +  𝜃. 𝑎1  ,   𝑌2 = 𝑌 −  𝜃. 𝑎2     𝑎𝑛𝑑     𝐹𝑒 =  𝑘𝑚 ( 𝑌1 − 𝑦𝑒𝑛𝑔 )  + 𝑐𝑚( 𝑌1̇ −  𝑦𝑒𝑛𝑔̇  ) 

Note that r1 and r2 are the road inputs given to the front and rear tyre of the ICE vehicle respectively. Similarly, 

equations of motion for the EV are formulated. Both the vehicles are chosen in such a way that they have 

similar power, same seating capacity and dimensions. Parameters for the vehicle are acquired from the car 

manufacturer website [6]. For bridge, Eq. (6) represents the equation of motion. 

𝐸𝐼 
𝜕4𝑦

𝜕𝑥4
 +  𝑚 

𝜕2𝑦

𝜕𝑡2
 =  𝑓𝑐1(𝑡) 𝛿(𝑥 − 𝑣𝑡)  +   𝑓𝑐2(𝑡) 𝛿(𝑥 − (𝑣𝑡 − 𝑎)) 

(6) 

Where,  𝑓𝑐1 and 𝑓𝑐2 are contact forces and 𝛿(𝑥 − 𝑣𝑡) is the dirac delta function. Modal Analysis of the beam is 

carried out and first 5 modes are considered for simulation. Parameters for the bridge are acquired from 

reference [4]. The road disturbance due to a sinusoidal bump followed by class C road roughness is generated 

using MATLAB Simulink. All the calculations are done assuming the vehicle to be moving with constant 

velocity of 20 kmph. Figs. 1 and 2 represent the HCM of an ICE vehicle moving over a bridge and generated 

road excitation which is given to the cars as input, respectively. The symbols used in the above equations are 

mentioned in Fig. 1. Note that a dot as an accent mark represents differentiation with respect to time. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1: HCM of ICE vehicle moving  

over a bridge. 

 

Figure 2: Road excitation due to sine bump and 

class C road roughness 
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The system of coupled equations is solved using the MATLAB Simulink package by applying the Runge-

Kutta numerical method. Dynamic behaviour of both the car is studied is studied and compared in terms of the 

ride parameters like peak overshoot, pitching and vertical acceleration of the sprung mass and tyre 

displacement relative to the road excitation. Acceleration of the sprung mass indicates the ride comfort, where 

more the value less is the comfort [7]. Whereas road holding ability of the vehicle is given by road holding 

ratio which is a ratio of dynamic force generated on the tyre to the static force on that tyre, and the dynamic 

force depends upon the vertical displacement of the tyre. A ratio equal to or more that 1 indicates that the tyre 

has lost the contact with the ground [8], thus more the value less is the road holding ability. 

3 Results and discussion 

Figs. 3, 4 and 5 represent the vehicle responses for the vertical displacement, pitching and vertical acceleration 

of the sprung mass respectively and figs. 6 and 7 represent the displacement of front and rear tyre/unsprung 

mass respectively relative to the road excitation. Table. 1 shows the numerical values of these responses. It is 

observed that the suspension system of the EV outperforms that of the ICE vehicle when it comes to ride 

comfort and road holding and it is 5.4% and 7.55% better than that of the ICE vehicle respectively. Also, the 

maximum displacement of the EV is 11.76% less than the ICE vehicle and the pitching moment is seen 4.22% 

better in ICE vehicle.  

 

 

 

 

 

 

 

 

 

 

Figure 3: Vertical displacement of the sprung mass 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4: Pitching of the sprung mass Figure 5: Vertical acceleration of the sprung mass 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6: Vertical displacement of 

front unsprung mass 

Figure 7: Vertical displacement of                               

rear unsprung mass 
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Table 1. Numerical values of the responses. 

Sr. 

No. 

Variant Maximum 

Displacement  

(m) 

P2P 

Pitching Angle 

(deg) 

RMS of 

Acceleration 

(m/s2) 

RMS of 

Road Holding 

Ratio 

1. Petrol 0.01148 0.68 

(4.22% Better) 

1.091 0.4807 

2. Electric 0.01013 

(11.76% Better) 

0.71 1.032 

(5.4% Better) 

0.4444 

(7.55% Better) 

4 Conclusion 

It can be concluded that the dynamic behaviour of the current EV model is more favourable when compared 

to the conventional ICE vehicle. The ride comfort and the road holding ability of the EV is observed 5.4% and 

7.55% better as compared to the ICE vehicle, respectively. Also, the peak overshoot for the sprung mass is 

11.76% better for the EV. However, for pitching moment the ICE vehicle proves to be better than the EV 

where the peak-to-peak angle of the ICE vehicle is 4.22% less than that of the EV. This is observed due to 

various factors, with the location of the centre of gravity being the most significant one. Weight distribution 

in EV is better than the ICE vehicle as it lies more towards the centre and bottom of the vehicle due to the 

placement of batteries in the floor making the vehicle more stable. Whereas in ICE vehicle, the engine is placed 

in the front which shifts the CG towards the front of the vehicle. Moreover, the onboard forces due to the 

engine in ICE vehicle marginally affects the overall dynamic behaviour of the car. 
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Abstract 

In order to determine the deformation response of materials and structures subjected to external loading 
conditions, classical continuum mechanics (CCM) was introduced by disregarding the atomistic structure. 

CCM has been successfully applied to numerous challenging problems. However, its governing equation faced 

a difficulty when there is any discontinuity in the structure such as a crack, since spatial partial derivatives in 

its governing equation are not defined for such a condition. To overcome this problem, a new continuum 

mechanics approach, Peridynamics (PD), was recently introduced with the intention that PD equations remain 

always valid whether there is any discontinuity in the structure or not. This character of PD makes this new 

approach a powerful tool for predicting crack initiation and propagation. Moreover, PD can be considered as 

the continuum version of molecular dynamics. Therefore, PD can be a suitable candidate for multi-scale 

analysis of materials. Furthermore, PD formulation can also be extended to other fields such as thermal 

diffusion, moisture diffusion, etc., so that it can be used as a single platform for multiphysics analysis of 

materials and structures with damage prediction capability. Hence, in this study, a brief information about 

peridynamics will be provided by covering past developments, presenting current progress, and highlighting 

potential future research directions. 

Key words: Peridynamics; fracture; non-local; continuum mechanics; multiscale; multiphysics 

1 Introduction 

In order to determine the deformation response of materials and structures subjected to external loading 

conditions, classical continuum mechanics (CCM) was introduced by disregarding the atomistic structure. 

CCM has been successfully applied to numerous challenging problems. However, its governing equation faced 

a difficulty when there is any discontinuity in the structure such as a crack, since spatial partial derivatives in 

its governing equation are not defined for such a condition. To overcome this problem, a new continuum 

mechanics approach, Peridynamics (PD), was recently introduced with the intention that PD equations remain 

always valid whether there is any discontinuity in the structure or not. This character of PD makes this new 

approach a powerful tool for predicting crack initiation and propagation. In this study, a brief history of 

peridynamics and its formulation is given in the following sections. 

2 Brief History of Peridynamics 

The term “peridynamics” is a combination of two words “peri” and “dynamics” in Greek language. “peri” 

represents surrounding or horizon, i.e. influence domain in peridynamics, whereas “dynamics” represents 

force. There are some similarities between peridynamics and other existing continuum mechanics 

formulations. Amongst these Navier’s continuum mechanics formulation is based on interaction forces 

between molecules which are similar to peridynamic forces between material points. After establishing 

equations of motion in integro-differential equation form, Navier converted them to partial differential 

equation form using Taylor’s expansion. Kroner [1], who introduced the term “nonlocal”, proposed a new 

continuum mechanics formulation which contains both classical and nonlocal terms in its equations of motion. 

Rogula’s continuum mechanics formulation [2] is similar to original bond-based peridynamics formulation 

but without considering failure. dell’isola et al. [3] also mentioned that peridynamic formulation has 

similarities to the continuum mechanics formulation studied by Piola.  
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First peridynamic code, EMU, was developed at Sandia National Laboratories (USA). It has a capability of 

simulating wide range of problems. Although peridynamics is a continuum mechanics formulation, if its 

equations of motion are written in discrete form based on meshless approach, the form of these equations 

appears to be similar to the equations of motion used in molecular dynamics. Therefore, PD can be considered 

as the continuum version of molecular dynamics.  There are already available various molecular dynamics 

codes. By using the analogy between molecular dynamics and peridynamics, peridynamic simulations can now 

be performed in one of the widely used molecular dynamics software, LAMMPS, developed at Sandia National 

Laboratories [4]. 

As mentioned earlier, there are fundamental differences between classical continuum mechanics and 

peridynamics. However, it is possible to implement peridynamics in a commercial finite element analysis 

framework [5]. To achieve this, first nodes are created to represent material points of peridynamics. Next, link 

elements or spring elements are introduced between nodes if they are within the horizon of each other. Note 

that the properties of link elements or spring elements are specified in a way that they correspond to a 

peridynamic bond.  To represent failure, elements can be assumed to be broken if a particular failure criterion 

is satisfied.  

Although peridynamics was introduced mainly for structural analysis, the formulation has been extended to 

other fields. It is now possible to perform thermal analysis [6], moisture analysis [7], computational fluid 

dynamics analysis [8], etc. by using peridynamics. It is also possible to determine the effect of different 

physical fields on each other. Therefore, multiphysics analysis can be done in a single peridynamic framework 

with damage prediction capability. This allows investigation of complex problems such as lightning strike on 

airplanes, popcorn cracking in electronic packages, cracking in nuclear pellets, etc.  

It is also possible to perform multiscale analysis by using peridynamics. The length scale parameter of 

peridynamics, horizon, can be used to represent physical situations which cannot be properly represented by 

using classical approaches. These cases usually show themselves at very small scales due to molecular 

interactions. By properly calibrating the horizon parameter, peridynamics can be used to model materials at 

small scales. Moreover, peridynamic homogenisation can be utilised to determine homogenised properties of 

materials which contain defects at microstructure such as microvoids and microcracks. 

The first journal paper on peridynamics appeared in 2000 by Silling [9]. Following this study, Silling and 

Askari [10] published a very important article describing the numerical implementation of peridynamics. The 

original peridynamic formulation, named as “bond based peridynamics”, has some limitations especially for 

the definition of material properties. To overcome this problem, Silling et al. [11] introduced “state” concept 

which led to state-based peridynamic formulation. First PhD thesis on peridynamics was completed at MIT in 

2005 by Zimmerman [12]. He investigated a new continuum theory with long-range forces for solids. One 

year later, another PhD thesis was completed at Caltech by Dayal [13] and he studied nonlocal microstructural 

mechanics of active materials. The first book on peridynamics was written by Madenci and Oterkus [14]. A 

new journal, Journal of Peridynamics and Nonlocal Modeling, was also established in 2019 to present the 

latest developments in peridynamics research. During the same year, the world’s first research centre, 

PeriDynamics Research Centre (PDRC), was established at University of Strathclyde, Glasgow. There has 

been a significant increase in number of publications on peridynamics especially during the recent years. An 

extensive review of peridynamic publications can be found in Javili et al. [15]. 

3 Peridynamic Formulation 

Peridynamics is a new continuum mechanics formulation. Therefore, the body is composed of infinitely small 

volumes called material points. Equation of motion in peridynamics can be expressed as 

( ) ( ) ( ) ( )( ) ( ), , ' , , ', ,
H

t t t dH tρ ′ ′ ′= − − − − − +∫x u x t u u x x t u u x x b x

                                                       (1) 

which can also be written in discrete form as 

( ) ( )( ) ( ) ( )( ) ( ) ( ) ( ) ( ) ( )( ) ( ) ( ) ( ) ( ) ( ) ( )

1

, , , ,k k k j j k j k j k k j k j j k

j

t t Vρ
∞

=

 = − − − − − +
 ∑u t u u x x t u u x x b

                         (2) 
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where ρ  is the density of a material point, x is the original location of a material point, u represents the 

displacement of a material point, b is the body load of a material point, and t is time. “..” represents second 

derivative with respect to time. Force densities between two material points can be expressed as 

( ) ( ) ( )

( )( ) ( ) ( ) ( ) ( )

( ) ( )

1
, ,

2

j k

k j j k j k

j k

t A
−

− − =
−

y y
t u u x x

y y
    (3) 

with the constant A defined as 

( )}( ) ( ) ( ) ( )

( )( ) ( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

4
j k j k

k j k j k j k

j k j k

A w ad bθ
  − −

 = ⋅ + − − −
 − −  

y y x x
y y x x

y y x x
(4) 

and 

( ) ( ) ( )

( )( ) ( ) ( ) ( ) ( )

( ) ( )

1
, ,

2

j k

j k k j k j

j k

t B
−

− − = −
−

y y
t u u x x

y y
    (5) 

with the constant B defined as 

( )( ) ( ) ( ) ( )

( )( ) ( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

4
k j k j

j k j k j k j

k j k j

B w ad bθ
  − − 

 = ⋅ + − − − 
 − −   

y y x x
y y x x

y y x x
 (6) 

Note that y represents the current location of a material point. The peridynamic dilatation can be defined as 

( )( ) ( )

( ) ( )( ) ( )( ) ( ) ( ) ( )

1 ( ) ( )

j k

k k j k j j k j

j j k

d w s Vθ
∞

=

−
= ⋅ −

−
∑

y y
x x

y y
      (7) 

and the stretch term can be expressed as 

( )( ) ( ) ( ) ( )

( )( )

( ) ( )

j k j k

k j

j k

s
− − −

=
−

y y x x

x x
    (8) 

The influence function can be defined as 

( )( )

( ) ( )

k j

j k

w
δ

=
−x x

       (9) 

where δ is the horizon size. The constants, a, b, and d, can be expressed as 

1 5

2 3
a

µ
κ
 

= − 
        (10) 

5

15

2
b

µ

π δ
=

        (11) 

4

9

4
d

π δ
=

         (12) 

where κ is the bulk modulus and µ is the shear modulus. For brittle materials, if the stretch between two 

material points exceeds critical stretch, then it is assumed that the bond (interaction) is broken. The critical 

stretch for isotropic materials can be defined as 
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4
3 5

3
4 3

c
c

G
s

µ
µ κ δ

=
    

+ −             (13) 

where Gc is the critical energy release rate. 

4 Conclusions 

Peridynamics is a new continuum mechanics formulation. It has several advantages with respect to classical 

continuum mechanics. It can be used as an alternative approach for both multiphysics and multiscale analysis 

of materials and structures with damage prediction capability. Potential future directions include additive 

manufacturing, artificial intelligence & machine learning, and peridynamic differential operator. 
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Abstract 

Accurately predicting the end bearing resistance of the foundation is important for its design and application. 

This research compares the results of a circular foundation end bearing resistance in uniform clay from small 

strain finite-element (SSFE) analysis and large-deformation finite-element (LDFE) analysis, with focus on the 

effect of soil stiffness. Results show that the soil stiffness has little influence on the bearing capacity of a 

shallow foundation with a shallow failure mechanism; for a deeply buried foundation, however, a deep flow 

mechanism is developed, and the failure zone is influenced by the soil stiffness. It is found that, for a shallow 

foundation, artificially increasing the soil stiffness in SSFE analysis allows for obtaining the end bearing 

capacity at a smaller displacement without sacrificing accuracy; while employing increased soil stiffness for 

deeply buried foundations may lead to inaccurate results. For penetrating problems, e.g., pile installation and 

CPT (cone penetration test), SSFE analysis may underestimate the end bearing resistance factor without 

considering the installation effect. 

Key words: bearing resistance; soil stiffness; small strain finite-element analysis; large-deformation finite-

element analysis 

1 Introduction 

The bearing capacity problem was initially investigated for a strip (infinitely long) foundation using the 

plasticity approach [1] and further developed and employed for various shapes of foundation (e.g., circular, 

square, and rectangular foundations) considering shape factors [2, 3]. 

Soil stiffness is a crucial factor in many geotechnical applications, such as settlement analysis, cone penetration 

analysis and so on. Existing publications have indicated that the stiffness of clay soil has no influence on the 

undrained bearing capacity through small strain finite element (SSFE) analysis [4, 5]. However, some other 

research has shown that there are significant variations in the bearing capacity of foundations, such as strip 

footings [6], rectangular foundations [7], and bucket foundations [8], based on large deformation finite element 

(LDFE) analysis. In summary, significant uncertainty exists, with conflicting evidence regarding how soil 

stiffness impacts foundation bearing capacity. 

This paper presents a numerical study of the end bearing resistance of a circular foundation in uniform clay 

with SSFE and LDFE analyses, where both shallow and deep foundations are considered. The soil flow 

mechanism is investigated in detail, and the influence of soil stiffness on the bearing capacity is numerically 

quantified. 

2 Numerical modelling 

Both SSFE and LDFE analyses are undertaken in this study to investigate the end bearing resistance of a 

circular foundation. For large deformation problem, the RITSS method (remeshing and interpolation technique 

with small strain [9]), falling in the category of Arbitrary Lagrangian and Eulerian (ALE) method, is developed 

and implemented in the commercial software ABAQUS. The flowchart of RITSS procedure is shown in Figure 

1, where the whole analysis is divided into a series of incremental small strain analysis combined with frequent 

remeshing of the entire domain, followed by updating all field variables (i.e., stresses and material properties) 

from the old mesh to the new mesh. Small strain analysis is conducted with the foundation pre-embedded at a 

certain depth, and a displacement of 0.2D is set to reach its limit force.  
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Figure 1: Overall numerical scheme of RITSS. Figure 2: Typical mesh for numerical model. 

Numerical model used in this study is shown in Figure 2. The circular foundation has a diameter of D = 1 m, 

and the largest penetration depth is 20D (to assess variations in end bearing capacity with burial depth). The 

foundation is simplified as a rigid body. The axisymmetric soil domain is chosen as 30 m in radius and 60 m 

in depth to minimize the influence of the boundary conditions. Hinge and roller conditions are applied along 

the base and two sides of the soil domain, respectively. Linear four-node quadrilateral elements (CAX4) with 

four internal Gauss points are used in the numerical model. A fine mesh is generated around the foundation to 

ensure the accuracy of end bearing resistance.  

The soil is modelled as a linear elastic-perfectly plastic material obeying a Tresca yield criterion. Undrained 

soil condition is considered with a Poisson’s ratio of 𝜈 = 0.495 and undrained shear strength su = 5 kPa. For 

simplification, the soil is taken as weightless, and only smooth (i.e., frictionless or α = 0, where α is the 

adhesion factor) soil-structure interface is simulated.  

For clay soils, the rigidity index, Ir (= G/su, where G is the shear modulus), typically ranges between 50 and 

500. To explore the impact of the rigidity index Ir on end bearing resistance, parametric analyses are conducted 

through SSFE and LDFE analyses, where Ir is varied across values of 50, 100, 300, and 500. 

3 Numerical results 

3.1 Shallow foundation 

The effect of soil stiffness on the bearing capacity of a shallow circular foundation (pre-embedded 0.1D) is 

investigated through SSFE analysis. Figure 3a shows the failure mechanisms of the foundation for Ir = 50 and 

500. The contour of maximum shear stress ((𝜎1 − 𝜎3)/2, where 𝜎1 and 𝜎3 are the maximum and minimum 

principal stresses, respectively) displays that the plastic zone is developed beneath the tip extending to the soil 
surface, and the ranges of mobilized soil are comparable. SSFE analyses with various rigidity index Ir of 50, 

100, 300 and 500 are conducted to explore the effect of soil stiffness. Figure 3b shows the bearing capacity 

factor, Nc, over normalized displacement, d/D. It can be seen that soil stiffness affects the initial load-
displacement response but has little effect on the ultimate bearing capacity of a shallow circular foundation. 

The results from this study agree well with that from finite element limit analysis [2] and slightly larger than 

the empirical results [3]. This suggests that artificially increasing the value of 𝐼r allows for obtaining the end 

bearing capacity at a smaller displacement without sacrificing accuracy. 
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(a) (b) 

Figure 3: Bearing capacity of a shallow foundation (SSFE): (a) failure mechanism; (b) bearing factors. 

3.2 Deep foundation 

The effect of soil stiffness on the bearing capacity of a deep circular foundation (or pile) (d/D > 5) is 

investigated through both SSFE and LDFE analysis. The soil flow mechanisms for the foundation pre-

embedded at a depth of d/D = 5 from SSFE analysis for Ir = 50 and 500 are shown in Figure 4a. It is shown 

that the plastic area is localized around the foundation tip, and the yielding zone of Ir = 500 is significantly 

larger than that of Ir = 50. The bearing capacity factors for various Ir are depicted in Figure 4b. It is shown that 

the soil stiffness has a significant influence on the bearing capacity of a deeply buried circular foundation. This 

is because a foundation placed in soil with larger stiffness induces increased radial displacement, resulting in 

a higher pressure in the expansion of a cylindrical cavity. The findings from existing publications [2, 3] without 

considering the stiffness effect are incorporated for comparison, where discrepancy can be found.  

This indicates that, for a deeply buried foundation, using increased value of 𝐼r (for reaching the end bearing 

capacity at a small displacement) may lead to inaccurate results. Hence, LDFE analysis is necessary to 

determine the bearing capacity with certain realistic soil stiffness. 

  
(a) (b) 

Figure 4: Bearing capacity of a deep foundation (SSFE): (a) failure mechanism; (b) bearing factors. 

Figure 5a shows the failure mechanisms at a penetration depth of d/D = 5 for Ir = 50 and 500, where the 
foundation is penetrated from soil surface through LDFE analysis. It is shown that the yielding zone of Ir = 

500 is larger than that of Ir = 50, as is the extent of soil heaving. It can be seen that a deep failure mechanism 

occurs for Ir = 50, where the mobilized area is localized around the tip; while a shallow failure is observed for 

Ir = 500, where slip surfaces extend outwards and upwards to the ground surface. 

Figure 5b shows the penetration resistance factor profiles over normalized penetration depths. The value of Nc 

gradually increases with the penetration depth and achieves a steady-state condition at a depth of d/D = 5 for 

Ir = 50, where a transition mechanism from shallow failure to deep failure occurs; while Nc continues to 

increase until d/D = 15 for Ir = 500. It can be seen that the critical depth for a deep failure mechanism increases 

as soil stiffness rises. As shown in Figure 5b, the end bearing resistance factor Nc increases by approximately 

45% for a deep circular foundation, as soil rigidity Ir increases from 50 to 500. SSFE analyses for a pre-
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embedded foundation (d/D = 5 and 10) with Ir = 50 are also included in Figure 5b for comparison, where Nc = 

8 from SSFE analysis, while Nc = 10 from LDFE analysis. 

  
(a) (b) 

Figure 5: Penetration behaviour (LDFE): (a) failure mechanism (d/D = 5); (b) bearing capacity factors. 

4 Conclusions 

Numerical simulations using Small Strain Finite Element (SSFE) and Large Deformation Finite Element 

(LDFE) methods are performed to investigate the effect of soil stiffness on the bearing capacity of a circular 

foundation. It is found that the soil stiffness has little influence on the bearing capacity of a shallow foundation 

with a shallow failure mechanism. However, for a deeply buried foundation, a deep flow mechanism is 

developed, and the failure zone is influenced by the soil stiffness. As the rigidity index increases from 50 to 

500, the deep end bearing resistance is enhanced by up to 45%.  

The observation regarding the impact of soil stiffness on end bearing resistance also holds practical 

significance for numerical modelling. For a shallow foundation, artificially increasing the soil stiffness in 

SSFE analysis allows for obtaining the end bearing capacity at a smaller displacement without sacrificing 

accuracy. However, employing increased soil stiffness for deeply buried foundations may lead to inaccurate 

results. For penetrating problems, e.g., pile installation and CPT (cone penetration test), SSFE analysis may 

underestimate the end bearing resistance without considering the installation effect. The findings presented 

here help practitioners in accurately determining soil stiffness parameters when conducting numerical 

modelling of foundation bearing capacity problems.  
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Abstract 

The stiffened slab-on-grade (SSOG) is known to be an efficient type of foundations for one to three-story 

buildings constructed on expansive soils. During its structural design, it is required to optimize the sizes and 

spacings of the stiffening beams to minimize the differential movement and this can best be achieved by 

developing an accurate continuous solution (in a functional form). In this study, Ritz method-based bending 

solution for SSOG is developed considering the tensionless behaviour of the subgrade reaction. The SSOG is 

treated as a beam on elastic foundation and the heave of the soil is introduced to the problem as an upward 

pressure. Ritz method formulation is developed with assumed deformed shape of the beam containing 

unknown constants to be determined from the minimization of the potential energy. Due to the central heave 

(mound shape) of the soil, there are zones near the edges of the beam with no contact between the beam and 

the supporting soil (i.e.: zero subgrade reaction). The exact locations of the zero-subgrade reaction zones are 

unknown initially and a systematic iterative approach is developed to determine their locations. The accuracy 

of the proposed solution is verified through comparison of the obtained deflection, bending moment and shear 

force of a selected numerical example with the results of a recently developed finite element-based design 

approach. In addition to its accuracy, the proposed solution has the advantage of being in a functional form 

which is useful for optimization purposes and facilitates further investigations of SSOG parameters.  

Key words: Stiffened slab-on-grade; Expansive soil; Energy methods; Ritz method, Beam on elastic 

foundation; Tensionless foundation. 

1 Introduction 

Stiffened slab-on-grade (SSOG) is a slab-on-grade of a about 0.1 m thickness and stiffened by stiffening beams 

of considerable stiffnesses. It is an efficient type of foundations for light structures constructed on expansive 

soils as it has sufficient stiffness to prevent distortion of the superstructure as the soil heaves. Different design 

methods exist in literature for design of such type of foundations such as Building Research Advisory Board 

(BRAB) method [1], Post Tensioning Institute (PTI) method [2], Wire Reinforcement Institute (WRI) method 

[3], and the Australian Standards (AS2870) method [4], to mention a few.  Some of these design approaches 

are conservative such as BRAB method as it considers uniform soil pressure along the contact zone between 

the SSOG and the soil.  

Despite the progress being made in the analysis and design of SSOG, there is still alarming damage of buildings 

constructed on expansive soils [5]. As a comparison between some of the existing design methods, Abdelmalak 

(2007) [6] adopted 27 fictitious cases of SSOGs designed using WRI, PTI and AS2870 methods and he used 

the average beam depth obtained using the three methods as a reference for comparison. He concluded that the 

WRI method best correlated with the average beam depth and the AS2870 showed the poorest correlation 

among the three. Three years later, Abdelmalak co-authored a study by Briaud et al. [7] proposing a new 

design method based on a 2D finite element (FE) simulation of the soil and the SSOG is treated as a uniformly 

loaded flat plate of an equivalent thickness resting on the top of the mound. This work was refined and extended 

in 2016 to include SSOG under uniform pressure and line load [8]. The adopted 2D FE simulation in these 

studies [7,8] allows realistic interaction between the heaved soil and the SSOG as it considers the tensionless 

behaviour of the soil. 

As the FE simulation yields a discrete solution, proposing a continuous bending solution to the problem of 

SSOG will be useful for optimization purposes and it will pave the way for investigating more parameters. 

Consequently, this study is oriented to develop Ritz method-based bending solution for SSOG resting on 

expansive soil considering the tensionless behaviour of the subgrade reaction. The SSOG is treated as beam 

on elastic foundation and the heave of the soil is introduced to the problem as an upward pressure. Due to the 

central heave (mound shape) of the soil, there are zones near the edges of the beam with no contact between 
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the beam and the supporting soil (i.e.: zero subgrade reaction) which are determined iteratively using a 

systematic approach. The accuracy of the proposed solution is verified through the comparison with the work 

of Briaud et al. [8] as they are both adopted tensionless behaviour of the supporting soil.   

2 Problem description 

The assumption of the equivalent uniform thickness of the SSOG adopted in the earlier studies [6-8] has also 

been adopted in this study. As shown in Fig.1, the problem is solved by superposition of the loaded SSOG and 

the free heave profile (the heave profile that can happen in the absence of the loaded SSOG). Superposition of 

the two yields a deformed shape of both the SSOG and the soil as shown in the figure. Due to the central heave, 

part of the slab will be hanged and not supported by the soil [7,8]. To accurately solve the problem using the 

concept of beam on elastic foundation, tensionless foundation needs to be adopted [9]. The subgrade reaction 

can thus be defined as follows: 

𝑘(𝑥) = { 0.65√
𝐸𝑠 𝑏

𝐸𝐼

𝐸𝑠

(1 − 𝜈𝑠)2
, −(1 − 𝛼)𝐿/2 <  𝑥 < (1 − 𝛼)𝐿/2

0      ,  𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 
(1) 

where 𝐸𝑠 and 𝐸 are Young’s modulus of the soil and concrete, respectively; 𝜈𝑠 is Poison’s ratio of the soil; and

𝑏 and 𝐼 are the width and second moment of area of the SSOG model, respectively;  

Fig. 1: SSOG model on a heaved soil 

For a known swelling or heave profile, 𝑦𝑠(𝑥), the swell pressure can be introduced to the problem by [10]:

𝑞𝑠(𝑥) = 𝑦𝑠 𝑘 (2)

Thus, the total load is given by combining the initially applied load 𝑞0 and the one resulting from the swelling

of the soil as in Eq. (3). The problem can then be solved using Ritz method.  

𝑞(𝑥) = 𝑞0 + 𝑦𝑠 𝑘  (3)

3 Ritz method formulation 

Due to deformation of the SSOG from the applied load and swelling of the soil, the potential energy stored in 

the SSOG can be defined as the difference between the strain energy stored in the SSOG U and the external 

work W. i.e.: 

Π = U − W (4) 

where the strain energy and the work done by the external load are related to the deflected shape 𝑦(𝑥) by 
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U =
𝐸𝐼

2
∫ (

𝜕2𝑦

𝜕𝑥2)

2

𝑑𝑥 

𝐿/2

−𝐿/2

(5) 

and                                                   𝑊 =  ∫ (𝑞 𝑦 − 𝑘 𝑦2/2)
𝐿/2

−𝐿/2
 𝑑𝑥 (6) 

To solve the problem using Ritz method, the solution is approximated by

y(x) = ∑ 𝐶𝑗𝜙𝑗(𝑥)

𝑁

𝑗=1

(7) 

where 𝐶𝑗 are constants to be obtained by minimizing the potential energy and 𝜙𝑗(𝑥) are expressions satisfying

the geometric boundary conditions. Since the considered SSOG is treated as a free-free beam on elastic 

foundation with boundary conditions in the form of zero shear force and bending moment, there is no geometric 

boundary conditions to be satisfied and 𝜙𝑗(𝑥) can be taken as 𝑥2(𝑗−1).

Substitution of Eqs. (5) to (7) into Eq. (4) leads to express the potential energy by: 

Π =
𝐸𝐼

2
∫ (𝐶𝑗

𝜕2𝜙𝑗

𝜕𝑥2 )

2

𝑑𝑥 −

𝐿/2

−𝐿/2

 ∫ (𝑞 𝐶𝑗𝜙𝑗  − 𝑘 (𝐶𝑗𝜙𝑗)2/2)

𝐿/2

−𝐿/2

 𝑑𝑥  , 𝑗, 1. . . 𝑁 (8) 

where the repeated indices represent summation.  This expression can then be minimized with respect to the 

unknown constants 𝐶𝑗 which leads to the following system of equation:

[𝐾]{𝐶} = {𝐹}             (9) 

where {𝐶} = {𝐶1, 𝐶2, … , 𝐶𝑁}𝑇 and the elements of the other two matrices are expressed as follows

𝐾𝑖𝑗 = ∫ (
𝜕2𝜙𝑗

𝜕𝑥2

𝜕2𝜙𝑖

𝜕𝑥2 ) +

𝐿
2

−
𝐿
2

𝑘

𝐸𝐼
(𝜙𝑗𝜙𝑖) 𝑑𝑥    𝑖, 𝑗 = 1, 𝑁

(10) 

and          𝐹𝑖 = ∫ (
𝑞0+𝑦𝑠 𝑘

𝐸𝐼
𝜙𝑖)

𝐿

2

−
𝐿

2

𝑑𝑥    𝑖 = 1, 𝑁 (11) 

The system of equations (Eq. (9)) can be solved to obtain the unknown constants. Then, the constants can be 

substituted in Eq. (7) to yield the deflected shape of the SSOG. The required bending moment and shear force 

can then be obtained by the following expressions: 

𝑀 = −𝐸𝐼
𝑑2𝑦

𝑑𝑥2

(12) 

𝑉 = −𝐸𝐼
𝑑3𝑦

𝑑𝑥3

(13) 

The system of equations to be solved (Eq. (9)) contains unknown value 𝛼 which defines the non-zero subgrade 

reaction zone (please see Fig. 1 and Eq. (1)). In this study, this coefficient is obtained using a systematic 

iterative approach. It is proposed to start the solution by assuming full contact between the SSOG and the 

heaved soil  𝛼 = 0, then 𝛼 is increased by a very small amount ∆𝛼 (say 0.01). At each iteration, the problem 

is solved to obtain the deflected shape and evaluate it at (1 − 𝛼)
L

2
. If it is found to be more than the heave at 

the same position, the solution stops and otherwise it will continue for the other iterations. 

4 Numerical example and discussion 

To verify the proposed method, a SSOG analysed earlier by Briaud et al. [7] has been solved in this study 

using the proposed method. Their solution was based on a 2D FE simulation of the flat loaded slab resting on 

a soil medium using Abaqus software. The numerical data are taken from Ref. [7] which are 𝐿 =
16.0 𝑚, ℎ𝑒𝑞  = 0.38 𝑚, 𝑏 = 1.0 𝑚, 𝑞0 =  7.5 𝑘𝑁/𝑚, 𝐸 = 20 𝐺𝑃𝑎, 𝐸𝑠 = 60 𝑀𝑃𝑎 and 𝜈𝑠 = 0.2.

The obtained results using the proposed method are shown in Fig. 2 along with the results of Briaud et al. [7] 
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where excellent agreement can be seen. The deflected shape of the foundation (Fig. 2a) clarifies the separation 

between the foundation and the heaved soil leading to a hanging part of the SSOG. The bending moment 

results (Fig. 2b) indicate there is a considerable negative bending moment which necessitates top reinforcement 

of the stiffening beams.  As the comparison verifies the accuracy of the proposed method, it can then be adopted 

to investigate the impact of more parameters on the behaviour of SSOG.    

Fig. 2: The analysis results (a) the deformations and (b) bending moment and shear force diagrams. 

5 Conclusions 

Ritz method-based formulation has been developed for bending solution of SSOG on expansive soils 

considering the tensionless behaviour of the supporting soil. The heave profile is considered to be an input and 

the solution starts by assuming the deformed shape of the SSOG with unknown constants to be determined 

based on the minimization of the potential energy. As the central heave leads to separation between the SSOG 

and the heaved soil at the far ends of the SSOG, a systematic iterative approach is developed to determine the 

non-zero subgrade reaction zone.  The proposed method is verified with a numerical example from the 

literature and excellent agreement is obtained. In addition to its accuracy, the proposed solution has the 

advantage of being in a functional form which is useful for optimization purposes and facilitates investigation 

of the impact of more parameters related to analysis and design of SSOG.  
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Abstract. Spatial variability of soil properties plays an important role in geotechnical engineering,
influencing the design and performance of geo-structures. This study investigates the characterisation
of this spatial variability by examining in-situ soil data obtained from 74 Cone Penetration Tests (CPTs)
conducted in a reasonably homogeneous granular fill of a large construction project in Saudi Arabia. The
primary focus of this work is to assess, from the available in-situ CPT data, the spatial variability of this
sand fills in terms of the vertical correlation length (θv). The autocorrelation function (ACF) method is
used to estimate θv, and the geo-statistical patterns of all estimated θvs are analysed through the values of
its mean (µ), standard deviation (σ), coefficient of variation (CoV ), and fitted probability density function
(pd f ). An assessment of the accuracy in the estimated θvs is then carried out from the statistical analysis
of 1,000 one-dimensional (1−D) random fields with spatial statistical information similar to the in-situ
fill. The study shows that as much as 25% error can be expected for the specific depth (D = 10m) and
sampling interval (dx = 0.01m) of the 74 CPTs considered.

Key words: Correlation length; Spatial variability; Random field; CPT; Saudi Arabia

1 Introduction

Natural soils are heterogeneous and their characteristics exhibit spatial variability [1]. This inherent
spatial variability is a significant source of uncertainty in stochastic geotechnical engineering, making
its characterisation important for the design of geotechnical structures [2]. The correlation length serves
as a key parameter in simulating soil spatial variability as it measures the distance between regions with
similar geotechnical properties [2]. Even though the estimation of θv from in-situ CPT data has been
extensively researched in the literature (e.g., [3]), studies quantifying the spatial variability of Arabian
sandy soils are scarce.

The main objective of this research is therefore to statistically characterise the spatial variability of an
Arabian granular fill in terms of the θv estimated from 74 CPTs available at a site of a very large con-
struction project in Ras Al Khair, Saudi Arabia. An assessment of the accuracy of the estimated θvs is
then carried out, including an investigation of how varying the number of CPTs (referred to as n in this
paper) would affect the accuracy of estimated θv. The conventional ACF method (e.g., [3]) is the strategy
applied to estimate θv from all the in-situ CPT profiles but it is unclear whether the obtained estimates
are accurate or not with the limited set of CPT data used. To study this effect, a sufficiently large sample
size of CPT data (e.g., n = 1,000) is desirable. For this purpose, 1,000 artificial CPTs containing spatial
statistical information similar to that of the in-situ sand fill are generated using the LAS method [4] and
a statistical analysis is then carried out to quantify the influence that the number of CPTs (n) considered
has in the accuracy of the estimated θvs.

1
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2 Estimation of vertical correlation length from CPT data

2.1 In-situ geotechnical information available

A very large shipyard project is currently under construction in Ras Al-Kahir city, located in the Easter
coastal part of Saudi Arabia. The huge dimensions of the project (covering an area of about 1,125ha), the
associated costs and the complex geotechnical conditions have allowed for an extensive soil investigation
campaign. Seventy-four CPTs are available from an area of the project with a reasonably homoegenous
granular soil and these 74 CPTs are used in this work to quantify the soil heterogeneity of the site in terms
of vertical correlation length. Each of these CPTs included information on cone tipe resistance (qc),
sleeve fiction ( fs), friction angle (R f ) and pore water pressure (u) but only the tip resistance is considered
here. For consistency, only the first 10m of measured tip resistances from the ground surface (D = 10m)
are used in all CPTs. The sampling interval is also the same in all CPTs considered (dx = 0.01m).

2.2 Geo-statistical characterisation

The autocorrelation function (ACF) method is one of the most generally employed methods for estimat-
ing correlation length of soil properties from in-situ data (e.g. [3, 5, 6]), and is also applied in this study
to determine θv from the CPT data. The application of the method requires that the data used is station-
ary, meaning that the mean and standard deviation of the data are constant in the space. As discussed,
for instance in [3], it is common in geotechnical engineering to assume stationarity after removing a
linear trend to the data and normalising the de-trended data by the standard deviation (calculated from
the de-trended data). Applying this process to each individual CPT, leads to a set of de-trended and nor-
malised tip resistances with an approximate zero mean and unit standard deviation (and hence satisfying
the stationarity conditions). The stationary data is used to estimate the experimental correlation function
ρ̂(τ) approximated here as:

ρ̂(τ j) =
1

k− j

k− j+1

∑
i=1

XiXi+ j, f or j = 0, . . . k−1 (1)

where τ is the lag distance between two points, Xi and X(i+ j) are the CPT measurements, k is the total
number of measured points and i is the total number of pairs of points.

This experimental correlation function ρ̂(τ) is then best-fitted to a theoretical correlation model from
where θv is found. From the different possible alternatives for ρ(τ), this research assumes a Markovian
correlation structure defined by:

ρ(τ) = exp
(
−2|τ|

θ

)
(2)

Fig. 1a shows the CPT tip resistance qc for all in-situ CPTs investigated. In the plot, the thin lines indicate
qc values for each individual CPT profile and the thicker dashed line indicates the linear mean trend. Fig.
1b shows the de-trended and normalised qc values. Fig. 1c shows the individual experimental correlation
function for the vertical direction for each of the 74 CPTs used together with the best fitted theoretical
correlation function (corresponding to the value of θv estimated from an average experimental correlation
function which is indicated in the figure by a thicker dashed line). Fig. 1d illustrates the histogram based
on all the estimated vertical correlation lengths as well as the fitted normal distribution showing that the
estimated θvs are reasonably well-represented by a normal distribution with mean (µ=0.848m), standard
deviation (σ=0.502m), coefficient of variation (CoV =0.592).

2
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Figure 1: Geostatistical characterisation of in-situ CPT data: (a) tip resistance; (b) de-trended and normalised tip
resistance; (c) Experimental and theoretical correlation functions and (d) histograms of estimated θvs.

3 Accuracy assessment based on fictitious CPT data

3.1 Artificial CPTs generated using 1-D LAS

The analysis of the above information raises the question of how accurate are our estimations for θv and,
more interestingly, how an increased number of CPT would improve the accuracy of the obtained mean
estimated θv. Quantitative evidence to answer this question can be obtained following the ideas discussed
in [7] on generating 1−D random fields using the Local Average Subdvivision (LAS) method [4] and
interpret them as artificial CPTs. In this context, LAS is utilised to generate 1,000 1−D random fields
representing the fictitious CPT data with zero mean, unit standard deviation and a vertical correlation
length θ0=0.848m. The depth D and spacial sampling dx of the generated CPTs are as the ones used for
the in-situ data (i.e., D = 10m and dx = 0.01m).

3.2 Influence of number of CPTs

From the generated 1,000 artificial CPTs it is possible to study the influence of n on the estimated θv,
noting that D and dx are kept fixed in this analysis, so that the influence of these variables on the accuracy
of the estimated θv (see e.g., [6]) does not affect the results. In order to analyse this influence, it is first
necessary to estimate the θv in each artificially generated CPT following the same approach discussed
for the in-situ data.

Fig. 2 shows the information from all estimated θv in a form that facilitates the discussion. The vertical
axis corresponds to the ratio between the mean estimated θv over a specific number of CPTs (referred to
θ̄ as in the figure), and the value of the θv used as input in LAS (indicated as θ0). The horizontal axis
corresponds to the number of CPTs n considered (using a logarithmic scale). The shadowed grey area in
Fig. 2 shows the range of possible values of θ̄/θ0 for a given value of n. This area is bounded by two
curves (indicated as dashed lines in the figure) that correspond to maximum and minimum values that
the ratio θ̄/θ0 can take for a given value of n, amongst all 1,000 CPTs. The continuous line within this
shadow area shows how the ratio θ̄/θ0 varies with increasing n clearly illustrating the improvement on
the averaged estimated θv with increasing n. For the particular case of n = 74, the analysis shows that the
expected error in the averaged estimated θv can be as much as 25%.
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Figure 2: The upper and lower boundaries for the values of θ̄/θ0 varying with number of LAS realisations.

4 Conclusions

This work has presented an analysis of the spatial variability in the vertical direction of the tip resistances
measured in a sandy deposit of a construction site in Saudi Arabia. Using 74 CPTs with a sampling
distance of dx = 0.01m and a total depth D = 10m, the estimated vertical correlation length obtained is θv

= 0.848m. Based on the results from a subsequent statistical analysis using 1,000 1−D random fields,
the expected error in this estimation can be as much as 25%.
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Abstract. Poro-mechanics is a branch of mechanics considering the hydro-mechanical behaviour of
a porous solid medium whose pores are saturated by a fluid. The presence of both these constituents
significantly influences the overall macro-response of the material.

Regardless of the application, Terzaghi’s effective stress decomposition is a well-established hypothesis
regarding how the total stress tensor is decomposed into a part directly related to strain (effective stress)
and a part borne by the fluid phase (interstitial pressure). The assumption of an incompressible solid
medium physically justifies Terzaghi’s effective decomposition. However, under the further assumption
of finite strain mechanics, a more restrictive constraint on the volume change arises, which the vast
majority of formulations neglect.

This work details how disregarding this constraint on the volume change can lead to the violation of
solid mass balance, which can be counted among the fundamental principles of continuum mechanics.
Furthermore, to address this issue practically, an ad hoc stress-strain relationship is designed to respect
Terzaghi stress decomposition and solid mass balance in the context of finite-strain hyper-elasticity.

Key words: Poro-mechanics; Finite strain-mechanics; Mass conservation; Hyper-elasticity

1 Introduction

A plethora of materials with a wide range of applications see their mechanical behaviour as severely
influenced by the presence of an interstitial fluid. The subject that aims to study this type of material is
poromechanics, which Biot first described in [1], and it has been later expanded to finite strain.

If focusing on the hydro-mechanical behaviour of porous media, three mechanisms govern the volume
change: the compressibility of the two constituents (i.e., the solid and the fluid phases) and the allowed
drainage. In particular, this last phenomenon deals with the conditions applied on the boundary of the
sample, which, in turn, are a function of the considered problem. On the other hand, modelling the con-
stituents as compressible (or not) depends on the specific material. In geomechanics, it is often assumed
that both these constituents, i.e., the soil grains and the water, are incompressible since the drainage
conditions drive the main volume change. In particular, this work investigates how the assumption of
incompressible solid phase and the definition of the Eulerian porosity n constraint the values of the Jac-
obian J1. When violated, the solid mass is not conserved, and the considered equations lose physical
meaning. The following developments heavily draw on Pretti et al. [2].

1A rigorous definition of the Eulerian porosity n and the Jacobian J are given below in Section 2.
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2 Main assumptions and framework

When considering a material composed of two phases, there exist multiple assumptions regarding each
constituent and the way they interact. This work adopts the following assumptions:

A.1 thermal effects are not considered;

A.2 one fluid fully saturates the solid porous skel-
eton. These are juxtaposed continua;

A.3 the phases do not exchange mass;

A.4 the solid phase is incompressible;

A.5 the fluid is non-viscous;

A.6 the material undergoes finite strain deforma-
tions and rotations;

A.7 the considered continuum is isotropic;

Owing to hypothesis A.6, the considered material’s configuration varies with time. Hence, xxx denotes the
position shared by the two constituents in the current configuration (assumption A.2). XXX indicates the
original position of the solid phase, while the original position of the fluid is unnecessary for this work.
A mixed particle2 occupies an initial volume dΩ = dΩsk ∪ dΩ f and a current one dω = dωsk ∪ dω f .
Since the solid phase is described in a Lagrangian way, the same particle is considered for the volumes
dΩsk, dωsk, while fluid phase volumes dΩ f and dω f are not occupied by the same fluid. The motion
of the mixed particle is therefore tracked by following its solid constituent, i.e., xxx = ϕϕϕ

(
XXX sk, t

)
, with ϕϕϕ

being the mapping between the original and current configurations. This mapping allows to define the
deformation gradient FFF := ∂ϕϕϕ(XXX sk,t)

∂XXX sk , whose determinant, named Jacobian, describes the volume change of
the mixed particle, i.e., dΩ = J dω. For mathematical (invertibility of the mapping) and physical reasons
(volumes cannot be negative), the Jacobian must satisfy the condition J > 0. To describe which portion
of the current volume is occupied by the fluid phase, the Eulerian porosity is defined as n := dω

dω f , with n0
being its initial value. The definition of the Eulerian porosity entails that its values are always bounded
between zero and one, i.e.,

0 < n < 1. (1)

As demonstrated by Borja and Alarcón [3] for assumption A.6, the simultaneous adoption of the above
assumptions A.1-A.5 leads to the Terzaghi effective decompositions, i.e., the total stress tensor can be
additively decomposed into an effective part (related to a strain measure) and a fluid interstitial pressure.

3 Constraint on the Jacobian

Owing to hypothesis A.3, the equations of mass conservation can be written separately for the two
constituents. If the solid mass conservation is considered, this is expressed by

d
dt

∣∣∣
X sk

(∫

ω
ρsk (1−n)dv

)
= 0, (2)

where d
dt

∣∣
X sk (•) = (•̇) indicates the material derivative tracking the solid phase, and ρsk the current solid

density. After a few manipulations and owing to assumption A.4, the above equation can be rewritten as

n = 1− 1
J
(1−n0) . (3)

2A mixed particle is a particle in which, according to hypothesis A.2, both consistents coexist.

2
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If the inequalities presented in (1) are substituted in the above equation, it follows that




J > (1−n0); (4a)
1
J
(1−n0)> 0. (4b)

While (4b) is trivially satisfy by J > 0 and 0 < n0 < 1, it can be seen that (4a) places a more restrictive
constraint on the Jacobian. Inequality (4a) suggests that the progressive expulsion of the fluid makes the
material gradually evolve only into its solid constituent, incompressible as assumed by A.4.

4 Hyper-elastic constitutive relationship

There are different ways to include the constraint provided by Eq. (4a) into the equations. Well-established
practices to (weakly) include a constraint are the Lagrange multiplier or the penalty method (see to Pretti
et al. [2] for a list of advantages and disavantages of these).

Regardless, this work adopts another technique to enforce the constraint (4a), which consists of modi-
fying the stress-strain relationship. This adaptation is remarkably straightforward for those materials
exhibiting an decomposition into a volumetric and the deviatoric part. If an isotropic (assumption A.7)
Hencky material is considered, its effective free energy function can be adapted to include (4a) as follows

Ψ̂sk
inc (εεε,ααα) =

K
2n

(εe
v)

2 +
3
2

G
(
εe

q
)2
, with εv := lnJ, and εq :=

√
2
3

(
εεε− εv

3
III(2)
)

:::
(

εεε− εv

3
III(2)
)

(5)

where the invariants of εεε := 1
2 ln(FFF FFFT ) have been adopted, III(2) denotes the second-order identity tensor,

and ::: the double contraction. K > 0 and G > 0 indicate the bulk parameter and the shear modulus.

5 Numerical example & Conclusions

Further assumptions: the above constitutive relationship has been implemented into a Material Point
Method (MPM) uuu− p f formulation. Further assumption necessary to run the example are as follows:

A.8 the fluid barotropic and obeys to this constitutive law ρ̇ f = ρ f

K f ṗ f , with ρ f being the current fluid
density, K f the fluid bulk modulus and p f Cauchy fluid pressure;

A.9 the flow exhibits low Reynolds numbers, which permits to consider the Darcy equation for the fluid
flow, i.e., qqq f =−κ

g

(
∂ p f

∂xxx −ρ f fff
)

, with qqq f being the relative fluid flux, κ the hydraulic conductivity,
∂•
∂xxx the gradient with respect to the current position, and fff the self-weight acceleration;

A.10 hydraulic conductivity obeys to the Kozeny-Carman formula, κ= c n3

(1−n)2 , with c constant.

Example scope: the aim of this example is to demonstrate the difference between a standard Hencky
material and one described by Eq. (5). Setup: the column illustrated in Figure 1 is subjected to a
gravitational acceleration b = 1,000 m s−2, which ramps linearly from the start of the simulation until
the 1,000 steps and kept constant for the remaining 2,000 steps of the simulation3. The bulk modulus
for the original Hencky material K̄ is set up to match the initial tangent elastic modulus given by Eq. (5),

3The reason for such a substantial acceleration lies in the opportunity to cut the costs of the simulation. Since the difference
between the two materials lies in the effective stresses, the column must consolidate, and this load accelerate this process.

3
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Table 1: Parameters considered in the analyses
in Section 5.

Solid phase Fluid phase
G 3 ·105 Pa K f 2.2 ·109 Pa
ρs 2650 kg m−3 ρ f

0 1000 kg m−3

Porous material
κ0 1 ·10−5 m s−1

n0 0.3
Simulation Parameters

H, nels
z 1 m, 20

mmp 4
† mmp is the number of material points
per direction per element.

H

z

b

Figure 1: Illustration of the elastic column under
self-weight. Rollers are applied on the top and bot-
tom sides, while atmospheric pressure is applied at
the right-hand side of the problem. Figure repro-
duced from Pretti et al. [2].

−0.10.00.10.20.30.40.5
n

(a) Eulerian porosity for the original Hencky mater-
ial, t̃ = 157th time-step.

−0.10.00.10.20.30.40.5
n

(b) Eulerian porosity for the improved Hencky ma-
terial, t̃ = 157th time-step.

−0.10.00.10.20.30.40.5
n

(c) Eulerian porosity for the original Hencky mater-
ial, final time-step.

−0.10.00.10.20.30.40.5
n

(d) Eulerian porosity for the improved Hencky ma-
terial, final time-step.

Figure 2: Columns at t̃ = 157th step and the end of each simulation. Figure from Pretti et al. [2].

i.e., K = K̄ n0 = 5 ·105 Pa. Results discussion: as it can appreciated from Figure 2a, the original Hencky
material results in negative porosities quite early in the analysis. From this point, this simulation loses
physical meaning, and the column surprisingly swells before failing (Figure 2c). On the other hand, the
new material does not fail for the quite sustantial time of the simulation (Figures 2d). Conclusions:
Overall, when considering an incompressible solid phase of a porous material, the Jacobian is subjected
to a more severe constraint, inherited from the Eulerian porosity. Disregarding this restriction leads to
the solid mass violation. A material respectful of this law was introduced and its effectiveness tested.
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Abstract 

The Glasgow Coupled Model (GCM) is an established elasto-plastic constitutive model developed to 

capture the coupled hydro-mechanical response of unsaturated soils. This study highlights the unique 

capabilities of the GCM in modelling the water retention and mechanical behaviour of unsaturated soils. 
Namely, its ability to capture the scanning, main wetting and main drying water retention responses, the 

mechanical response (including volume change and shear strength), and the coupling between the water 

retention and mechanical behaviour. However, due to the multiple yielding scenarios that a given stress 

path can trigger, numerical integration of the model is challenging and adjustments towards a more 

simplified approach are desirable if the model is to be used in geotechnical practice. For this purpose, 

the capabilities of a simplified non-hysteretic version of the GCM, designed to streamline its 

formulation, are investigated in this paper. The non-hysteretic model requires less parameters and 

simplifies the identification of the elasto-plastic mechanism activated by a stress path, at the expense of 

limiting some of the original modelling abilities.  

Key words: Constitutive modelling, Unsaturated soils, Water retention behaviour, Mechanical 

behaviour, Hysteresis, Hydromechanical-Coupling. 

1 Introduction 

Soils used in the construction of civil engineering infrastructure such as road and railway embankments 

are compacted, thus under unsaturated conditions, where voids between solid particles are filled with 

both liquid (water) and gas (air). The mechanical behaviour of unsaturated soils is greatly influenced by 

the amount of water present within the voids, and this is described by the Soil-Water Retention (SWR) 

response that relates water content (𝑤) or degree of saturation (𝑆𝑟) to matric suction (𝑠) defined as the

difference between pore air pressure (𝑢𝑎) and pore water pressure (𝑢𝑤). An important feature of

unsaturated soils is that their soil-water retention curve exhibits hysteresis, where the evolution 

of  𝑆𝑟 against 𝑠 measured during drying differs from that measured during wetting. In order to capture

this behaviour, the Glasgow Coupled Model (GCM) assumes that the hysteresis can be represented as 

an elasto-plastic process (as illustrated in Figure 1) [1].  

Figure 1: The GCM model under isotropic stress conditions: (a) Hysteretic water retention behaviour; 

(b) Mechanical (M), Drying Retention (DR), and Wetting Retention (WR) yield curves (after [1])
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The GCM is able to represent water retention hysteresis through the use of two yield curves: one to 

represent plastic (or irreversible) decrements of degree of saturation (−𝑑𝑆𝑟
𝑝

) during drainage of pore 

water (Drying Retention, DR yield curve); and one to represent plastic increments of degree of saturation 

(𝑑𝑆𝑟
𝑝

) during filling of voids with water (Wetting Retention, WR yield curve) (Figure 1). One additional 

mechanical yield curve (M) is used to represent irreversible increases of plastic strain (𝑑𝜀𝑣
𝑝
). The GCM 

is also able to represent the couplings between water retention and mechanical behaviour through a 

number of coupled movements between the three yield curves [1].  

2 The GCM 

The original formulation of the GCM was developed for isotropic stress states [1], then later extended 

to general stress states [2]. The GCM constitutive stress variables for isotropic stress states include the 

mean Bishop's stress (𝑝∗) and modified suction (𝑠∗) defined as follows: 

 

𝑝∗ = 𝑝 − 𝑆𝑟𝑢𝑤 − (1 − 𝑆𝑟)𝑢𝑎 = �̅� + 𝑆𝑟𝑠 
(1) 

𝑠∗ = 𝑛(𝑢𝑎 − 𝑢𝑤) = 𝑛𝑠 (2) 

Where 𝑝 is the mean total stress, �̅� is the mean net stress, and n is the porosity. Note that when the soil 

becomes saturated (𝑆𝑟 = 1), Equation 1 for 𝑝∗ becomes 𝑝′ = 𝑝 − 𝑢𝑤 , where 𝑝′ is the saturated mean 

effective stress for saturated soils. A detailed description of the elasto-plastic framework, including the 

governing equations, can be seen in previous works [2] and only a very brief description of the most 

relevant features for this work is included next. Elastic increments of volumetric strains (𝑑𝜀𝑣
𝑒) are related 

to the gradient of the elastic swelling line (𝜅) in 𝑣: ln𝑝∗ plane, where 𝑣 is the specific volume. As 

discussed in [3], elastic variations of degree of saturation (𝑑𝑆𝑟
𝑒) are assumed to be zero in the GCM 

(Figure 1a) to avoid inconsistent representations of the transitions between saturated and unsaturated 

conditions. The hardening parameters of the M, DR and WR yielding curves are 𝑝0
∗, 𝑠1

∗, and 𝑠2
∗, 

respectively (Figure 2).Yielding only on the M curve under isotropic stress conditions, produces plastic 

increments of volumetric strain (𝑑𝜀𝑣
𝑝
) which are related to the gradient of the normal compression line 

(𝜆) in 𝑣: ln𝑝∗plane. Yielding on the DR or WR yielding curve alone would produce plastic decrements 

or increments of 𝑆𝑟 and these are related to the gradient of main drying and wetting retention curves 

(𝜆𝑠) in the 𝑆𝑟: ln𝑠∗ plane (Figure 1a). 

 

 
 

Figure 2: The GCM model for isotropic stress conditions: (a) Typical wetting and drying water 

retention behaviour; (b) Typical wetting and drying paths involving water retention yielding. 

 

To demonstrate how hysteresis is represented within the GCM, a soil under unsaturated conditions (𝑆𝑟 <
1) is considered, which state is on a scanning curve in the water retention plane  𝑆𝑟: ln𝑠∗, and located 

within the elastic domain in the 𝑠∗: 𝑝∗ plane as shown by point A in Figure 2. During drying (without 

any mechanical yielding), plastic decrements of degree of saturation (−𝑑𝑆𝑟
𝑝
) start to occur after reaching 

the main drying curve at point D1 (indicated by the drying retention hardening parameter 𝑠2
∗). Yielding 

on DR causes a coupled upward and outward movement of the WR and M respectively. This coupling 

mechanism represents the stabilising effect that the increasing number of meniscus water bridges during 

drying has on the soil skeleton (as −𝑑𝑆𝑟
𝑝
 hinders slippage at the interparticle contacts causing an increase 

in the mechanical hardening parameter 𝑝0
∗). An equivalent behaviour is observed for the typical wetting 
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path A-W1 represented in Figure 2. Upon reaching the main wetting curve at point W1, plastic increments 

of degree of saturation (𝑑𝑆𝑟
𝑝
) occur causing a downward and inward movement of the DR and M 

respectively. Due to the yielding on WR during wetting, the additional stabilising force offered by the 

number of meniscus water bridges at the interparticle contacts decreases, resulting in a lower value of 

the mechanical hardening parameter. During mechanical yielding, slippage occurs at the interparticle 

and interpacket contacts, causing a reduction in the size of the voids within the soil. This leads to a shift 

of the SWR response to higher values of modified suction [1]. These couplings between the water 

retention and mechanical behaviour are intrinsic within the GCM formulation and are controlled by the 

model parameters 𝑘1 and 𝑘2. Coupled movements of M during yielding on the DR and WR yield curves 

are given by coupling parameter 𝑘1, whereas coupled movements of DR and WR during yielding on M 

are controlled by the second coupling parameter 𝑘2. The number of parameters, yield curves and coupled 

movements result in a challenging mathematical framework for calibration and computational purposes 

[3,4]. The main computational challenge is associated with the determination of which is the correct 

model response activated by the stress path and adjustments towards a more simplified approach are 

desirable if the model is to be used more broadly, including in geotechnical practice. The study of such 

simplification by means of a non-hysteretic version of the GCM is the main goal of this paper. 

3 A non-hysteretic form of the GCM  

To adapt this non-hysteretic simplification, the two yield curves of the GCM associated with the water 

retention response (DR and WR) are merged to a single yield curve (Figure 3), streamlining the 

representation of yielding occurrences while simplifying the characterisation of the initial stress state. 

Any stress path in the water retention plane (𝑆𝑟: ln𝑠∗), whether wetting or drying, would involve water 

retention yielding and the corresponding evolution of 𝑆𝑟would follow a single main water retention 

curve as illustrated in Figure 3a. For instance, the equivalent of the generic initial stress state A included 

in Figure 2, would correspond to A=D1=W1 when hysteresis is not considered (Figure 3), meaning that 

the initial value of 𝑠∗ at A defines the initial position of WR and DR yield curves (as 𝑠𝐴
∗ = 𝑠1

∗ = 𝑠2
∗).  

 

 
Figure 3: The non-hysteretic GCM version for isotropic stress conditions: (a) Typical wetting/drying 

retention behaviour in the  𝑆𝑟: ln𝑠∗plane; (b) Typical DR and WR yielding stress paths in the 

𝑠∗:𝑝∗plane.  

 

Six different material responses are possible within the GCM, including elastic behaviour, water 

retention yielding (DR and WR only), mechanical yielding (M only), and simultaneous yielding (M and 

WR) and (M and DR) as illustrated in Figure 4a. The coupling parameter 𝑘1 marks the trajectory of the 

top and bottom corners in the ln𝑠∗: ln𝑝∗ plane (i.e., intersection between M and DR or between M and 

WR, respectively) during water retention yielding. Similarly, 𝑘2 marks the trace of top and bottom 

corner movements during mechanical yielding (Figure 4a).   

If hysteresis is not considered, the possible model responses simplify because of the highly unlikely 

occurrence of the elastic response and of yielding on only the M (Figure 4b). Elasto-plastic variations 

of degree of saturation and plastic volumetric strains are still represented. For instance, any increases of 

modified suction during drying would cause yielding on DR, producing irreversible decreases of  𝑆𝑟. 

Irreversible shrinkage during drying (i.e., simultaneous yielding between M and DR yield curves) is also 

still possible with the non-hysteretic version of the GCM. However, this model response would be highly 

dependent on the stress path and how it compares with the gradient of 𝑘1 in ln𝑠∗: ln𝑝∗ plane (see Figure 

4b).  
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Figure 4: Elastic and Elasto-plastic mechanisms in ln𝑠∗: ln𝑝∗plane: (a) GCM; and (b) non-hysteretic 

version of the GCM. 

3.1 Discussion 

Within the framework of the GCM, the separation of the DR and WR yield curves in the 𝑠∗: 𝑝∗plane to 

account for hysteresis allows for a wide range of modified suction values, at which scanning behaviour 
can be represented. This is particularly useful when modelling soils with a marked hysteretic behaviour 

and which are not possible to represent with the simplified version of the GCM presented here. More 

interesting, is the range of possible values of modified suction that a drying stress path (i.e., increases 

of suction) can experience when mechanical yielding begins to occur (see Figure 2b). A consequence 

of the range of modified suction values is that many different drying paths can activate yielding on M 

and cause plastic compression on drying (note that during a drying path, 𝑝∗and 𝑠∗ would both increase 

as a consequence of the suction increase during drying as seen in Equations 1 and 2). Yielding on only 

the M during drying is highly unlikely to be predicted by the non-hysteretic version presented here, as 

the M yield curve is reduced to a single point and it will only be predicted when the direction of the 

drying stress path coincides exactly with the gradient of 𝑘2 in the ln𝑠∗: ln𝑝∗plane as indicated in Figure 

2b. However, it is still possible to represent plastic shrinkage on drying by the non-hysteretic GCM if 

the stress path activates simultaneous yielding between M and DR curve (see Figure 2b). Future research 

is needed in this direction to further investigate the likelihood of representing irreversible shrinkage on 

drying and to investigate how well the non-hysteretic GCM responses compare against experimental 

results.  

4 Conclusions 

This study introduces a non-hysteretic simplification to the GCM, where the two water retention yield 

curves (DR and WR) are merged into a single yield curve. This simplification reduces the number of 

parameters required and removes the occurrence of elastic changes in degree of saturation. It also makes 

the determination of the model mechanism active a much simpler process as less intersections of the 

stress path with a particular yield curve are needed (given that the initial stress state is already on the 

WR and DR yield curves). However, this simplification leads to some modelling limitations especially 

in the representation of plastic volumetric strains during drying paths which are only possible for 

simultaneous yielding on M and DR.  
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Abstract 

Rainfall infiltration presents a significant hazard to slope stability in various global regions. While most 

previous researches focus on the variations in the factor of slope safety under rainfall infiltration, there is a 

notable lack of attention to post-failure behaviors of slopes, e.g., the large deformation of slopes triggered by 

rainfall is often ignored. This is due to the traditional slope stability analysis methods, such as the limit 

equilibrium method (LEM) and finite element method (FEM), struggle with modeling large deformation of 

soils. Moreover, the impact of rainfall patterns on the post-failure behaviors of rainfall slopes remains 

unexplored. To address these issues, this study proposes a new effective coupled method to quantify the post-

failure behaviors of landslides affected by different rainfall patterns, employing a combination of FEM and 

the Generalized Interpolation Material Point (GIMP) method. The results show that the slope failure times for 

different rainfall patterns are 14 h (uniform), 14 h (advanced), 4 h (delayed), 9 h (intermediate), and 11 h 

(intermittent), with corresponding runout distances of 2.76 m, 2.95 m, 2.06 m, 2.31 m, and 2.55 m, respectively. 

Analyzing the large deformation analysis of rainfall-induced landslides can offer new insights to quantitatively 

identify post-failure features of such disasters.  

Key words: Landslides; Rainfall infiltration; GIMP; Rain patterns 

1 Introduction 

Rainfall is widely acknowledged as the principal trigger for landslides [1-3]. As it infiltrates the soil, it 

not only increases the water content and unit weight but also affects the shear strength and matric suction, 

ultimately leading to a decrease or loss of these properties. Up to now, the majority of current research 

concentrates on the stability analysis of rain-induced slopes by assessing the minimum factor of safety (FSmin), 

the post-failure behaviors of slopes, such as the runout distance, frequently receives less attention [4-5]. 

Additionally, numerical studies have shown that rainfall patterns significantly influence the stability of 

unsaturated slopes, directly impacting the distribution of pore water pressure within the slope. If the effects of 

rainfall patterns on slope stability are overlooked, the accuracy of reliability estimations and the predicted post-

failure behaviors of slopes at risk of rainfall-induced failure may not align with geotechnical practices. 

To address these, this paper aims to explore the impact of rainfall patterns on slope stability and quantify 

the post-failure behaviors of slopes. A hybrid approach combining the FEM and GIMP is proposed, using a 

slope example as a case study for validation. The findings of this study offer significant contributions to the 

risk assessments of rain-induced landslides under actual rainfall event, providing new insights and 

methodologies to enhance their accuracy and reliability. 

2 Problem description 

Unsaturated seepage analysis of slope under rainfall is a complicated process due to the dynamic 

variations of pore water pressure, matrix suction and water content distribution over time. The Richards’ 

equation is adopted here for the simulation the rainfall infiltration process on the slope [6]:  
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x y

h h
k k Q

x x y y t

θ ∂ ∂ ∂ ∂ ∂ 
+ + =  

∂ ∂ ∂ ∂ ∂   
 (1) 

where h is the total head; kx and ky are the hydraulic conductivities in x and y directions, respectively; θ denotes 

the volumetric water content; t is the time; Q represents the applied boundary flux. The GIMP-based MPM3D, 

an open-source code, to evaluate the large deformation of slopes in our simulations. More details about GIMP 

algorithm can be found in [7-8]. 

3 Illustrative Example 

In this Section, a slope example experiencing rainfall infiltration, as shown in Fig. 1, is utilized to depict 

the comprehensive process of landslides triggered by rainfall under rainfall patterns. The slope has a height of 

10 m, a foundation of 4 m and a slope angle of 35.5°. Table 1 summarizes the soil properties that used in the 

analysis [4]. The key soil parameters include the saturated hydraulic conductivity (ks) of 1×10-5 m/s and the 

effective friction angle (φ) of 30°. Following [4], the soil layer is initially unsaturated with a uniform matric 

suction of 20 kPa. In Fig. 3, the rainfall boundary is represented by blue lines and applied to the surface of 

slope, the lateral boundaries of the slope are defined as free-roller and impermeable in the normal direction, 

indicated by green lines. Furthermore, the slope’s bottom boundary is established as a free-roller and 

impermeable in both directions. Additionally, groundwater is not considered in this study and is assumed to 

be deep [9]. 

 

Figure 1. The geometry of slope 

Initially, the seepage and stability analyses of the slope are conducted under a uniform rainfall pattern, 

maintaining a constant rainfall intensity, e.g., R = 5×10-6 m/s. For the seepage analysis, the van Genuchten 

model is applied, characterized by parameters a = 4.905 kPa and n = 1.4. The slope is discretized into 3847 

finite elements with the size of 0.25 m, as shown in Fig. 1. The time of rainfall infiltration takes 20 h. 

Table 1 Values of soil parameters 

Soil Parameters Definition Value 

ks Saturated hydraulic conductivity, m/s 1×10-5 

c Effective cohesion, kPa 0 

φ effective friction angle, ° 30 

E Young’s modulus, MPa 100 

a Curve-fitting parameters, kPa 4.905 

n Curve-fitting parameters 1.4 

n Initial porosity 0.3 

η Hydraulic conductivity parameter, m-1 1.962 

γ Unit weight of soil, kN/m3 26.5 

γw Unit weight of water, kN/m3 9.8 

Fig. 2 displays the contours of pore-water pressure, along with the corresponding critical slip surface of 

slope e at various rainfall durations. It is evident from Figure 2 that, as rainwater infiltrates, the pore-water 
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pressure increases in the shallow parts of the slope, lead to the soil in these areas will be becomes almost 

saturated. However, the soil at greater depths remains in its natural condition. The FSmin decreases as the rain 

event continues. Fig. 2(c) demonstrates that the slope remains stable after 13 h rainfall infiltrate (i.e., 

FSmin >1.0), indicating that rainfall lasting less than 13 hours will not trigger a landslide. However, as depicted 

in Fig. 2(d), when the duration of rainfall extends to 14 h, the FSmin falls below 1.0, signifying means that the 

slope becomes unstable at this point. 

   

(a) Rainfall duration = 0 h                                   (b) Rainfall duration = 6 h 

   

(c) Rainfall duration = 13 h                                     (d) Rainfall duration = 14 h 

Figure 2.  Contours of pore-water pressure and the corresponding critical slip surface of slopes at different 

rainfall durations 

Figure 2(d) reveals that the slope fails, initiating a landslide with significant deformation occurring after 

14 h. Therefore, the seepage analysis results at the time of 14 hours were extracted and employed to set the 

initial conditions for particles in the MPM simulation. These conditions include degree of saturation, pore 

water pressure, and stresses. In MPM simulation, the slope will be discretized into a total of 5755 particles 

with a background grid size of 0.4 m × 0.4 m, and the MPM simulation time is set as 11 s. The kernel 

interpolation facilitates the mapping of pore-water pressure from the FEM model to the MPM model, with the 

results of this process illustrated in Fig. 3. Notably, the distribution of pore-water pressure in the MPM model 

closely matches the FEM results following the mapping. Figure 4 presents the MPM simulation result of the 

landslide after 14 hours rainfall, and the runout distance is 2.76 m. 

  

(a) FEM model                                                   (b) MPM model  

Figure 3. Comparison of pore-water pressure between the FEM models and MPM models 

UK Association for Computational Mechanics Conference 2024 - Coombs (eds)

119



UKACM 2024 Conference, 10-12 April 2024, Durham University, Durham, UK 

4 

 

Figure 4. Results of MPM simulation after 14 h rainfall 

As reported by [10], this paper highlighted the significant role of rainfall patterns on slope stability, and 

four different rainfall patterns, e.g., Uniform, Advanced, Delayed and Intermediate. Additionally, in daily life, 

the rain events may not always be continuous, and [11] categorizes such sporadic rainfall as intermittent. 

Therefore, to assess the impact of rainfall patterns on the stability and runout distance of rainfall-induced 

slopes, these five rainfall patterns, are analysed here. Keep the amount of rainfall as the same in all five cases, 

the detailed information about these five rainfall patterns can be seen in Fig. 5. Fig. 6 displays the contours of 

pore-water pressure and the corresponding failure times under various rainfall patterns. It is evident that the 

slope’s failure occurs at different times for different rainfall patterns. Notably, the slope fails earlier in the case 

of delayed rainfall pattern (e.g., after 4 hours), this is possibly due to the high rainfall intensity at the start of 

rainfall event, resulting in larger amount of rainwater infiltration into the soil. Consequently, the shallow parts 

of the slope become saturated more quickly, leading to an earlier slope fail. 
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Figure 5. Comparison of rainfall intensity versus rainfall duration for five rainfall patterns 

   

(a) Advanced (t = 14 h)                                           (b) Delayed (t = 4 h) 
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(c) Intermediate (t = 9 h)                                     (d) Intermittent (t = 11 h) 

Figure 6. Contours of pore-water pressure and the corresponding failure time under four rainfall patterns 

The results presented in Fig. 6 are then applied to the MPM model for analyzing large deformations, with 

the calculated runout distances under various rainfall patterns illustrated in Fig. 7 for comparison. It is observed 

that delayed rainfall patterns lead to shorter runout distances. This phenomenon can be attributed to the earlier 

failure of the slope, which in turn results in a smaller wetted zone. Consequently, the mass of the landslide is 

reduced, leading to shorter runout distances. The advanced rainfall pattern results in the longest runout 

distance, likely due to the extended duration of rainfall, allowing more rainwater to impact slope stability. 

Overall, rainfall patterns significantly influence slope stability, not only affecting the FSmin and the timing of 

slope failure, but also impacting the risk assessment of the slope post-landslide events. 

 

Figure 7. Relationship between the runout distances and rainfall patterns 

4 Conclusions 

This paper proposes a hybrid methodology that integrates the FEM and GIMP for simulating rain-induced 

landslides, and quantitatively assesses the post-failure behaviors of slopes through runout distance. Moreover, 
the study examines the impact of five prevalent rainfall patterns (i.e., uniform, advanced, delayed, intermediate 

and intermittent) on slope stability. The respective failure times for these patterns are 14 h, 14 h, 4 h, 9 h, and 

11 h, with corresponding runout distances of 2.76 m, 2.95 m, 2.06 m, 2.31 m, and 2.55 m. The study reveals 

that relying solely on the uniform rainfall pattern may lead to biased results of both the failure timing and 

runout distance of slopes. Incorporating a widely range of rainfall patterns provides a more thorough insight 

into slope stability and enhances risk assessment accuracy. 
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Abstract 

Recent advancements in computational efficiency have enabled the application of advanced numerical models 
to solve challenging large-displacement soil structure interaction problems such as pile installation in non-
linear irreversible materials prone to softening type of behaviour. Such challenging problems however require 
specialized approaches due to material and geometrical non linearities combined to the large deformation soil-
structure interaction. This paper presents a comparison of two approaches for modelling open ended (OE) pile 
installation in soft, crushable and collapsible rocks. The first approach employs the Discrete Element Method 
(DEM), which represents the rock as separate particles bonded together, and introduces a new contact model 
for highly porous rocks. The second approach uses the Geotechnical Particle Finite Element Method (GPFEM) 
and investigates the coupled hydromechanical effects during pile installation using a robust and mesh-
independent implementation of an elastic-plastic constitutive model at large strains. The DEM approach 
explores the micromechanical features of pile plugging and unveils the mechanisms behind radial stress 
distributions inside and outside the plug. The study highlights the strengths and limitations of each modelling 
technique, providing insights into the behaviour of OE piles installed in soft rocks. 

Key words: Displacement piles, Large deformations, DEM, GPFEM, Installation, Chalk 

1 Introduction 
Designing foundations in soft, porous rocks presents a significant challenge due to the material’s complex 
mechanical behaviour. Upon loading soft rocks may crush and collapse and, if saturated, consequent pore 
water pressure build up would further reduce the effective stress. Material behaviour would then change from 
stiff elastic to a non-linear irreversible soil-like one, characterised by completely different hydraulic properties. 
Whilst for low levels of loading, an elastic response may facilitate design, the insertion of a rigid body like a 
steel pile will definitively remould the rock [1] and therefore suffer from the above-mentioned consequences. 
Small scale physical modelling in soft rocks has revealed that the damage process is completely different when 
comparing a closed-ended cone shaped pile with an open-ended (OE) tubular one [2]. For this reason, the post-
installation stress field will change depending on the geometry of the penetrating object. Current practice for 
pile design in soft rocks is moving towards cone penetration test (CPT) methods [3] where radial stress profiles 
around open-ended piles pushed into soft rocks are inferred from the CPT response. This is a promising step 
forward although it is not yet clear if such stress profiles are representative for large diameter OE piles.  

In recent years, several numerical methods able to overcome difficulties related to large deformations and 
various types of non-linearities have been developed. On one side, the Discrete Element Method (DEM), often 
used to investigate elemental soil behaviour, has been shown to be an appropriate tool that with reasonable 
computational power can be used to simulate boundary value problems (BVPs). Several boundary value 
problems including pile penetration [4,5] and screw piles [6] have been investigated using the DEM. 

On the other hand, amongst various continuum approaches, the Geo-Particle Finite Element Method (GPFEM) 
has been shown to be able to manage large deformations and address the complexities of nonlinear soil 
behaviour [7]. GPFEM has been shown to be suitable to investigate CPT installation and interpretation in 
structured ground [8]. Thanks to its robust large deformation hydro-mechanically-coupled formulation it was 
used to study installation problems in chalk in partially drained conditions [9]. 
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Both DEM and GPFEM have advantages and disadvantages. For example, whilst DEM only requires 
calibration of simple physical parameters to capture soil behaviour quite realistically at the macroscale, it is 
computationally demanding, particularly if hydro-mechanical problems need to be modelled. In contrast, 
continuum approaches were developed from the outset to solve BVPs, but strongly depend on the ability of 
the constitutive relationship used to accurately simulate soil behaviour. In this work DEM and GPFEM are 
used to investigate the installation process of an OE pile in a soft rock. Reference experimental data by [2] that 
used X-ray tomography will be used as a validation dataset.   

1 Numerical frameworks 

1.1 DEM for porous rocks 
The behaviour of rocks has been historically modelled in DEM by introducing cohesive bonds through the 
Bonded Particle Method (BPM) [10]. [11] recently developed a bond-softening damage model able to capture 
the complex pressure dependent behaviour of weakly cemented porous rocks. Such a contact model, which is 
used in this study, is defined within the macro-element framework characterized by a generalized force-
displacement failure envelop. The behaviour in the (i) normal (N), (ii) tangential (V) and (iii) bending direction 
(𝑀𝑀�) is linear elastic within the yield surface, according to Euler beam theory. The overbar symbols 𝑀𝑀� ,𝑁𝑁�  and 
𝑉𝑉�   represent the size of the yield surface on a given axis and are function of the bond tensile (𝜎𝜎0) and shear 
(𝜏𝜏0) strength. Once the combined load reaches the yield surface the bond starts accumulating damage. This 
damage variable (Dd) then affects the size of the yield surface modifying 𝜎𝜎0  and 𝜏𝜏0 through plastic softening. 
Dd depends on the irreversible displacements in the normal 𝑢𝑢𝑛𝑛

𝑝𝑝 and tangential 𝑢𝑢𝑠𝑠 
𝑝𝑝  direction and the irreversible 

rotation  𝜃𝜃𝑏𝑏
𝑝𝑝. Refer to [11] for details on calibration and model parameters. 

1.2 GPFEM of structured soils 
The GPFEM is based on a standard FEM framework that, through continuous remeshing, mitigates mesh 
distortion issues. The efficiency of the numerical approach lies in the use of low-order triangular elements 
which simplify the remeshing process. To avoid interlocking issue, a mixed formulation is used. The 
constitutive model used in this work is an extension of Modified Cam Clay to incorporate bonding [12]. In 
addition to the standard preconsolidation pressure of the unbonded material  𝑝𝑝𝑠𝑠, an extra internal variable 
related to the tensile strength of the rock (𝑝𝑝𝑡𝑡) is used to account for bonding. The shape of yield surface is 
controlled by 𝑀𝑀𝑓𝑓 while 𝑀𝑀𝑔𝑔controlles the plastic flow. The hardening internal variables evolve with deviatoric 
and volumetric plastic strains. 𝜌𝜌𝑠𝑠,𝑡𝑡 and 𝜉𝜉𝑠𝑠,𝑡𝑡 are constitutive model parameters controlling the rate of hardening 
and softening. The material parameters reported in [9] were calibrated against a combination of literature data 
and element tests on Saint Nicholas at Wade (SNW) chalk [13]. Refer to [9] for further details. 

2 Model pile simulations 
Figure 1 shows the numerical model reproducing the experimental set up for the model pile installation tests 
in SNW chalk by [2]. In the experiment a tubular pile with external diameter of 8 mm and wall thickness of 1 
mm was jacked to a depth of 2 cm in a cylinder of diameter 100 mm and length of 120 mm. The axisymmetric 
simplification of the geometry along with some geometrical quantities are represented in Figure 1. The figure 
also shows the DEM and GPFEM numerical model initial conditions. Axisymmetric conditions for DEM 
models are extremely challenging due to the particles on the symmetry axis and therefore a 3D model is used. 
The rock domain is generated using the periodic cell replication method PCRM [14]. It consists of a 
combination of different techniques aimed at speeding up large DEM models generation. To reduce the 
computational burden, the PSD of destructured chalk was upscaled by a factor of 2.1 near the pile (<0.6D) 
increasing to a factor of 4.8 at 2.5D. Considering that the damage model is framed to be scale independent the 
scaling used does not affect the calibrated parameters [11]. The maximum and minimum particle size was 0.18 
mm and 0.066 mm, respectively, with a d50 of 0.116 mm. To limit scale effects on potential plugging 
behaviour [4], this scaling value was chosen to provide a sufficient number of particles in contact with the pile 
whilst keeping the computational burden manageable. Pile wall thickness (tw) to d50 ratio is 4.0. To mitigate 
computational load and prevent boundary effects, the edges of the DEM domain are coupled with a Finite 
Difference Model (FDM).  Additional details on DEM-FDM model coupling are available in [11]. Given the 
significant stiffness contrast between the pile and the rock, the pile representation is simplified by using a rigid, 
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non-deformable wall and the installation force is obtained as the sum of the vertical contact forces. The 
GPFEM model generation is much simpler as initial conditions can be directly assigned as for classic FE 
models. Moreover, axisymmetric conditions are easily modelled with continuum methods and are hence here 
used. Although the experiments were performed pushing the pile slow enough to attain drained conditions, the 
simulations were carried out using a coupled hydro-mechanically formulation. As with the DEM model, the 
pile is simplified as a perfectly rigid wall and the installation force is measured as the sum of the contact forces. 
Boundary conditions are represented in Figure 1. 

Figure 1: Model pile tests experimental setup by [2] along with geometrical quantities and snapshots of the 
discrete and continuum numerical model initial states. 

2.1 Results 
Figure 2 compares the experimental against the load displacement curve predicted by the two numerical 
models. The general trend is very similar although the GPFEM simulation seems to underpredict the 
penetration force. There are several reasons for such discrepancy. These include for example, the constitutive 
model softening parameters or the approximation of the flat tip with a curved geometry to avoid the sharp 
corners. Figure 2 also shows contours of the radial stresses close to the pile tip. Whilst the continuum and 
discrete model results appear very similar a more quantitative comparison would be required for a proper 
comparison. 

Figure 2: Force displacement curves (left) and radial stress contours (right) at the end of installation. 
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3 Conclusions 
Two different numerical approaches, namely the DEM and GPFEM have been used to simulate open- ended 
pile installation in a soft chalk. Both procedures were able to overcome the difficulties associated with large 
displacements, large strains as well as geometrical, material and contact nonlinearities. The good agreement 
between the two methods and the experimental data indicates that both approaches are adequate for the 
investigation of open-ended pile installation in chalk 
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Abstract 

The downward trapdoor provides a valuable framework for investigating stress distribution and ground 

movement during tunnel excavation. Numerous efforts have been made to devise analytical methods based on 

experimental observations. The area above the trapdoor experiences gravitational flow, and it becomes an 

active soil pressure condition with the lowering of the trapdoor. Due to the substantial discontinuous movement 

between the trapdoor and the adjacent stationary support, significantly discontinuous deformations arise at the 

boundary between the active zone above the trapdoor and the stationary zone. This complexity renders the 

trapdoor problem challenging by traditional continuum analysis methods. To confront this challenge, the 

present study employs the Particle Finite Element Method for geotechnical applications (G-PFEM) to simulate 

the downward trapdoor problem. The effectiveness of this approach is demonstrated by replicating a model 

experiment included in the literature. The simulation captures the gravitational flow of the surrounding ground 

as the trapdoor descends, and the numerical results, encompassing stress distributions, ground displacements, 

and surface settlements, closely correspond to experimental data. Moreover, to underscore the advantages of 

employing G-PFEM, a larger displacement is applied to the trapdoor. The results indicate significant changes 

in ground displacement and corresponding earth pressure as the trapdoor displacement increases, ultimately 

leading to substantial slope failure like large deformation. 

Key words: Trapdoor; aluminium-rod; numerical modelling; particle finite element method 

1 Introduction 

The downward trapdoor is an experimental apparatus device used to investigate stress distribution changes 

and ground movement potentially occurring during tunnel excavation [1]. Various efforts have been made to 

develop analytical methods based on experimental observations. As the trapdoor descends, the area above it 

experiences gravitational flow, leading to an active soil pressure condition. Due to the large displacements 

involved and the significant discontinuous movement between the trapdoor and the adjacent stationary support, 

leading to discontinuous deformations at the edge of the trapdoor, [2] the trapdoor problem is challenging for 

traditional continuum analysis methods.  

To address this, researchers have implemented a smooth deformation gradient at the node around the trapdoor 

edge, which differs from real experimental conditions [3]. Furthermore, large displacements forming the 

sinkholes resulting from tunnel excavation cannot be adequately simulated by traditional continuum analysis 

methods. To overcome these limitations, this study utilizes the Particle Finite Element Method for geotechnical 

applications (G-PFEM) [4] to simulate the downward trapdoor problem. The effectiveness of this approach is 

demonstrated by replicating a model experiment introduced in the literature [5]. Additionally, larger 

displacements were applied to the trapdoor to investigate the mechanical behaviour of the surrounding ground. 

2 Model description 

2.1 The G-PFEM 

In this study, the Particle Finite Element Method for geotechnical applications (G-PFEM) [5] is used. G-PFEM 

is a continuum-based Updated Lagrangian method specifically designed for simulating large strain soil 

structure interaction problems, as demonstrated by Monforte et al. (2017) [6]. The approach uses continuous 

remeshing to mitigate element distortion. The computational burden associated with continuous remeshing is 
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mitigated by adopting low-order, constant strain mixed formulation triangular elements, while h-refinement 

allows for increased accuracy. Additional details can be found in Carbonell et al. (2022) [4]. 

Figure 1: Biaxial compression test simulatoin 

Table 1. Parameters for the MCC model 

E (MPa) 20 

ν 0.2 

Mf 1.6 

Mg 1.5 

ρs 125 

ps0 (kPa) 22.1 

χs 0.3 

lc (mm) 1.5 

Figure 2: Modelling of the downward Trapdoor a) Two-

dimensional trapdoor experiment apparatus (after [2]) b) 

Corresponding analysis area and boundary conditions  

2.2 Constitutive model (modelling of the ground) 

The mechanical behaviour of the aluminium rods is characterized using an isotropic hardening plasticity model 

based on the multiplicative decomposition of the deformation gradient. The yield surface and non-associated 

plastic potential are implemented through the Modified Cam Clay (MCC) model. The size of the yield surface 

in stress invariant space ( 𝑝′ − 𝑞 ) is given by the pre-consolidation stress 𝑝𝑠 ≔ �̇�𝜌𝑠𝑝𝑠(−�̂� + 𝜒𝑠 �̂�) ,

where𝜌𝑠, 𝜒𝑠 are hardening parameters and �̂�, �̂� are the volumetric and deviatoric plastic strains, respectively.

These plastic strain variables are substituted by their non-local counterparts to alleviate mesh dependency 

during strain localization. The model parameters are determined by fitting the results of biaxial compression 

tests, as depicted in Figure 1, listed in Table 1. The same parameter set is utilized for the trapdoor simulation 

except for 𝑝𝑠 which is adjusted based on the stress conditions of the ground.

2.3 Modelling of the downward Trapdoor 

Figure 2a) shows the two-dimensional trapdoor experimental setup [2]. As the trapdoor descends, the upper 

ground displaces accordingly, causing the surrounding ground to loosen. Thus, the trapdoor can model the 

loosening of the surrounding ground during activities such as tunnelling or mining. 

Only a half-section was set as the analysis area, considering the plane-symmetry of the experimental setup. 

The analysis area and the boundary conditions are shown in Figure 2b). The trapdoor is modelled by a rigid 

wall, and a downward displacement is applied on the wall to simulate the lowering of the trapdoor in the 

experiment. With the lowering of the trapdoor, the upper ground is moving with gravity. The contact forces 

on this rigid wall were compared with the earth pressure on the trapdoor. It's important to note that in our 

approach, as for the experiments, we uniformly apply the same displacement across the entire plate. This is 

different from some other studies, where a smooth deformation gradient is used around the edge of the trapdoor 

to prevent mesh-interlocking issues caused by the highly discontinuous deformation at that edge.  

In the trapdoor experiment, the aluminium rods flow into the space created with a lowered Trapdoor and 

adjacent plates. Therefore, a rigid vertical wall plate is set on the edge of the trapdoor to create the same space 

as the experiment that can control the horizontal movement of the ground. In the simulation the trapdoor is 

lowered to 10 mm.  
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Figure 3: Surface settlement profile Figure 4: Variation of loosening earth pressure 

Figure 5: Earth pressure distribution Figure 6: Variation of the earth pressure distribution 

3 Results and discussion 

3.1 Comparison with the experimental result 

The surface settlement and earth pressure observed in the trapdoor experiment and G-PFEM are compared to 

validate the numerical simulation performance. Figure 3 illustrates the surface settlement profile, indicating 

that the maximum settlement occurs at the centre of the trapdoor with nearly identical values in both 

experiment and analysis. However, the settlement on the trapdoor is larger in the analysis compared to the 

experiment. Figure 4 presents the variation of the loosening earth pressure acting on the trapdoor. The earth 

pressure is calculated by dividing the contact force by the corresponding acting area size (mesh size). The 

loosening pressure is then obtained by averaging the earth's pressure. The experimental and simulation results 

show an initial rapid decrease in loosening earth pressure, followed by a stabilization phase. This observation 

suggests that the simulation effectively captures the experimental findings. Figure 5 compares the earth 

pressure distribution when the trapdoor is lowered to 0.1 mm and 2 mm. Both the earth pressure acting on the 

trapdoor and the surrounding stationary zone closely align with the experimental results. Additionally, the 

variation of the earth pressure distribution curve with trapdoor descent is accurately captured by the simulation. 

3.2 Variation of the earth pressure distribution and ground movement 

Figure 6 depicts the temporal evolution of the variation in earth pressure distribution. Up to a 3mm descent of 

the trapdoor, minimal changes in distribution are observed. However, upon reaching a 5mm descent, there is 

an increase in earth pressure at the stationary zone, accompanied by a slight decrease in the relaxed earth 

pressure acting on the trapdoor. Notably, descent up to 10mm reveals significant deformations resembling 

landslides occurring in the surrounding ground. These changes in the earth pressure distribution can be 

attributed to subsequent alterations in ground movements, as will be explained later. 

3.3 Ground movement with lowering trapdoor 

Figure 7a) illustrates the displacement of the surrounding ground caused by the lowering of the trapdoor, 

represented as a percentage relative to the lowering displacement of the trapdoor at each step. It is evident 

from the figure that the ground above the trapdoor moves downward concurrently with the descent of the 

trapdoor. This observation aligns with findings from previous studies, indicating that in cases of shallow 

overburden, the ground surface directly mirrors the displacement of the trapdoor. When the descent of the 
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trapdoor is less than 3mm, the subsidence pattern of the surrounding ground remains relatively consistent. 

However, when it exceeds 5.0mm, deformation of the surrounding ground occurs over a wider area. 

Figure 7: Development of a) ground displacement; b) shear band 

Figure 7b) shows the shear zones generated by the movements of the surrounding ground formations. In the 

initial stage of displacement (0.5 mm in Fig. 7b)), inclined shear bands emerge slightly from the edge of the 

trapdoor and vertically extend towards the ground surface. As the displacement progresses, these shear bands 

gradually expand to the stationary zone, developing a large inverted triangular shape.  

This observation suggests that for trapdoor displacements larger than 5 mm, the ground on the stationary zone 

becomes an active earth pressure zone, causing the upper ground soil to flow towards the trapdoor side. It is 

believed that these changes, including the gradual enlargement of the influence area of the surrounding ground 

due to the lowering of the trapdoor, ultimately lead to the collapse of the surrounding ground. This large 

deformation results in the redistribution of earth pressure (load redistribution), as depicted in Figure 6. 

4 Conclusions 

In this short paper, the applicability of the G-PFEM to model the trapdoor problem is validated through 

comparison with experimental results from the literature. The potential for further studies using G-PFEM are 

also discussed. We show that: 

a) G-PFEM offers the advantage of simplifying and clarifying trapdoor displacement modelling, as it can

directly apply large localized displacements. The simulation results demonstrate good agreement with the

experimental results for surface settlement, load distribution, and temporal changes in loosening pressure.

b) for large trapdoor displacements, the surrounding ground tends towards a slope failure-like mode,

accompanied by corresponding changes in load distribution. This suggests the potential for simulating

surrounding ground failure due to large trapdoor displacements, enabling discussions of tunnel excavation

stability in scenarios involving significant failures such as sinkholes.
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Abstract 

In view of  the significant stress loss induced by stuructural collapse when simulating high-porous soft rocks 

using traditional damage bond models in DEM (discrete element methd) modelling, a novel damage bond 

contact model is proposed to capture the ductile failure of high-porous cemented soft rocks. To address the 

unrealistic physical contact distribution resulting from the use of spherical particles in DEM modelling and 

consider the physical presence of broken bonds, far-field interaction is introduced between grains when two 

untouched particles reach a specific activation gap, enabling the genration of stable, highly porous open 

structure samples while using spherical DEM particles. The final results demonstrate that this newly 

developed model facilitates the transition from the purely elastic rock-like behaviour stage to the transitional 

ductile failure stage of porous soft rocks, as well as reproduces the softening/hardening response of soft 

rocks under different confinements. 

Key words: DEM contact model; High-porous bonded soft rock; Far-field interaction; Micro mechanics. 

1 Introduction 

In general, rocks with an unconfined compressive strength (UCS) within the range of 0.5 to 25 MPa are 

collectively referred as soft rocks [1]. Typical examples include chalk, calcarenites and porous tuffs. Typical 

microstructure of soft rocks is usually characterised by angular grains connected by a chemical bond formed 

during their sedimentation and diagenesis process. This configuration often leads to a high-porous structures 

characterized by inter and intra-granular voids. Due to this, soft rocks exhibit unique mechanical responses, 

showing elastic rock-like behaviour transitioning to soil-like behaviour induced by the damaged 

microstructure during loading [2]. Under triaxial loading conditions, the behaviour depends on the 

confinement, as two competing effects develop in the sample: i) softening induced by bond degradation and 

ii) hardening attributed to the granular structure resulting from the rearrangement of particles. These two

microscale effects are at the base of the complex behaviour oof soft rocks.

In recent years, there has been a growing trend in constructing engineering projects on porous rocks. For 

example, monopiles supporting offshore wind turbines built on the chalk in the North Sea [3] require a more 

economic foundation design while the intricate mechanical characteristics of high-the material poses 

challenges in assessing foundation bearing capacity, often leading to conservative designs. From a numerical 

perspective, the key to developing an improved foundation design lies in using advanced models enabling a 

comprehensive reproduction the complicated mechanical behaviour. Over the past few decades, several 

constitutive models based on plasticity theory and considering damage to cemented bonds, as well as models 

considering bond degradation based on macro-element method, have been proposed [4] [5]. However, these 

models regard soft rocks as continuous mediums and would require continuum modelling frameworks able 

to manage discontinuities and large deformations. These include PFEM [6], MPM [7], XFEM [8]. 

As an effective approach to address discontinuity issues, there are currently numerous models developed 

based on the DEM to describe the behaviour of cemented soft rocks. These models primarily focus on 

replicating the damage induced softening of cemented bonds to capture the ductile failure of soft rocks. For 

example, Nguyen et al. [9] proposed a damage bonded model by considering the bond damage caused by 

tension and shearing, where the evolution of bond damage follows an exponential damage law attributed to 

the plastic deformation of the bond. Subsequently, a new model incorporating compressive damage was 

developed by Senanayake et al. [10] based on Nguyen et al. [9]’s work. Zheng et al. [11] provided a damage 

DEM model for bonded rocks that can reflect bond damage caused by compression, tension, shearing and 

rotation. Nonetheless the above-mentioned models are still limited in comprehensively capturing the 

behaviour of high-porous soft rock because unbonded contacts are only created after bonds breakage, 

resulting in significant stress loss in numerical samples during loading. In reality, bond degradation is a 

progressive process, and the initial intact bond can be degraded into several segments [12], some fragments 
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can still transfer the load even though the bond structure is completely broken. To improve the 

computational efficiency, most DEM models do not incorporate bond fragments in the model, leading to the 

inability of numerical broken bonds to transfer the load. In addition, most DEM models use spherical 

particles to decrease computational burden, hence posing significant challenges in capturing realist porosities 

of the remoulded rock. 

To comprehensively consider the physical presence of broken bonds and contact distribution of irregular 

particles, a far-field interaction is introduced based on Zheng et al. [11]’s damage model. The performance 

of this newly developed model is then evaluated through simulating isotropic and triaxial tests, showcasing 

its promising ability to capture the typical behaviour of high-porous bonded soft rocks. 

2 Limit of current damage bond model 

Although current damage model has been proven to reproduce the response of soft rocks in both lab and 

BVP (boundary value problem) tests, its ability to reproduce the behaviour of high-porous soft rocks 

(porosity >0.5) still needs to be investigated. Triaxial (𝜎3 = 1MPa) and isotropic tests are simulated to

demonstrate the incapability of current damage models to simulate high-porous rocks (porosity=0.52). The 

PSD of the numerical sample can be found in Zheng et al. [11]. A cylinder-shaped numerical sample is 

created, comprising approximately 18k particles, with dimensions of 240mm in height and 120mm in 

diameter with an upscaling ratio is 50. Where interparticle bonded contact forces are calculated based on 

Zheng et al. [11]’s work and related model parameters are summarized in Table 1. As indicated in the table 

model parameters listed can be categorized into three families. Elastic parameters, which includes the 

particle effective modulus (bond effective modulus)  𝐸𝑚𝑜𝑑 (�̅�𝑚𝑜𝑑) and the particle normal-to-shear stiffness

(bond normal-to-shear stiffness) 𝜅∗( �̅�∗). Strength parameters, including tensile strength 𝜎𝑡 , compressive

strength 𝜎𝑡 and cohesion 𝐶. Softening parameters 𝑢𝑐
𝑛, 𝑢𝑐

𝑠  and 𝜃𝑐
𝑏 , controlling the bond damage rate in the

normal, shear and rotation directions. 

Simulated results are shown in Fig. 1. Unlike the ductile failure observed in most experiments (see Fig. 1 left 

from Lagioia & Nova [2]), a completely stress loss happens after initial elastic stage in both two elements 

tests (Fig. 1 middle and right). In isotropic tests, samples need to undergo significant compression 

deformation to restore the previous stress level. From a microscopic perspective, this is because, during the 

fracture of most bonds, the physical contacts between particles are not sufficient, and numerical samples 

cannot establish a stable microscopic structure to withstand external loads. Slowing down the softening rate 

of bonds slightly decreases the effect, but not sufficiently to properly reproduce the post-peak observed. 

Moreover decreasing the softening rates lead to non-realistic shearing responses. 

Fig. 1:  Experimental (left) and simulated (middle and right)  isotropic and triaxial tests without far-field 

interaction. 

3 Far-field interaction 

To replicate the behaviour of high-porous soft rocks in DEM modelling is important to capture the rock 

response during the destructuration stage. Capturing the collapse caused by bond breakage and accurately 

account for the introduction of unbonded contacts is key. To overcome the limitations shown in the previous 

section the concept of far-field interaction is introduced.  

An irregular intact bond fractures into several fragments, with some active fragments capable of transferring 

load between grains even after bond breakage. However, in DEM modelling, broken bonds are deleted. To 

replicate this process, far-field interaction is here introduced to consider the physical existence of broken 
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active fragments, as shown in Fig. 2. The introduction of far-field interaction replaces the function of 

transiting interparticle loads by active segments of the fractured bond, without affecting the computational 

efficiency of the model. Furthermore, Fig. 2 also presents another scenario to account for the far-field 

interaction—physical contact due to irregular particles in real rock samples. The use of spherical particles 

cannot accurately replicate a genuine physical contact distribution, as there should be more physical contacts 

surrounding a specific grain compared to when using spherical particles. A similar concept has been reported 

in Hentz et al. [13].  The unboned contact force introduced by the far-field interaction is updated 

incrementally according to the linear contact model, while the bonded contact is calculated following Zheng 

et al. [11]’s model, the total contact force of the contact is the sum of these two types of contact forces. 

Table 1. Model related parameters. 

Parameter Family Value 

𝑬𝒎𝒐𝒅 

Elastic 

0.83GPa 

�̅�𝒎𝒐𝒅 4.5GPa 

𝜿∗( �̅�∗) 4.5 

𝝈𝒄 

Strength 

30MPa 

𝝈𝒕 10 MPa 

𝑪 10 MPa 

𝒖𝒄
𝒏 (𝒖𝒄

𝒔) 
Softening 

0.0305𝑑00 m

𝜽𝒄
𝒃 0.01rad 

Far-field interaction in DEM modelling entails generating unbonded contacts between untouched spherical 

particles. The activation timing of the far-field interaction depends on the gap between two particles, denoted 

as 𝑔𝑎. To investigate the effect of far-field interaction, setting  𝑔𝑎 = 0.17𝑑00 based on the numerical bonded

sample created in section 2, where 𝑑00 is the minimum particle diameter of the rock grains. The results, with

and without the far-field interaction, are compared in Fig. 3. In contrast to the results in Fig. 1, introducing 

the far-field interaction leads smaller stress loss allowing to achieve a transition from brittle to ductile failure 

of the sample. Furthermore, the numerical sample replicates similar responses to high-porous soft rocks 

under different confinements. As for typical experiments in the literature (data in Fig.3 right from Lagioia & 

Nova [2]), the sample subjected to 4 MPa confinement exhibits a typical three-stage response (elastic-

destructuration-hardening), while the sample under 1 MPa confinement shows a continuous softening. 

Fig. 2: Schematic diagram of the far-field interaction: (left) Far-field interaction considering the physical 

contact of irregular particle and (right) considering the physical presence of broken bond. 

Fig. 3: Simulated isotropic (left) and triaxial (middle) tests without far-field interaction; typical experimental 

TX response (right). 
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4 Conclusions 

To address the brittle failure when simulation high-porous soft rocks using DEM, the concept of far-field 

interaction is introduced to account for the physical presence of bonds fragments. Such far-field interaction 

enables the rock's response to transition from rock-like to soil-like without stress loss whilst still using 

spherical particles. The model is shown to be able to capture diverse shearing responses of soft rocks under 

varying confinements. This highlights the potential of the newly developed damage bond model to 

accurately replicate the behaviour of high-porous soft rocks for large scale simulations. 
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Abstract. This work evaluates the use of the Material Point Method (MPM) with continuum damage-
plasticity to model fracture for the use of a combined pre- and post-failure simulation. MPM is used to
allow for large deformations and geometry changes without mesh distortion and damage diffusion. An
integral non-local continuum damage model is used to model brittle fracture, which avoids the mesh-
dependency issues exhibited by local models. The modelling approach is demonstrated on chalk cliff
collapse problems, where the final state of the rock formation after the failure is of importance and
critically linked to further failure processes.

Key words: chalk cliff collapse; post failure, large deformation, brittle fracture, damage-plastic

1 Introduction

Cliff collapse represents a significant danger to communities that are situated or operate near cliff fronts
[1], causing damage when the debris falls down onto the beach-front below, but also posing a hazard
to structures and people situated at the top of the cliff. Coastal chalk cliffs ranging from 10m to 100m
tall are a prominent feature around South-Eastern United Kingdom, Northern France, and Germany [2].
These cliffs experience very high rates of erosion, making them a geo-hazard that must be evaluated
carefully. The chalk cliffs tends to undergo brittle failure when under moderate shear and tensile loads of
≈ 1MPa [3]. Collapse causes large piles of debris to form around the base of the cliffs, which provides
stability and helps protect the cliff from further collapse [2]. It is therefore important to not only under-
stand the initiation of failure, but also the mass transport and post-failure behaviour of the collapse to
accurately model recurrent failures. Modelling both the fracture and mass transport of the collapse is not
trivial with the Finite Element Method (FEM), due to the large deformation run-out causing highly dis-
torted meshes that introduce numerical issues. Pre-failure FEM-based models of chalk cliffs have been
presented in [3] and [4], evaluating the effects of geometry and shear strength in a linear elastic or elasto-
plastic setting. This paper uses the Material Point Method (MPM) [5] to allow for large deformation and
geometry changes, while using damage and plasticity to model failure and collapse.

2 Material Point Method

The MPM [5] combines an Eulerian computational mesh with Lagrangian material points (MPs) that are
allowed to move through the mesh. Multiple discrete bodies in a system are approximated as groups of
MPs, and as such geometry changes are represented by the motion of MPs. As the mesh is reset at the
beginning of every step, it may never become degenerate. A key advantage of the MPM is that history
dependant variables are stored and used on the MPs, so fields like damage cannot suffer any numerical

1
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diffusion.

The MPM uses finite element machinery, with interpolation (or shape) functions, Svp, linking the ver-
tices of the mesh, v, with the MPs, p. The momentum balance equation is solved at the nodes of the
background mesh, with the strong form:

ρ
Dv
Dt

= ∇ ·σ+ fb, (1)

where ρ is the density of the body with a velocity, v, which is subject to body forces, fb that generate a
Cauchy stress field, σ. Applying Galerkin’s method, discretising and approximating the volume integrals
over the body Ω as summations over MPs, each representing a volume, Vp, and associated mass, mp, we
arrive at an equation that may be solved explicitly at the nodes

Mvav =
Nmp

∑
p

∇SvpσpVp +
Nmp

∑
p

Svpmpg, (2)

where Mv is the nodal mass matrix (in this case lumped and diagonal). Once accelerations av, and
subsequently velocities are found at the nodes, the velocity of the MPs are found by interpolating from
nodes to MPs. The MPs are then advected in space, and the original computational mesh discarded and
reset (or redefined).

3 Continuum damage

The use of continuum damage combined with plasticity allows for modelling progressive failure of ma-
terial under combined tension and shear loading [6]. In linear elastic damage, based on the strain equiv-
alence hypothesis that the undamaged strain is equal to the damaged strain ε = ε, the undamaged stress
σ can be related to the actual damaged stress state σ via

σ = (1−d)σ = (1−d)[De]ε = (1−d)[De]ε. (3)

Here a uniform single scalar isotropic degradation function is shown, where 0 ≤ d ≤ 1 is the scalar
damage (0 represents an undamaged material), and [De] is the elastic constitutive matrix. As in [6], this
is weakly coupled with a plasticity model based on a Mohr-Coloumb yield surface where plasticity acts
in the undamaged stress space, and damage effectively acts as a softening law. By separately degrading
the volumetric and deviatoric components it is possible for a tensile-compressive split in degradation,
such as

σ = (1−gv(d, tr(σ)))tr(σ)+(1−gd(d))(σ− 1
3

tr(σ)) (4)

The aim of the model is to have some residual shear and compressive strength, governed by the limits of
the functions gv and gd as d → 1. Stress is updated with a local elastic-predictor plastic-corrector, and
Eq. (4) is then used as a non-local damage-corrector to map the undamaged plastic stress into damaged
space. The current damage level is set by a viscous-regularised maximum stress history κ and a softening
parameter η, via an exponential softening function. A characteristic time τ enforces a maximum damage
increment rate. A damage criteria is required to define the driving stress Y which updates κ, here a form
of Drucker-Prager criterion is used

Y =
3

3+ tanθ

(√
3J2 +

I1

3
tanθ

)
(5)

2
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where I1 and J2 are the first and second invariant of the undamaged Cauchy stress and its deviator, and θ
is the damage frictional angle. The driving stress is regularised with a non-local integral scheme [6], to
avoid mesh dependency in the strain softening.

4 Numerical results: Joss Bay case study

An example of chalk cliff collapse measured in [7] and analysed in [4] with FEM and a Mohr-Coloumb
model is analysed using the proposed MPM framework. The cliff is modelled as a homogeneous chalk
material, of density 1700kgm−3, with initial Young’s modulus E = 1GPa and Poisson’s ratio of ν= 0.24
[4]. A 2D plane strain section of height H = 15.5m, with a length of 2H is considered. The front of the
cliff has three main features: a sloped lower section with an angle of around 78 degrees, a wave cut notch
Ln = 0.5m at the foot with an angle of 45 degrees, and an initial tension crack 2.2m back from the cliff
front [7].

78◦

Initial crack
0.5H

2H

45◦

H = 15.5 m

0.15H

Figure 1: Numerical problem setup

Strength parameters of the plastic model are taken as the highest possible bound of cohesion c= 1000MPa,
and friction angle φ = 50◦, with zero dilatancy. It is assumed that under compression the residual bulk
modulus of the material is reduced to 1 %, the tensile bulk modulus vanishes to 1×10−7%, and the shear
modulus of the material is varied from 1−0.5 %.

The damage criteria parameters are: a frictional angle θ = 60◦ and tensile initiation stress σ f = 20kPa
inferred from [4], a ductility of η = 5, giving a very low fracture energy ≃ 10Jm−2, and the viscous
characteristic time is taken as τ = 1 s. Experimentally finding a length scale is possible, however here it
is numerically taken as lc = 0.18 m - a patch size roughly 4 times the mesh resolution.

As seen in Fig. 2, the shape of the debris pile is highly sensitive to the residual strength of the chalk. In
Fig. 2a the very small residual strength causes a highly mobilised flow of chalk forming a debris pile
similar in angle θ ≃ 15◦ to larger collapses in [2]. In Fig. 2b the larger residual shear strength causes
a steeper pile - more closely matching the measured 44◦ debris angle in [7], with a qualitatively more
intact debris texture.

5 Observations

The MPM shows promise for modelling cliff collapse in pre and post failure behaviour, and that it may
be used for forward modelling of other brittle cliff collapse such as in marine ice cliffs. It was found
the use of plasticity and isotropic damage allows for the modelling of shear failure under gravity driven
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(a) Residual shear strength 0.5 %
φresidual = 30◦
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(b) Residual shear strength 1 %
φinitial = φresidual = 50◦

Figure 2: Numerical results

loads, with the damage model allowing for non-local softening behaviour and plasticity de-activating the
damage at large inelastic strains. Numerically the shape of the chalk debris post failure is highly sensitive
to the residual shear strength, further work should find a meaningful way of calibrating this parameter.
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Abstract. The thickness of shear bands, which form along slip surfaces during certain modes of geotech-
nical failure, depends directly on the size of the soil particles. Classical continuum models, however, are
invariant to length scale, so the strain localisation zone cannot converge to a finite size when employ-
ing numerical techniques such as the finite element method. Instead, the present approach adopts the
micropolar (Cosserat) continuum, a weakly non-local higher-order theory which incorporates a charac-
teristic length and allows independent rotations of the material micro-structure as well as transmission of
couple stresses. As a result, strain can localise naturally in micropolar continua to form realistic finite-
sized shear bands. By extending an elastic finite-strain micropolar implementation of the material point
method (a numerical method well-suited to modelling large deformation problems) with an elasto-plastic
constitutive model suitable for geomaterials, this novel combined approach will provide a powerful tool
to analyse numerically challenging localisation problems in geotechnics.

Key words: micropolar; Cosserat; material point method; strain localisation

1 Introduction

When modelling geotechnical failure events with conventional mesh-based techniques underpinned by
a classical continuum theory, two key problems arise. The first concerns the magnitude of deformation
generally brought about by such events. Attempts to use numerical techniques like the finite element
method (FEM) here can lead to severe distortion of the mesh – and, in extreme cases, element inversion
– such that the method begins to falter and accuracy is not guaranteed, if a solution can even be produced
at all. Moreover the remedial task of subsequently re-meshing the deformed domain only brings further
problems, particularly surrounding projection of history variables and the increase in computational cost
and algorithmic complexity. Far better suited to modelling such large-deformation problems are the
various particle-based methods which are not, conversely, hindered by any deviation from an initial
geometry. Here we introduce the material point method (MPM) [1], a particle method which utilises
a mesh only for the purpose of computations – not for tracking the material – which is reset for each
time- or load-step and does not therefore experience significant distortion. Although the material body
is discretised into particles, the MPM has a commonality with much of the FE idiom through the way
it operates on the mesh, readily allowing for implementation of FE formulations. This is the method
adopted for this work.

The second problem is less insidious but far more fundamental and more complicated to remedy. Shear
failure in geomaterials usually occurs in concentrated regions called shear bands in a process known as
strain localisation. But because shear bands represent a sharp discontinuity in the displacement field, if
the underlying partial differential equation (PDE) used to describe the event has the local displacement as
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its sole primary field variable – and does not impose an artificial smoothing technique – then it loses one
of its conditions for ellipticity (or hyperbolicity in the case of dynamic analysis). The governing system
is now ill-posed for the problem at hand and will not produce reliable results; numerical simulations do
not converge to a particular failure load or shear band thickness with mesh refinement, and are instead
fully mesh-dependent.

Our chosen solution is to supplant the classical approach with micropolar (or Cosserat) theory [2], which
supposes that the rotation of each element of the micro-structure is independent of the rotation of the sur-
rounding continuum. The independent micro-rotations and their spatial gradient (curvature) regularise
the ill-posedness of the PDE, smoothing the solution field around the shear band with respect to a length
scale which is generally taken to be indicative of the size of the micro-structure (e.g. the diameter of a
soil particle). Numerical simulations based on the micropolar continuum can therefore reliably predict
shear bands with a thickness depending on the scale of the constituent micro-structure, as observed in
real localisation events.

This paper details an approach building on [3–6], whereby the geometrically-exact micropolar theory
is extended for elasto-plasticity with a pressure-dependent yield surface, and implemented within the
MPM. A cursory overview of the adopted continuum theory and numerical method is given, and further
details including numerical examples will be provided during the oral presentation.

2 The micropolar continuum

2.1 Kinematics

With reference to Figure 1a, a micropolar continuum occupies a volume Ω in its current (deformed)
configuration. The translation vector ui emanates from the Cartesian reference position Xi of each point
in the undeformed volume Ω0 to its current position xi in Ω, and the deformation gradient tensor Fiθ =

∂xi
∂Xθ

provides the fundamental link between reference and current coordinates. At every point in the micro-
continuum there exists a rigid body, attached to which is a set of axes that are free to rotate independently
of deformation occurring at the continuum scale. Each rotated axis wi in the current configuration is
related to its counterpart Wψ in the reference configuration via wi = QiψWψ, where Qiψ ∈ SO(3) is a
proper orthogonal tensor termed the micro-rotation tensor. The rotation may also be parameterised as
a vector ϕk, identified as the axis of rotation with the angle its magnitude. A skew-symmetric tensor
Φi j =−ei jkϕk (where ei jk is the third-order Levi-Civita, or permutation, tensor) is then used to compute
the micro-rotation tensor using the (Euler-)Rodrigues formula

Qiψ = δiψ +
sin |ϕ|
|ϕ| Φiψ +

1− cos |ϕ|
|ϕ|2 Φi jΦ jψ, (1)

where δiψ denotes the Kronecker delta and |ϕ| is the magnitude of ϕk. For our purposes, two spatial
measures are used to quantify micropolar deformation: a stretch tensor, and a measure of the rotation
gradient named the left curvature tensor which endows the theory with its non-local property

Vi j = FiθQ jθ and ki j =−1
2

QiγeγτηQpτ
∂Qpη

∂Xπ
Q jπ. (2)

A multiplicative elasto-plastic split is assumed for both the deformation gradient Fiθ = Fe
iAF p

Aθ and the
micro-rotation tensor Qiθ = Qe

iAQp
Aθ, where the superscripts denote the elastic and plastic parts. Hence
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the elastic stretch is defined V e
i j = Fe

iAQe
jA and the curvature simply decomposes additively:

ki j = ke
i j + kp

i j. (3)

2.2 Elastic constitutive laws and balance equations

The Cauchy stress σi j and couple-stress mi j (moment per unit area) are obtained from the elastic defor-
mation measures using a neo-Hookean hyperelastic model [3]

Jσi j =
λ
2
(J2 −1)δi j +µ(V e

ikV
e
jk −δi j)+

κ
2
(V e

ikV
e
jk −V e

ikV
e
k j) (4)

Jmi j =Vik(αke
llδk j +βke

k j + γke
jk) (5)

where J = det(F) is the volume ratio between the original and deformed states, and λ (first Lamé con-
stant), µ (second Lamé constant), κ, α, β and γ are constitutive parameters. An internal length scale L
is then given by L =

√
(β+ γ)/2µ. The spatial forms of linear and angular momentum balance in the

quasi-static case read

∂σi j

∂x j
+ pi = 0 and

∂mi j

∂x j
− ei jkσ jk +qi = 0, (6)

where pi and qi are the body force and body couple respectively.

2.3 Elasto-plastic constitutive model

This formulation uses a conventional elastic predictor-plastic corrector algorithm to map the stress state
at a material point onto the yield surface f , which has the Drucker-Prager form [5]

f =
√

3J2 +
A
3

σkk − c (7)

using the modified second invariant J2 of deviatoric stress si j = σi j − 1
3 σkk,

J2 = a1si js ji +a2si jsi j +
a3

L2 mi jm ji (8)

where a1, a2 and a3 are heuristics, and constants A and c which are related to the material’s internal
friction, dilatancy and cohesion. The yield function is satisfied through the use of plastic flow rules which
chart the evolution of the elastic stretch and plastic curvature – see [3] for an implicit implementation.

3 Numerical formulation

To initialise an MPM analysis, the material is discretised into a number of Lagrangian material points
which occupy a grid of elements joined together at nodes. All history variables including volume, stress,
strain, force and translation are tracked using the MPs. In each step, the requisite quantities are mapped
from the MPs to the nodes using grid shape functions in order to perform a standard FE-type computation.
Once the nodal solution is obtained, it is then mapped to the MPs and their positions and state variables
are updated. At this point, the grid is reset to its initial position ready for the next step. This process
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(a)

MPs to nodes

reset grid

solve at nodes

update MPs

(b)

Figure 1: (a) the total kinematics of a micropolar continuum, with the rotational elements shown in blue;
(b) the main steps of an MPM algorithm, reproduced from [6].

is then repeated for as many time- or load-steps the analysis requires. See Figure 1b for a graphical
overview of a general MPM algorithm.

Although our general approach to modelling strain localisation in geomaterials has been set out, the
format of this contribution limits any further elaboration of the formulation or presentation of examples.
Specific details of the implementation of elasto-plastic geometrically-exact micropolar theory within the
MPM will instead follow in the oral presentation. It is hoped that this novel numerical tool will offer a
more robust and reliable way to analyse challenging localisation problems involving large deformations
such as landslides.
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Abstract. The mechanics of cone penetration in CPTu tests in a silty clay was investigated with the
PFEM, using a recently proposed finite deformation plasticity model for natural geomaterials – the
FD MILAN model – which incorporates the bond strength Pt as an internal variable quantifying the
effects of structure, and is equipped with a characteristic length ℓc to regularize the numerical solu-
tions in presence of strain localization. The results of the PFEM simulations show that the deformations
around the piezocone are strongly affected by the characteristic length. In particular, when ℓc/R is suf-
ficiently small, the deformation field may be affected by clearly visible shear bands. The soil around
the piezocone is subjected to a very strong destructuration process, which leads to the complete loss of
bond strength in a large region around the cone tip and shaft. As a consequence, the use of literature
empirical correlations in the interpretation of the CPTu test data in heavily structured soils could result
in a significant underestimation of both the undrained strength and the overconsolidation ratio of the soil
deposit.

Key words: CPTu tests; Natural clay soils; Strain localization; Nonlocal plasticity; PFEM

1 Introduction

In recent times, the analysis of CPTu tests performed with piezocones, i.e., standard electric penetrome-
ters equipped with pore pressure transducers, has attracted significant interest in the research community.
Conventional interpretation methods of CPTu tests are typically based on empirical or semi–empirical
approaches adopting quite simplified assumptions about the deformation field around the cone tip. In
reality, the deformation field induced by the cone penetration may be much more complex. The aim
of this work is to use the Particle Finite Element Method (PFEM, [1]) to investigate in more detail this
particular aspect of the problem and its impact on CPTu measurements.

2 Piezocone test in a saturated structured soil

In a typical CPTu test, a standard piezocone with radius R = 1.78 cm and a cone tip angle of 60◦ is
inserted in the soil body at a constant penetration speed of 2.0 cm/s. At any penetration depth, the cone
resistance qc is computed as the ratio Fc/Ac between the resultant force acting at the base of the cone, Fc,
and the cone base area, Ac = πR2. The piezocone is equipped with two pore pressure probes, located at
the cone mid–height and at its base, where the pore pressure u is calculated as the cone advances.

In the present study, the penetration process has been modeled as an axisymmetric problem, considering
a limited penetration depth of 20R, in a soil mass characterized by a constant initial effective stress state
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with σz0 = 100 kPa, σr0 = K0σz0 and K0 = 0.6, and a constant zero initial pore water pressure (i.e., both
soil unit weight and the specific weight of water were set to zero). The isotropic hardening elastoplastic
constitutive model for finite deformations – the FD MILAN model – recently proposed by the Authors [2]
has been adopted for the soil. The model, based on the multiplicative decomposition of the deformation
gradient, incorporates two scalar internal variables: the preconsolidation pressure Ps, which accounts for
the hardening/softening effects due to volumetric and deviatoric plastic strains, and the bond strength
Pt , which quantifies, from a macroscopic point of view, the effects of material fabric and interparticle
bonding. The FD MILAN model was calibrated on experimental data from a soft natural silty clay,
the Osaka clay, provided in ref. [3], which has been chosen as a representative natural structured soil
deposit. The material constants adopted in the simulations are provided in Fig. 1. The preconsolidation
pressure Ps0 of the soil was set equal to 120 kPa, while two different structure levels were considered,
namely a weakly structured soil (Pt0 = 5 kPa) and a strongly structured soil (Pt0 = 60 kPa). In this last
case, the brittle behavior resulting from the softening process associated to destructuration makes the
soil susceptible to strain localization. In order to deal with this phenomenon, the model is equipped with
a non–local version of the hardening laws, incorporating a characteristic length ℓc which controls the
thickness of the shear bands [4].

3 PFEM simulation of cone penetration

A series of PFEM simulations of CPTu tests in saturated Osaka clay was performed to investigate the
effects of the characteristic length, ℓc, adopted for the soil and of its initial bond strength, Pt0. As the
effects of soil permeability on the computed CPTu results were discussed in refs. [5, 6], kh was kept
constant and equal to 1.0e-8 m2/s/kPa. A fully coupled hydromechanical setting was adopted, using the
mixed u–Θ–pw formulation of ref. [1].

The contour maps of the accumulated plastic deviatoric deformation, E p
s , and of the bond strength, Pt ,

obtained in simulations r01 and r02 at two different penetration depths are shown in Fig. 1. The results
in the top row refer to a characteristic length ℓc/R = 0.14, while those in the bottom row to ℓc/R = 0.42.
When the characteristic length is small, the plastic deviatoric strain field displays clearly visible shear
bands, which originate in correspondence of the piezocone sleeve and then propagate downwards until
they reach the cone axis well below the cone tip (Fig. 1a, top row). As the cone advances, the zone of
soil between the tip and the shear band is deformed until the shear band disappears. At the same time,
a new shear band is initiated at the cone flank and the localized deformation mechanisms is replicated
again over and over. During the penetration process, the destructuration process going on around the
advancing piezocone is indeed quite strong (Fig. 1b, top row). Almost complete degradation of the bond
strength is occurring in a zone of soil which extends below the cone tip by 2–3 times the cone radius R,
and laterally by about one cone radius from the piezocone shaft. The geometry of the destructured soil
regions closely follow the pattern of shear bands observed in Fig. 1a.

As the characteristic length scale increases to ℓc/R = 0.42 the pattern of the deviatoric plastic strain is
significantly different (Fig. 1a, bottom row). At the same penetration depths, the contours of E p

s evolve
in a much more regular fashion, following the shape of the cone (Fig. 1b, bottom row). This depends on
the fact that the shear band width increases with ℓc, and for the large value of ℓc/R adopted in simulation
r02, the thickness of the eventual shear bands become of the same order of the cone radius, making the
bands almost undetectable.
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Figure 1: Contour maps of: a) accumulated plastic deviatoric strain E p
s at two different time stations, with ℓc/R =

0.14 (top row) and ℓc/R = 0.42 (bottom row); b) bond strength Pt at two different time stations, with ℓc/R = 0.14
(top row) and ℓc/R = 0.42 (bottom row).

The computed average values of the net cone resistance qn = qc−σz0 in the four simulations are reported
in Tab. 1. The adopted value of the characteristic length has only a minor impact on the test results for
both values of Pt0 considered, with differences smaller than 4%. On the contrary, the initial bond strength
has a much larger impact on the simulation results, with qn increasing by about 100 kPa as Pt0 increases
from 5 kPa to 60 kPa. Further insight on the computed results can be obtained by interpreting them in
terms of existing correlations with conventional indicators of the soil behavior such as: a) the peak and
ultimate undrained shear strength (sp

u and su
u), and b) the yield stress in oedometric compression (σy).

These quantities, calculated with the FD MILAN model for the two different initial states considered,
are reported in Tab. 1. By normalizing the net cone resistance with the two values of the undrained shear
strength, the two cone factors – N p

c = qn/sp
u and Nu

c = qn/su
u – are obtained, see Tab. 1. The peak cone

factor N p
c decreases significantly with increasing initial bond strength, and for the strongly structured soil

is much lower than the values typically reported in the literature for clays (in the range between 9 and
15). This depends on the fact that sp

u is conventionally determined at first yield, in a fully structured state,
while qn is significantly affected by the destructuration occurring in the soil around the cone tip.

A correlation between the net cone resistance and the oedometric yield stress has been proposed by
Mayne and coworkers for non–structured, inorganic clays [7]. The corresponding values of σy, denoted
with the symbol σM

y , are reported in Tab. 1, together with the real and estimated overconsolidation ratios,
OCR = σy/σz0 and OCRM = σM

y /σz0. For the weakly structured soil, OCR and OCRM are quite close to
each other. For the strongly structured soil the values of OCRM are about 180% smaller than the actual
values of OCR. This result is consistent with the previous observations made on cone factor values, and
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Table 1: Program of PFEM simulations and selected results: average values of net cone resistance (qn); apparent
undrained peak and ultimate strengths (sp

u , su
u) and corresponding peak and ultimate cone factors (N p

c , Nu
c ); yield

stress in oedometric compression (σy) and overconsolidation ratio (OCR = σy/σz0); yield stress in oedometric
compression (σM

y ) and overconsolidation ratio (OCRM = σM
y /σz0) provided by the correlation of ref. [7].

run # Pt0 ℓc/R qn sp
u su

u N p
c Nu

c σy OCR σM
y OCRM

(kPa) (–) (kPa) (kPa) (kPa) (–) (–) (kPa) (–) (kPa) (–)
r01 60 0.14 558.49 120.84 42.42 4.62 13.17 525.49 5.25 184.30 1.84
r02 60 0.42 570.53 120.84 42.42 4.72 13.45 525.49 5.25 188.27 1.88
r03 5 0.14 456.03 50.66 42.42 9.00 10.75 169.92 1.70 150.49 1.50
r04 5 0.42 466.32 50.66 42.42 9.20 10.99 169.92 1.70 153.89 1.54

is to be attributed to the intense destructuration suffered by the soil during the penetration process.

4 Conclusions

The deformation field around the cone tip can be characterized by strain localization. When this occurs,
its evolution with time is not stationary, as it is assumed in some CPTu modeling approaches based on
the theory of cavity expansion or on the Strain Path Method. Surprisingly, the significant differences
observed in soil deformations around the cone tip for different values of ℓc/R are not reflected in the
calculated net cone resistance qn, which is practically independent of ℓc. Due to the strong destructuration
occurring around the cone tip, the use of literature Nc values in the interpretation of the CPTu test results
would provide an undrained strength value closer to the ultimate value rather than the peak one. For
the same reason, the use of literature correlations to estimate the oedometric yield stress would lead to a
significant underestimation of the overconsolidation ratio OCR of a strongly structured soil.
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Abstract. In this research, a new semi-implicit two-phase double-point material point method is proposed,
in which the soil and water phases are modelled using two distinct sets of material points, both being
stabilised with a novel approach. The Nor-Sand constitutive model is implemented to simulate more
realistic soil behaviour. Some landslide numerical examples are presented to investigate the performance
of the proposed method and highlight the importance of using the double-point approach. The formulation
with two sets of material points shows significantly different but more reliable results in the cases of
landslides, compared with the conventional single-point approach. Furthermore, this research shows that
the additional computational cost given by the additional water material points is acceptable. Therefore,
it is recommended to use two sets of material points for some large deformation geotechnical problems.

Key words: Material Point Method; Fractional-step method; Large deformation; Stabilisation

1 Introduction

The Material Point Method (MPM) has become a popular continuum method for modelling large deform-
ation geotechnical problems such as landslides. The MPM formulation is very similar to that of the Finite
Element Method (FEM), except that the iteration points (i.e., material points) can move independently
from the mesh, which is set to its original position at every step. Special treatment of iteration points and
mesh allows MPM to model large deformation problems without mesh distortion; however, instabilities,
such as quadrature error, cell-crossing noise and volumetric locking, arise. Although many researchers
have attempted to solve these instabilities, fully stabilising the MPM is still a challenging task. Due to
its unstable nature, MPM studies usually adopt explicit approaches and basic constitutive models.

To ensure convergence in an explicit approach, the time step must be smaller than the critical time
step controlled by the Courant–Friedrichs–Lewy (CFL) condition. The critical time step defined by
this condition is related to the bulk modulus of the material. Pore water is usually an important factor
in geotechnical problems. However, the bulk modulus of water is about 100 times larger than that of
the soil, resulting in an extremely small critical time step in a traditional explicit soil-water coupled
MPM formulation. The time step of an implicit approach is not limited by the CFL condition, but the
convergence issue can easily be raised when using an advanced constitutive model. Recently, the semi-
implicit two-phase MPM has been derived based on the incremental fractional step method [1, 2]. In
this approach, the water phase is solved implicitly, resulting in a significantly larger time step compared
to the fully explicit approach. However, the available methods [1, 2] use a single set of material points
to model both the soil and water phases (so-called single-point approach) with a very basic constitutive
model. We have derived a new semi-implicit two-phase double-point MPM, in which the soil and water
phases are modelled using two distinct sets of material points. The proposed method is stabilised by a
newly derived modified F-bar method aiming to stabilise advanced constitutive models, in which both

1

UK Association for Computational Mechanics Conference 2024 - Coombs (eds)

149



M. Xie, P. Navas and S. López-Querol

deformation gradient increment and last converged elastic left Cauchy-Green tensors are stabilised. The
Nor-Sand constitutive model is implemented to simulate the soil behaviour in a more realistic way. The
derivation and formulation are presented in our extended paper [3].

In this research, some landslide examples are presented, to investigate the performance of the modified F-
bar method and highlight the importance of using the double-point approach. More numerical examples,
validations and the method of B-spline MPM can be found in the extended paper [3].

2 Numerical examples

2.1 Landslides - dry condition
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Figure 1: (a) Calibration of Nor-Sand with DEM
drained triaxial; (b) Illustration of numerical model [3].

Parameter Value
Soil density ρs[kg/m3] 2,500
Shear modulus G[kPa] 4,000
Swelling index κ 0.002
Reference specific volume vc0 1.88
Compression index λ 0.012
Slope of the critical state line M 0.7097
Yield function constant N 0.3
Plastic potential constant N̄ 0.3
Hardening coefficient h 300
Maximum dilatancy multiplier α -4.5
Initial specific volume v0 (dense) 1.629
Initial specific volume v0 (loose) 1.736
Gravitational acceleration g[m/s2] -9.81
Initial porosity n0 0.4
Initial hydraulic conductivity k0[m/s] 5×10−3

Table 1: Parameters for Landslides with Nor-Sand
model.

Lu et al. [4] studied the problems of landslides using the discrete element method (DEM). DEM
simulations [4] were conducted using dry granular materials with different particle shapes. Also, drained
triaxial tests were conducted for these particles using DEM. In this research, we focus on spherical
particles without rolling resistance [4]. The parameters of the Nor-Sand constitutive model are calibrated
with the DEM drained triaxial tests using the single-element finite strain driver derived by Xie et al. [3].
Both Nor-Sand and the DEM stress-strain curves are presented in Fig. 1(a). The calibrated Nor-Sand
parameters for the landslides simulations are summarised in Tab. 1.

Fig. 1(b) shows the geometry and boundary condition of the numerical model. The roller boundary
condition is applied on the sides of the background mesh, and the fixed boundary condition is applied on
the bottom of the background mesh to represent a rough surface. A 0.05 m wide square mesh with 42

material point per cell is used. The mesh is further refined to 0.025 m for the sensitive analysis purpose.
The single-phase B-spline MPM is used with the Nor-Sand constitutive model. The total simulation time
is 6 s for both dense and loose conditions, and the landslides are almost static at this time.

Fig. 2 presents the simulation results of the proposed method with different stabilisation methods. As

2

UK Association for Computational Mechanics Conference 2024 - Coombs (eds)

150



M. Xie, P. Navas and S. López-Querol

Figure 2: Comparison of different stabilisation methods under the (a) dense condition (b) loose condition

Figure 3: Comparison of the single- and double-point methods under the (a) dense condition (b) loose condition.

we can see, the standard F-bar method is not able to fully stabilise the stress oscillations under very large
deformation. The performance of the standard F-bar method is even worse in the case of dilative granular
material (i.e., dense condition), as shown in Figs. 2(a.2) and (b.2). On the contrary, the modified F-bar
approach proposed by Xie et al. [3] can sufficiently eliminate stress oscillations. A higher resolution
stress contour can be obtained by refining the mesh as shown in Figs. 2(a.4) and (b.4). However, a 0.05
m mesh is sufficient to ensure the accuracy of this numerical example. In addition, Fig. 2 shows an
excellent agreement between DEM and B-spline MPM with the calibrated Nor-Sand constitutive model.

2.2 Landslides - fully saturated condition

For landslides with fully saturated condition, the same geometry and boundary conditions are applied as
in the previous dry condition. A 0.05 m wide square mesh with 42 material point per cell is used. In
addition, the same Nor-Sand parameters are used. The additional parameters for two-phase MPM are
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documented in Tab. 1. The model initialisation process follows Xie et al. [3]. The total time, excluding
the initialisation, is 12 s, when the propagation of the landslide becomes static in all cases.

The simulations are conducted using both semi-implicit single- and double-point approaches stabilised
by the modified F-bar method. The soil’s effective stress contour is omitted for these fully saturated
landslides because it follows a similar pattern as that in the previous dry cases. An interested reader
may refer to Xie et al. [3] where the soil stress contour is plotted. The pore water pressure contours are
presented along with the soil material points. As shown in Fig. 3, the soil material points are represented
as grey dots underneath the water material points. Although water material points are attached to soil
material points in a single-point approach, we can still graphically present the water and soil material
points separately. This is because in the water material points have their own velocities, and their position
can be updated based on the velocities and initial coordinates.

As we can see in Fig. 3, the water phases of the single-point approach experience extensive instability
in the case of the Nor-Sand model under both dense and loose conditions. On the contrary, the double-
point approach is very stable. This phenomenon has not been reported in previous single-point MPM
studies and may be due to two reasons: (a) a basic constitutive model (e.g. Mohr-Coulomb and Drucker-
Prager) is used that cannot capture a realistic soil behaviour and (b) the pore pressure contour is plotted
on the soil material points. Despite instabilities, the single-phase approach shows significantly stiffer
behaviour compared to the double-point approach for the landslide problem, as shown in Fig. 3. The
landslides are not fully generated in a single-phase approach with the Nor-Sand model, resulting in
an underestimated runout distance and an overestimated angle of repose. In addition to accuracy, the
computational efficiency of the double-point approach has also been assessed. Single- and double-point
simulations have been repeated in the same computational environment. The additional computational
cost of the double-point approach fluctuates from 14% to 16%, which is acceptable.

3 Conclusions

The modified F-bar method shows promising performance on MPM with a Nor-Sand model under very
large deformation, whereas the F-bar method fails to stabilise the problem in this scenario. The MPM
with Nor-Sand model can reproduce the DEM simulations for landslide problems as long as the material
parameters are carefully calibrated. The two-phase double-point MPM is more stable and accurate than
the single-point approach. In addition, the double-point approach only increases the computational cost
by about 15%.
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Abstract. The ability to model rigid body interaction with highly deformable solids is a very useful
tool in geoengineering, including the modelling of drag anchors on seabeds and seabed ploughing [7, 1].
However, these simulations entail several numerical challenges, such as modelling frictional contact,
and incorporating inertia forces for analyses whose simulated time is considerable. Here the implicit
Generalised Interpolation Material Point Method (GIMPM) is adopted to model the highly deformable
solid, whilst a rigid body is used to model the significantly stiffer engineering object, such as an anchor.
The whole system is integrated in time with the Newmark method with interaction between the two
bodies occurring through a normal penalty contact and a penalty enforced Coulomb stick-slip friction
law.

Key words: Material Point Method; 3-dimensional; contact; rigid body

1 Introduction

Understanding the penetration potential of an anchor is important for buried offshore infrastructure,
such as power transmission cables for offshore renewable energy installations. However, modelling the
penetration of an anchor into the seabed is challenging due to non-linear processes (large deformation,
plasticity, contact) that must be taken into account. In this work an implicit GIMPM [4] is used to
model the soil, whilst the anchor is represented by a discretised rigid body. The interaction between the
bodies is achieved using a penalty contact [3]. An implicit analysis is used since it facilitates larger time
increments compared to explicit approaches, particularly important with a refined discretisation. This
paper outlines the key ingredients required to model anchor penetration using the material point method.

2 GIMP formulation with rigid body contact

For this approach an updated Lagrangian framework is adopted to model a system undergoing large
deformations, [5, 4]. The weak statement for a material with domain, Ω and boundary ∂Ω, interacting
with a rigid body, ΩR, with boundary, ∂ΩR,via the contact surface ∂ΩC ⊂ ∂ΩR is

∫

ϕt(Ω)
(∇xη)i jσi jdV +

∫

ϕt(Ω)
ρηiüidV −

∫

ϕt(Ω)
ηibidV

︸ ︷︷ ︸
deformable body

+
∫

ϕR
t (ΩR)

ρRζiẅidV −
∫

ϕR
t (ΩR)

ηigidV
︸ ︷︷ ︸

rigid body

+
∫

ϕR
t (∂ΩC)

(ζi −ηi) fidS = 0

(1)
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where the component in the last row is the contact between the two bodies. For the deformable body, ϕt

is its motion, η the test function, σi j is Cauchy stress, ui are the displacements with acceleration üi, ∇x

is the gradient operator in the updated coordinate system (denoted by the lower case x), bi is the body
force. ϕR

t is the motion of the rigid body, wi and ẅi are its displacement and acceleration, ζ is the test
function, and gi is the body force. Here the rigid body is considered to be the main contact surface whilst
the deformable body is the secondary, the interaction between the two therefore is integrated over the
contact surface of the rigid body ϕR

t (∂ΩC) with fi being the normal and frictional forces imparted from
the deformable body onto the rigid body modelled using the penalty method [2].

The domain corresponding to the deformable body, Ω, is discretised by a number of GIMP material
points on a regular hexahedral background grid, with the GIMP basis used to link the material points p
to the vertices of the background grid v, [4]. The GIMP basis functions and associated derivatives take
the matrix forms [Svp] and [∇Svp]. The rigid body domain is discritised by tetrahedral elements K to
form the mesh T , with flat triangular elements ∂K discretising the contact boundary ∂Tc. Linear basis
functions are used for the tetrahedral and triangular elements of the rigid body and have the respective
matrix forms [M] and [M̂]. With these definitions, the discretised from of (1) is

{R}=A
∀p

(
[∇xSvp]

T{σp}Vp +ρ[Svp]
T{üp}− [Svp]

T{b}
)

Vp

+ ∑
K∈T

∫

K
ρ[C]T [M]T{ẅh}dV − ∑

K∈T

∫

K
ρ[C]T [M]T{g}dV +{Rc},

(2)

where {Rc} is the contact residual, described in the next section, [C]T is a condensation matrix that
ensures no relative movement between rigid body nodes, condensing all nodal degrees of freedom to
only six; three for displacement and three for rotation. To form a linear set of equations to be solved, (2)
is integrated in time with the Newmark method and is linearised about its primary variables (displacement
of the background grid and motion of the rigid body).

3 Rigid Body interaction with Material Points

To model contact, the node-to-surface type formulation is applied here to the GIMPM [2, 3]. It is im-
portant to track any of the corners of the GIMP domains that interact with the rigid body, Figure 1,
with contact determined using the closest point projection (CPP) method with the gap and gap vector
functions, gn and gn

i ,

gn
i (ξ

α(τ),τ) = gn(ξα(τ),τ)ni(ξα(τ),τ) = xi(τ)− x′i(ξ
α(τ),τ) and gn = gn

i ni. (3)

Above, τ is time, xi is the GIMP domain’s corner position, x′i is the projected position onto the rigid body
and ξα, with α ∈ [1,2], is the local coordinate of the triangular element ∂K that the GIMP corner is in
contact with, shown in red in Figure 1. The derivative of gn

i with respect to time gives the normal g̊n
i

and a relative tangential velocity, g̊t
i , which enables a description of the movement of a particle along the

rigid body,

gt
i =

∫

T
g̊t

i dt =
∫

T
g̊slip

i dt +
∫

T
g̊stick

i dt = gslip
i +gstick

i . (4)

Using the above definitions, and following the work of [3], the contact residual can now be written as

{Rc}=
∫

∂K∈∂Tc

(
δgnni pn

i +δξα pt
α
)

dx = 0 (5)
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where δgn and δξα are first variations provided in [3], pn
i and pt

α are respectively the normal and tan-
gential point forces, with (·)α and (·)α respectively defining the contravariant and covariant variables.
The covariant form of the tangential force is pt

α = pt
i (∂x′i/∂ξα) where pt

i is a Cartesian vector of the
frictional force and εn is the normal penalty, and pn

i = εngn
i is the Cartesian form of the normal force.

pt
i is modelled using Coulomb stick-slip friction, it has two states, an elastic stick state and a dissipative

slip state, respectively given as,

pstick
i = εtgstick

i and pslip
i = µ|pn|

g̊i
slip

||g̊slip
i ||

if ||pstick||> µ|pn| (6)

where µ|pn| is the sticking force, µ is a constant coefficient of friction and εt is the tangential penalty. The
law is subject to the Karush-Kuhn-Tucker (KKT) conditions: f = ||pstick

i ||−µpn ≤ 0, λ ≥ 0 and f λ = 0,
where f is a yield surface and λ is the rate of tangential slip. The state of contact is found using the trial
elastic state provided in [2], if the elastic trial state is within the yield surface there is a stick condition,
otherwise the contact points is slipping.

Triangle element

GIMPM

Zoom of contact

xi

gn

x′i

ξ1

ξ2
ni

x
yz

Figure 1: Diagram of the contact between a GIMP domain and a rigid body triangle.

4 Numerical investigation

To validate the method, two problems are considered: a sphere rolling down an inclined slope to test the
stick/slip contact [6], and an anchor is dragged through soil to demonstrate that the method is robust.

3D Rolling sphere: The results for this problem are provided in Figure 2a. The slope has dimensions
W = L = 5m and the sphere a diameter d = 0.5m. The background element size, h = 0.25 m, with 8
GIMPs within each element. A time step of 0.01s is used and to make the slope rigid all degrees of
freedom are constrained. Three coefficients of friction are considered, at µ = 0.0 and 0.2 slip behaviour
should occur, whilst at 0.4 it is a stick condition. The results in Figure 2a show very good agreement
with the analytical result [6].

Anchor: The second problem is an anchor being dragged through a soil with a relative density of 38%,
the material is modelled as linear elastic-plastic, the latter modelled with the Drucker-Prager model;
both the anchor and soil are subject to gravity. This example demonstrates the method to be robust
to a complex engineering scenario, and demonstrates the potential to model complicated geotechnical
engineering problems. The anchor is being pulled at a velocity of 0.5 m/s, the grid size is h = 0.2 m with
8 GIMPs per element and the time step is 0.04 s. Figure 2b shows the anchor at load step 5 and Figure
2c at load step 100. Blue and red are respectively negative and positive vertical displacements.
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Figure 2: (a) shows a comparison of numerical and analytical results of a ball rolling down a hill, inset is
the problem geometry. (b) and (c) show half an anchor being pulled through soil at load steps 5 and 100.

5 Conclusion

A GIMPM for modelling contact with rigid bodies has been presented, it shows good agreement with
analytical solutions and is able to model complicated geoengineering problems. The next step is to use
the method to quantify the penetration of different anchor geometries in realistic soil conditions.
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Abstract 

This paper proposes a numerical framework to simulate in-situ free fall cone penetration tests conducted on 

soft and sensitive marine clay. First, the free fall cone penetration tests are carried out at an offshore site in the 

northern part of the Gulf of Finland, Baltic Sea. The numerical simulation employs the Generalized 
Interpolation Material Point Method to replicate the process of indentation of the cone penetrometer into the 

clay. The clay is modelled using an advanced constitutive model that considers the effect of strain rate and 

strain softening associated with the dynamic penetration process. The simulation uses a friction contact model 

to represent the interface between the cone penetrometer and the clay. The numerical simulation accurately 

replicates the penetration process associated with the tests.  

Keywords: Free fall cone penetrometer test, Generalized Interpolation Material Point Method, Contact 

Problems, Strain rate, Destructuration.  

1 Introduction 

The free fall cone penetrometer tests (FF-CPT) are simple, rapid, and cost-effective tests often used in seabed 

characterization [1]. However, there are still uncertainties in the interpretation of the test data and its correlation 

with the soil properties. Currently, the correlations used are largely empirical and analytical [2–4], primarily 

due to the complexities associated with numerically simulating the dynamic penetration process. Therefore, 

the development of reliable numerical models capable of replicating the dynamic penetration process may lead 

to more accurate correlations and data interpretation, thereby enhancing the precision of soil properties 

obtained with FF-CPT. 

The experimental [3,5] and numerical studies [6,7] point out that the uncertainties in FF-CPT data 

interpretation could be due to the wide range of strain rates associated with the test. However, the determination 

of the strain rate effect on the shear strength of soil is quite complicated due to its possible dependency on soil 

properties, cone penetrometer parameters (e.g., geometry, density), and impact velocity. Further, the marine 

clays are also sensitive, and their undrained shear strength reduces during the cone penetration process due to 

the destructuration of clay. Not considering the effects of strain rate and destructuration on clay will 

significantly influence the accuracy of the numerical simulation. 

In the present study, we replicate an in-situ free fall cone penetrometer test results with the Generalized 

Interpolation Material Point Method simulation. The numerical simulation results that consider the effect of 
strain rate and destructuration of clay well replicate the dynamic penetration process.  

2 Problem description 

The study area is situated to the south of Kytö Island in the Gulf of Finland, north of the Baltic Sea. Three FF-

CPT tests were conducted at this location using the Graviprobe 2.0 (@dotOcean). The Graviprobe free fall 

penetrometer (FFP) has a length of 1.97 meters, weighs 20.2 kilograms, and has a diameter of 0.05 meters. 

The Graviprobe is dropped from the sea surface, and it accelerate in free fall and penetrates into the seabed 

with an impact velocity of approximately 7.6 m/s. The variation of acceleration with depth associated with the 

three different FF-CPT experiments is shown in Figure 2. Triaxial tests carried out on soil samples collected 

from the location suggest that the undrained shear strength of the soil sample varies between 6-7 kPa. 

This paper uses Generalized Interpolation Material Point Method (GIMP) as encoded in Uintah software 

(http://uintah.utah.edu/) for numerical simulation of the FF-CPT. The numerical geometry of the model is 

defined by taking advantage of the axisymmetric condition of the test (Figure 1). The lateral and vertical spread 
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of the soil domain is decided based on a few trial analyses, so that the boundaries will not influence the outcome 

of the numerical simulation. The dimensions  of free fall penetrometer are consistent with the Graviprobe 

dimensions used in the experiment. For numerical modelling, the domain is discretized by using a structured 

mesh of square size (5mm× 5mm) with 4 material points in the cell. These corresponds to 10364 number of 

material points in the simulation.  The simulations assume frictional contact with friction coefficient (𝜇), 

implemented in Uintah by [8]. The simulation uses a more recent friction contact algorithm , which uses 

logistic regression to identify the interface between two materials in contact.  

 

The simulation uses the Tresca material model extended to consider the effect of strain rate and destructuration 

on undrained shear strength as mentioned in [9,10]. The undrained shear strength of clay is expressed as a 

function of strain rate (𝛿𝛾), accumulated shear strain (𝜉), and sensitivity (𝑆𝑡) as: 

𝑠𝑢(𝛿𝛾, 𝜉, 𝑆𝑡) = 𝑠𝑢,𝑟𝑒𝑓 [(
𝛿𝛾

𝛿𝛾𝑟𝑒𝑓
)
𝛽

] [
1

𝑆𝑡
+ (1−

1

𝑆𝑡
) 𝑒

−3𝜉

𝜉95]                                     (1) 

where 𝑠𝑢,𝑟𝑒𝑓 is reference shear strain at reference strain rate (𝛿𝛾𝑟𝑒𝑓), 𝛽 is the strain rate parameter associated 

with the power law, and 𝜉95 is the accumulated shear strains required to obtain 95% reduction of the shear 

strength. For small deformations, the dynamic undrained shear modulus also depends on the shear strain rate 

and can be estimated as: 

𝐺𝑢(𝛿𝛾) = 𝐺𝑢,𝑟𝑒𝑓 (
𝛿𝛾

𝛿𝛾𝑟𝑒𝑓
)
𝛽

                                                                             (2) 

Table 1 summarizes the various model parameters considered in the study. The reference undrained shear 

strength (𝑠𝑢,𝑟𝑒𝑓) of clay is set to be 6.5 kPa based on the results from Triaxial experiments. The value of 

reference shear strength (𝛿𝛾𝑟𝑒𝑓) is calculated to be 0.56 𝑠−1 based on cone penetration test (CPT) [3]. The 

simulation uses all the other material parameters same as those used for the numerical replication of 

the fall cone test and model FF-CPT simulation in [11,12].     
 

 

 

 

 

 

 
Figure 1. Numerical model of FF-CPT. Unit: m 

Table 1:  Material parameters for numerical simulation 

𝒔𝒖,𝒓𝒆𝒇 

(kPa) 

𝜹𝜸𝒓𝒆𝒇 

(𝒔−𝟏) 

𝜷 𝑮𝒖,𝒓𝒆𝒇 

(kPa) 

𝝊𝒖 𝑺𝒕 𝝃𝟗𝟓 

(𝒔−𝟏) 

𝝆 

(kN/𝐦𝟑) 

𝝁 

6.5 0.56 0.08 167𝑠𝑢,𝑟𝑒𝑓 0.495 10 10 15 0.65 
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3. Numerical results

Figure 2 illustrates that the variation of FFP acceleration with depth obtained from numerical simulation 

closely matches that obtained from FF-CPTs. The final penetration depth obtained from the numerical 

simulation is 1.78 meters, which aligns well with the experimental range of 1.8 to 1.95 meters. In Figure 3a, 

the final displacement contour of the FFP is depicted. Figure 3b shows the variation of shear strain rate in the 

soil at time t = 0.12 seconds from the start of penetration. The shear strain rate is predominant at the tip of the 

FFP and in the soil layer surrounding it. As indicated in Equations (1) and (2), the undrained shear strength in 

these regions is expected to increase with an increase in shear strain rate. Figure 3c displays the variation of 

normalized undrained shear strength (𝑠𝑢 𝑠𝑢,𝑟𝑒𝑓⁄ ) in the domain at time t = 0.12 seconds from the start of

penetration. It demonstrates that the undrained shear strength of the soil surrounding the FFP (approximately 

0.01 meters) reduces drastically due to a very high accumulation of shear strain in that region. Destructuration 

has a more predominant influence in this region. Beyond that region, the effect of strain rate on the strength of 

the soil is predominant. 

3 Conclusions 

This paper presents a comprehensive numerical simulation of a free fall cone penetrometer test conducted at 

an offshore site using the Generalized Interpolation Material Point Method (GIMP). The undrained shear 

strength of the clay obtained from laboratory triaxial tests is utilized for the numerical simulation. An extended 

Tresca material model is employed to account for the effects of strain rate and strain softening caused by the 

Figure 2: Variation of cone acceleration with depth. 

(a) t=1 sec. (b) t=0.12 sec. (c) t =0.12sec

Figure 3: (a) The displacement contour at the end of FF-CPT, (b) Contour of shear strain rate at t= 0.12 

sec.,  and (c) Contour of normalized undrained shear strength at t = 0.12sec.   
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destructuration of clay during the dynamic cone penetration process. The simulation utilizes the same material 

parameters as those employed in previous numerical replications of fall cone tests and laboratory-scale FF-

CPTs [9,10]. The experimental results are accurately reproduced by the numerical simulation, demonstrating 

that the numerical framework employed in this study can effectively capture the dynamic penetration 

mechanism associated with soft and sensitive clays. 
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Abstract. Modelling fracture within 3D woven composites is a significant challenge and the subject of
ongoing research due to their complex hierarchical structures. This challenge is heightened when mod-
elling 3D woven composites with multiple fibre types, referred to as fibre-hybrid 3D woven composites.
This work addresses this challenge through the development of a novel methodology for modelling frac-
ture in fibre-hybrid 3D woven composites. The bulk of preceding research into fracture modelling of
3D woven composites has focused on single-fibre-type woven composites with limited research into
fibre-hybrid 3D woven composites. Research has focused on highly simplified models, often relying
on experimental results [1], [2], [3]. In contrast, this work will apply fracture modelling techniques
to high-fidelity finite element models of 3D woven composites resulting in simulations of fracture be-
haviour comparable to the behaviour observed in experimental tests. 3D woven composites possess
exceptional properties such as improved out-of-plane strength, stiffness, fracture toughness, fatigue re-
sistance and damage tolerance compared to more traditional 2D woven composites [4], [5], [6], [7].
However, currently the use of 3D woven composites in industry is limited by a lack of knowledge about
their behaviour. Manufacturing and testing the required number of samples is prohibitively expensive
and time-consuming resulting in the need for accurate models of 3D woven composite behaviour. The
novel fracture model for fibre-hybrid 3D woven composites developed in this work will serve as a foun-
dational tool for developing new material designs, paving the way for innovation and the widespread
adoption of 3D woven composites in a diverse range of industries.

Key words: fracture modelling; finite element; 3D woven composites

1 Introduction

The utilization of 3D woven composites in engineering applications has garnered significant attention due
to their exceptional mechanical properties compared to traditional 2D woven composites [4], [5], [6], [7].
However, accurately modeling fracture behavior within these materials, particularly in cases involving
multiple fibre types, remains a considerable challenge. This work presents a novel methodology for
modeling fracture in fibre-hybrid 3D woven composites, aiming to address this challenge and advance
the understanding and utilization of these innovative materials.

3D woven composites (3DWCs) were first manufactured in the 1970s. 3D woven composites are fibre-
reinforced composites similar to the carbon fibre found in bike frames or the glass-fibre used in wind
turbine blades where fibres are woven together and then infused with a resin. However, 3D woven
composites differ from these traditional 2D woven composites in that they also have reinforcements in
the through-the-thickness or z-direction, as in Figure 1. These through-the-thickness binder yarns, or
Z-tows, inhibit delamination between the layers of woven composite resulting in improved mechanical
properties.

1
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Figure 1: 2D and 3D woven composites with warp, weft and through-the-thickness yarns or Z-tows labelled. [8]

Currently, the reported benefits of 3DWCs include improved through-the-thickness mechanical proper-
ties, improved manufacturing processes and better design flexibility compared to 2D woven composites
[9]. These benefits make 3D woven composites an attractive prospect in many engineering applica-
tions. However, uptake of the technology has been slow due to a poor understanding of the material’s
behaviour, namely due its intricate hierarchical structure and the complex interactions between the com-
ponents within the composite. To enable the widespread use of 3D woven composites in industry detailed
high-fidelity models of the behaviour of 3D woven composites under loading are required.

2 Problem description

Accurate fracture behaviour models of 3D woven composites are limited to a small number of mod-
els. The hierarchical structure of 3D woven composites and the interaction between the fibre and resin
within the composite presents inherent complexities in modelling fracture behaviour. This challenge is
further compounded in fibre-hybrid 3D woven composites, where multiple fibre types interact within the
composite structure.

Fibre-hybrid 3D woven composites can provide greater benefits over ‘pure’ 3D woven composites with
each fibre type contributing towards the overall material properties. For example, in this work, brittle but
strong carbon fibre are combined with weaker but tough polypropylene fibres creating a material which
is stronger than a purely polypropylene weave but tougher than a purely carbon fibre weave.

Despite their benefits, due to the complexity of their behaviour and challenges in manufacturing, fibre-
hybrid 3D woven composites are currently rarely used in industry and modelling techniques of their
behaviour are not well-established. No high-fidelity fibre-hybrid 3D woven composite fracture models
accounting for the level of detail presented in this work have been previously reported. Previous re-
search efforts have primarily focused on single-fibre-type woven composites or have relied on extremely
simplified models and experimental data [3], [10], [11], [12]. Consequently, there exists a gap in the
understanding the fracture behaviour of fibre-hybrid 3D woven composites, hindering their widespread
adoption in various industries.

The basis of the fibre-hybrid 3D woven composite fracture model developed in this work is a high-fidelity
finite element model of the weave produced by a code currently under development at the University
of Bristol. This finite-element model is then adapted in this work to model fibre-hybrid 3D woven
composites and to model fracture within the material. Before a fracture model can be developed, an
elastic model of the fibre-hybrid weave must first be established. This extended abstract will present these
initial results. The proposed methodology will integrate advanced fracture mechanics principles with

2
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high-fidelity finite element analysis to model fracture behaviour in fibre-hybrid 3D woven composites.

3 Numerical results

The numerical results presented in this section will include a validation of the elastic model based on
experimental results conducted on an initial material design and numerical results for different fibre
volume fractions and stiffness ratios between fibre types.

3.1 Validating the Elastic Model against Experimental Results

Table 1: Table of numerical and experimental results of warp and weft Young’s Moduli for a baseline and fibre-
hybrid composite.

Young’s Modulus (Warp) [GPa] Young’s Modulus (Weft) [GPa]
Numerical Baseline 20 11

Fibre-Hybrid 16 9
Experimental Baseline 66 ±5 76 ±5

Fibre-Hybrid 13 ±1 12 ±1

Tensile tests were conducted for both a baseline 3D woven composite, woven from purely carbon fibre,
and a fibre-hybrid 3D woven composite, woven from polypropylene fibres and carbon fibre. Table 1
compares the numerical and experimental results for Young’s Modulus for the baseline and fibre-hybrid
composites. The warp and weft Young’s Moduli are the values of Young’s Modulus measured when
testing the material unit cell or samples in the warp or weft direction, see Figure 1. In the initial stages
of the research, the values for Young’s Modulus are within the correct order of magnitude, however the
model fails to capture the true behaviour of the material. The baseline model in particular massively
underestimates the values for Young’s Modulus.

3.2 Fibre-Type Volume Fraction within 3D Woven Composite

Figure 2: Young’s Modulus for both warp and weft directions for polypropylene fibre volume fractions (e.g.
compared to carbon fibre) of 0, 0.25, 0.3, 0.5 and 0.75.

3
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The fibre-type volume fraction is the number of one type of fibre compared to the other fibre type within
a fibre-hybrid 3D woven composite, e.g. if half of the yarns are one fibre type the fibre-type volume
fraction will be 0.5. Figure 2 presents the Young’s Moduli in the warp and weft direction for five different
fibre-type volume fractions.

3.3 Stiffness Ratio within 3D Woven Composite

Figure 3: Young’s Modulus for both warp and weft directions for three different stiffness ratios between one soft
fibre type and one stiff fibre type.

The stiffness ratio within a fibre-hybrid 3D woven composite is the ratio between the stiffness for each
fibre-type, if one fibre type has a stiffness that is ten times smaller than the other fibre type the stiffness
ratio would be 0.1. Figure 3 presents the Young’s Moduli in the warp and weft direction for three different
stiffness ratios.

4 Conclusions

In conclusion, the development of a novel methodology for a high-fidelity finite element model of fibre-
hybrid 3D woven composites represents a significant advancement in composite materials research and
design. By addressing the challenges associated with accurately predicting fracture behavior, this work
will further lay the foundation for enhanced understanding and utilization of these innovative materials
across various industries. Preliminary results show that an initial elastic model of fibre-hybrid 3D woven
composites using the proposed methodology required some further assessment and adaptations to fully
capture the true behaviour of the material. Moving forward, continued improvements and the application
of an optimisation process to the proposed methodology hold promise for advancing the adoption of
fibre-hybrid 3D woven composites within industry.
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Abstract. Smart multifunctional polymeric composites such as electroactive polymers, magnetoactive
polymers and active hydrogels find numerous applications in soft robotics, energy harvesting, flexible
electronic devices, tactile sensors, precision drug delivery devices etc.. Accurate simulation of large-
deformation and large-strain response of these composites under different stimuli requires sophisticated
formulations to capture multiphysical interactions at the interface between solid mechanics, electromag-
netism and chemical transport. Moreover, the viscoelastic characteristics of the underlying polymer
and the high-frequency (dynamic) response require different time integration schemes for solving ordi-
nary differential equations of two different orders, resulting in inconsistencies and discretisation errors
[4]. This contribution presents a novel unified computational framework for simulating the response of
electroactive polymers [1, 4] and magnetoactive polymers [2], including the effects of growth [1, 3], vis-
coelasticity [2] and elastodynamics [4]. Several benchmark examples and problems of practical interest
are presented to demonstrate the performance of the proposed framework.

Key words: Smart materials; Mixed formulation; Finite Element Method; Hyperelasticity; Viscoelastic-
ity.

1 Formulation

Following the Hamilton’s principle, the action functional, A , for the displacement-pressure-magnetic
potential (uuu/p/φ) formulation can be written as

A =
∫ t f

0
L(uuu,vvv, p,φ, t)dt (1)

where uuu is displacement, vvv is velocity, p is pressure, φ is magnetic potential, t is time, t f is final time and
L is the Lagrangian which, in terms of total kinetic energy (T ) and total potential energy (V ) is given as

L =
∫

B0

1
2

ρ0vvv2 dV −
[∫

B0

Ψ(CCC, p,φ) dV +
∫

B0

Ψp dV −Vext

]
(2)

where dV is the elemental volume in the reference configuration and Ψp is the energy function for
imposing the incompressibility constraint, see Kadapa and Hossain [5] for the details.

The total energy function is given by

Ψ = Ψmech
∞ (Ī1, Ī2,J)+Ψvol(J)+Ψmech

v (C̄CC,AAA)+Ψmagn
hm , (3)
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where Ψmech
∞ (Ī1, Ī2,J) is the deviatoric hyperelastic energy function, Ψvol(J) is the volumetric energy

function, Ψmech
v (C̄CC,AAA) is the energy function contribution from viscoelastic behaviour, and Ψmagn

hm is the
energy function contribution due to the magnetic field. Ī1 and Ī2 are the first and second invariants of C̄CC.
AAA is the internal state variable, and it is a second-order strain-like tensor. The viscous part is given as

Ψmech
v (C̄CC,AAA) =

s

∑
k=1

G(k)
v

2

[
AAA(k) : C̄CC−3− ln(det(AAA(k)))

]
, (4)

with the evolution equation for the internal variable AAA as

ȦAA
(k)

=
1

τ(k)
[
C̄CC−1 −AAA(k)

]
, (5)

where k is the summation counter, s is the number of Maxwell elements, and G(k)
v , AAA(k) and τ(k), respec-

tively, are the shear modulus, internal variable and relaxation time for the kth member of the Maxwell
model.

The finite element formulation is derived using the calculus of variations. The discrete matrix system for
the increments in displacements (∆u), pressure (∆p) and magnetic potential (∆φφφ) can be written as




Kuuuuuu Kuuup Kuuuφ
Kpuuu Kpp 000
Kφuuu 000 Kφφ







∆u
∆p
∆φφφ



=−





Ruuu

Rp

Rφ



 . (6)

For the soft-magnetic case, displacement, pressure and potential are the unknowns, but for the hard-
magnetic case, the magnetic field is specified as the user input; thus, the only displacement and pressure
fields are the unknowns for the hard-magnetic case. Quadratic Bézier elements are used for displacement
and potential fields, and linear elements are used for the pressure field. The generalised-alpha time
integration scheme is used for the time integration of elastodynamics as well as for solving the evolution
equations of internal variables in the viscoelastic part of the constitutive models, thus resulting in a
unified framework.

1.1 Viscoelastic part

Using the generalised-alpha scheme [2], the evolution equation for the internal variable becomes

ȦAA
(k)
n+αm

=
1

τ(k)
[
C̄−1

n+α f
−AAA(k)

n+α f

]
(7)

with

ȦAA
(k)
n+αm

= αm ȦAA
(k)
n+1 +(1−αm) ȦAA

(k)
n , (8a)

AAA(k)
n+α f

= α f AAA(k)
n+1 +(1−α f )AAA(k)

n , (8b)

ȦAA
(k)
n+1 =

1
γ∆t

[
AAA(k)

n+1 −AAA(k)
n

]
+

γ−1
γ

ȦAA
(k)
n . (8c)

where n and n+ 1 are the previous and current load/time steps, respectively, and α f , αm and γ are the
time integration parameters, see [2] for the details.
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2 Numerical examples

2.1 A soft magnetoactive gripper

A gripper with four hands [2] as shown in Fig. 1a comprises an active layer and a passive layer. The
loading is such that the specified value of magnetic potential is zero on the diagonal faces and a time-
dependent value of φ̄ is applied on end faces. A quarter portion of the model is modelled with a mesh
of 640 BQ2/BQ1 elements. Simulations are carried out for different combinations of the viscous shear
modulus (Gv) and the relaxation time (τ), and the response is presented as displacement of a point at the
free end in Fig. 1b. Typical deformed shapes of the gripper are shown in Fig. 1c. For a constant value of
Gv, the time needed for the gripper to achieve the desired deformed shape increases with the relaxation
time. Moreover, for a constant relaxation time (τ), the gripper takes longer to reach the desired deformed
shape for higher values of the viscous shear modulus.
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Figure 1: Soft-magnetic gripper: (a) problem setup, (b) displacement response, and (c) deformed shapes
at t = 10 s obtained with hyperelastic model (cyan) and viscoelastic model (blue).

2.2 Magnetoactive cantilever for sensing

We consider a hard magnetoactive cantilever beam shown in Fig. 2 with applications in sensing or
vibration control. The Young’s modulus is 300 kPa, the Poisson’s ratio 0.5 and the density is 1060
kg/m3. The residual and applied magnetic fields are in the same direction. As shown in Fig. 2, the
frequency response obtained with the numerical simulations matches well with the analytical solution.
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Figure 2: Cantilever beam: (Left) problem setup and (Right) variation of the frequency of vibration
against the applied magnetic field.
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Figure 3: Cantilever beam: displacement response of point A, along with the discrete Fourier transform
plots, for different values of applied magnetic field.

3 Conclusions

This contribution presents a higher-order finite element analysis framework for simulating the nonlinear
response of multifunctional composites by taking their hyperelastic constitutive models and viscoelastic
behaviour into account. The response of a MAP gripper is studied for different values of viscoelastic
shear modulus and relaxation time to understand their effect on the gripper’s performance. The adapted
mixed displacement-displacement formulation not only helps in modelling the perfectly incompressible
behaviour but also yields computationally efficient simulations using fewer load/time steps.
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Abstract. The pressing global issues of climate change, sustainability, and energy efficiency spark an
urgent demand for resilient lightweight structures. Consequently, porous cellular materials have emerged
as a promising category of lightweight materials, capable of concurrently meeting various requirements,
ranging from structural stiffness to thermal insulation. While the majority of metal foam studies focus on
random porosity, recent research actively pursues economic multi-functionality through precise control
of pore size and density. This approach draws inspiration from bio-inspired functionally graded materi-
als, which prioritises gradual transitions, observed in the intriguing instances of squid beaks and varying
bone porosity. Consequently, this paradigm has given rise to novel continuously graded porous (CGP)
metal foam structures. Building upon these concepts, this paper introduces an innovative numerical
model to analyse the buckling behaviour of bio-inspired CGP nanocomposite cylindrical shells. An effec-
tive constitutive law for an elastic isotropic metal matrix containing distributed elastic carbon-nanotubes
(CNTs) is estimated, considering CNTs agglomeration through an Eshelby-Mori-Tanaka (EMT) ap-
proach. Unlike conventional methods, Euler-Bernoulli beams model stiffeners within CGP shells for
a more realistic representation of stiffener effects. Equilibrium equations based on Reddy’s higher-order
shell theory are derived using the Euler equation, and stability equations are obtained through the varia-
tional method. The stability equations were solved employing the generalised differential quadrature and
Levy techniques. The intricate interplay between CNTs and porosity distributions significantly affects
the stability behaviour of CGP shells. These findings offer valuable insights for designing closed-cell
cellular stiffened shells with optimal porosity to improve buckling stability.

Key words: Closed-cell cellular; Buckling Stability; Porous nanocomposites

1 Introduction

The climate change and the looming scarcity of resources have catalyzed a pressing need for the devel-
opment of resilient, efficient, and lightweight structures. These structures, which also possess multifunc-
tional properties, are crucial for advancing high-tech industries through innovative engineering designs.
Among various solutions, porous cellular materials, particularly metal foams, stand out due to their ca-
pacity to fulfill a spectrum of requirements ranging from structural stiffness to thermal insulation. Recent
research has pivoted towards the creation of metal foams with controlled internal pore size and density,
inspired by the concept of bio-inspired functionally graded materials (FGMs). These materials emulate
biological strategies to mitigate stress concentrations, exemplified by the gradual material transitions in
squid beaks and the variation of porosity in bones, leading to the innovation of continuously graded

1
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porous (CGP) structures.

Advancements in nanotechnology, particularly the integration of carbon nanotubes (CNTs) into metallic
matrices through advanced fabrication techniques such as spark plasma sintering and laser powder bed
fusion, have opened new avenues for enhancing the mechanical properties of nanocomposites. Analy-
sis of the scanning electron microscopy (SEM) images [1] revealed that the resulting nanocomposites
exhibited CNT aggregation, which resulted in localized areas of higher CNT concentration than the av-
erage volume fraction throughout the material. In recent years, a substantial body of literature has been
focused on investigating the effects of nanomaterials, specifically CNTs, on the structural behaviour of
engineered systems. Sobhani Aragh et al. [2] conducted a study where they used the Eshelby-Mori-
Tanaka (EMT) approach, an effective homogenization technique, to examine how the degree of CNT
aggregation within the ceramic matrix phase affects the mechanical response of nanocomposite shells.

This paper aims to address the research gap in the mechanical buckling of CGP stiffened cylindrical
shells enhanced by agglomerated CNTs, presenting an effective numerical model to investigate their
buckling behavior. It focuses on the effects of porosities and CNT distributions through the shell’s
thickness on stability, considering the positioning of stiffeners and employing the Eshelby-Mori-Tanaka
(EMT) technique for a comprehensive continuum model. This study contributes to the understanding of
the complex interplay between material composition, structural reinforcements, and loading conditions
in determining the buckling performance of advanced composite shells.

2 Problem description

Illustrated in Fig. 1 is the configuration of a CGP open cylindrical shell characterized by its mean radius
R, wall thickness h, and overall length L. Fabricated from a closed-cell porous nanocomposite material,
the shell maintains a consistent porosity coefficient and CNT volume fraction throughout its structure,
albeit with a gradual variation in thickness.

2.1 Micro-mechanical modelling of accumulated CNTs

The prediction of the nanocomposite shells’ effective mechanical properties is facilitated through a dual-
parameter EMT model, which builds upon Eshelby’s original theory by incorporating the Mori-Tanaka
method for addressing multiple inhomogeneities within a defined space [3]. This approach synergizes Es-
helby’s equivalent elastic inclusions concept with Mori-Tanaka’s average stress theory across the matrix,
identifying distinct material properties of inclusions in high CNT concentration areas. The degradation
of elastic properties due to CNT agglomeration is quantified using accumulation parameters δ and γ,
which delineate the volume fractions of CNTs within inclusions and their distribution in the matrix, re-
spectively. Benveniste’s revisitation provides the expression for the effective elastic tensor, which is as
follows [3]

C= Cm + fc < (Cm −Cm) : AMT >:
[

fmI+ fc < AMT >
]−1

(1)

where

AMT=
[
I+S:Cm

−1:(Cc −Cm)
]−1

(2)

where I denotes the fourth-order unit tensor, S represents the fourth-order Eshelby tensor, which is spe-
cialised to the inhomogeneities with cylindrical geometry, representative of the straight and long CNTs,
AMT is a fourth-order tensor referred to as concentration factor, and the brackets denote an average.

2
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Figure 1: a) A schematic depiction of a CGP shell, reinforced with rings and stringers. b) A cross-sectional view
of the shell illustrating the variation in pore size across its thickness.

2.2 Modelling of porosity dispersion

In this work, the shell’s elastic moduli and density are thus estimated, highlighting parameters like the
porosity and mass density coefficients, which facilitate a through-thickness gradation of properties us-
ing a power-law distribution. This approach enables creating both symmetric and asymmetric porosity
profiles, with adjustments to certain parameters affecting the material’s Young’s modulus and density
distribution radially.

2.3 Fundamental formulations and Numerical solution

A detailed kinematic framework is established based on the Reddy higher order shell theory (RHST),
meticulously capturing displacements and rotations through nonlinear relationships. This framework
delves into both membrane and shear strains, underlining the pivotal role of elastic coefficients in con-
stitutive relations. The equilibrium and stability investigation is profoundly expanded by incorporating
detailed equations that reflect geometric and material nonlinearities. These equations, rooted in the prin-
ciples of potential energy, lay down a sophisticated equilibrium and stability criterion. Our methodology
leverages a unique combination of the Lev́y method and generalized differential quadrature, providing a
robust numerical tool for the accurate determination of critical buckling loads.

3 Numerical results and discussion

After evaluating the effectiveness of our methodology, which is not detailed here due to space constraints,
we selectively showcase a few test cases. The (10,10) SWCNTs as the reinforcement phase and copper
as the metal matrix are selected. The material properties of metal matrix (copper) are Em = 130 GPa and
vm = 0.34. The material properties of the (10,10) SWCNTs are Ec

11 = 5.6466 TPa, Ec
22 = 7.06 TPa, Gc

12

= 1.9445 TPa, and vc
22 = 0.175 at room temperature (300 K).

The effect of the parameter ξp, known as porosity coefficient, on the buckling behaviour of the CGP

3
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Figure 2: Influence of the parameter ξp on the buckling behaviour of the CGP stiffened shell for different agglom-
eration degrees of CNTs. (R

/
h = 20, L

/
R = 2, Φ = π

/
2, Nr = Ns = 15, δ = 0.1, ζ = 2). a) Classic profile (a = 1,

b = 0). b) Symmetric profile (a = 1, b = 1).

stiffened shell is compared in Figs. 2a and 2b for different porosity distribution profiles. The tendency of
CNTs to aggregate more in the inclusions has a detrimental impact on the mechanical buckling behaviour
of cylindrical shells [2]. This trend has been also observed in this figure. Comparing Figs. 2a and 2b
reveals that for different agglomeration degrees of CNTs within the metal matrix, the porosity distribu-
tions symmetrically with respect to the mid-surface of the shell has a remarkable impact on the buckling
behaviour of the CGP shell. However, when it comes to Classic porosity distribution, the parameter ξp

has a negligible effect on the buckling load intensity factor (BLIF) of the CGP shell.

4 Conclusions

This study has developed and applied a numerical model to explore the buckling behavior of bio-inspired
CGP nanocomposite cylindrical shells, incorporating metal foams and CNT reinforcements. The inves-
tigation focused on the impact of geometrical parameters, porosity variability, and CNT distribution on
the shells’ stability. Key findings reveal that CNT distribution and porosity symmetry significantly affect
buckling performance, suggesting that optimized porosity and CNT layouts enhance structural stabil-
ity. The research has provided valuable insights for designing composite shells with improved stability
and resilience, indicating a path forward for creating lightweight, robust structures leveraging CNTs and
porosity distributions.
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Abstract 

The present study conducts a comprehensive examination of fracture behaviour in hybrid composites subjected
to static loading, combining both numerical and experimental approaches. Specifically, the investigation 
focuses on hybrid laminates to elucidate the effect of ply hybridisation on delamination within dissimilar 
metal-composite interfaces. Variation in ply orientation and stacking sequence is also explored to investigate 
their effects on fracture behaviour. Additionally, monolithic angle-ply laminates are also considered to assess 
free edge delamination at dissimilar interfaces. Numerical analysis is employed to evaluate interlaminar 
stresses at dissimilar interfaces in both monolithic and hybrid laminates. This analysis utilises a developed 
semi-analytical framework, integrating dimensional analysis to derive expression for interlaminar stresses. 
Through the utilisation of a numerical model, non-dimensional functions are calculated, further refining the 
understanding of interlaminar stress distributions at the dissimilar interfaces. The findings highlight the 
influence of ply orientation and stacking sequence on the mechanical performance and delamination behaviour 
of dissimilar interfaces. By offering insights into fracture mechanisms, this research provides valuable 
guidance for optimising the design and enhancing the performance of both monolithic and hybrid laminates in 
structural applications. The combination of numerical and experimental investigations yields a comprehensive 
understanding of fracture behaviour, contributing to advancements in composite materials design and 
applications.  

Key words: free edge effect, hybrid laminates, Interlaminar stresses, semi-analytical framework 

1 Introduction 
Carbon Fiber Reinforced Polymer (CFRP) materials possess exceptional properties including high strength, 
stiffness, corrosion resistance, and damping behaviour. However, their complex manufacturing processes, 
higher costs, poor impact, and residual strength properties have prompted the exploration of alternative 
solutions for lightweight structural applications. Hybrid laminates based on steel and composites, have 
emerged as a promising alternative to address these challenges [1,2]. The mismatch in thermal and structural 
properties in hybrid laminates often result in a weakened interface. Due to this reason, various strategies, such 
as adhesive bonding, chemical treatments, and mechanical surface treatment of metals, have been employed 
to enhance interfacial adhesion. Moreover, one of the advantages of hybrid materials is a significant control 
over composite material properties through the selection of fibre, matrix, and ply orientation [3]. This study 
aims to investigate the effects of different hybridisation techniques on the interface delamination between 
CorTen steel and carbon-epoxy M79LT-UD600 under remote tensile loading. Five distinct stacking sequences, 
including steel plate overlayed with 90°composites [St/90], [CFRP/St/CFRP], [St/CFRP/St/CFRP/St]), and 
steel overlaid with symmetric laminates [St/±45]", [St/0/90]" are assessed for fracture behaviour. To ensure 
robust adhesion, a modified epoxy film, HexBond 679, an adhesive compatible with M79 resin and specifically 
designed for composite-to-steel bonding is utilised. In addition, angle-ply laminates[±θ#]", where θ=10o, 20o, 
30o, and n=1, 3, of M79/UD600 are also considered.  

2 Semi-analytical framework 
In Fig. 1, a general laminate is presented, where 𝐻 and ℎ are the thickness of the bottom and top substrate 
respectively, 	𝐿 ≫ 𝐻 and 2𝑊 = 15𝐻 is the length and width of the laminate respectively. The two substrates 
here are referred to as bottom layer and top layer. This investigation encompasses a class of carbon-based 
reinforced composites for bottom layer and a class of metals for top layer. The laminate is subjected to loading 
using displacement control 𝛿 and the reaction forces can be used to calculate remote stresses 𝜎$. Global 
coordinates of the laminate are represented with	𝑥𝑦𝑧-axes, where 𝑥𝑦 is in-plane and z is out-of-plane 
directions, respectively, and is situated at the bottom surface of bottom layer. Each ply is modelled as a linear 
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elastic, homogenous, and transversely isotropic material. The resin rich layer is modelled as a transition layer 
at the interface between the bottom and top layers and the elastic properties used are similar to matrix. 

 
Fig. 1. Three-dimensional bi-material laminate with dimensions and material properties. 

2.1 Dimensional analysis  
The out-of-plane interlaminar stresses for a general laminate as in Fig. 1 depend on the set of parameters such 
as remote stresses 𝜎$, elastic properties of bottom layer :𝐸%&, 𝐸'&, 𝐺%'& , ʋ%'& , ʋ'(& ?	and top layer (𝐸), 𝜈)), the 
laminate thickness of bottom layer (𝐻) and top layer (ℎ), and distance from free edge of the laminate (𝑦). 
Therefore, the out-of-plane interlaminar stresses 𝜎*+ for any arbitrary material and geometry is written as 

𝜎*+ = 𝜋 D
(𝜎$), (𝑦), (𝐻, ℎ), 	

:𝐸%&, 𝐸'&, 𝐺%'& , ʋ%'& , ʋ'(& ?, (𝐸), ʋ))	
E ,			𝑖 ∈ {𝑥, 𝑦, 𝑧}.	  (1) 

The elastic properties of carbon composites (bottom layer) is represented by their trace ℑ& [4]. It is noted here 
that ℑ& for carbon-based composites are evaluated from 3D stiffness material. The reference values used here 
for ℑ& is ℑ&∗ = 200	𝐺𝑃𝑎, which is close to the mean value of a range of carbon-based composites considered. 
The elastic constants for CorTen steel is shown in Table 1. Therefore, following sequential elimination for a 
given top layer material system, the non-dimensionalised groups can be written as  

𝜋 = 𝜋 D
𝜎*+
𝜎$

,
ℑ&
ℑ&∗
,
ℎ
𝐻
,
𝑦
𝐻
E.	 (2) 

The out-of-plane interlaminar stresses in a bi-material system for a given stacking sequence reads: 
𝜎*+(𝜔, 𝜂, 𝑦-) = 𝜎$	𝜒*+(𝜔, 𝜂, 𝑦-),	 (3) 

where 𝜒*+ are non-dimensional stress functions of non-dimensional parameters 𝜔 = ℑ& ℑ&∗⁄  (normalised 
material parameter), 𝜂 = 𝐻 ℎ⁄  (relative thickness), and 𝑦- = 𝑦 𝐻⁄  (distance from free edge normalised by 
bottom ply thickness). 

Material 𝑬(𝑮𝑷𝒂) ʋ 
CorTen Steel 207 0.29 

Table 1: Elastic properties of CorTen Steel. 
For a general laminate with a given material system, the interlaminar stresses at the dissimilar interface for a 
given stacking sequence can be written as 

𝜎*+(𝑦-) = 𝜎$	𝜒*+(𝑦-).	 (4) 

3 Experimental results 
3.1 Specimen and material characteristics 
 

Mechanical 
characteristics 

𝐸!!(GPa) 𝐸"" = 𝐸## 
(GPa) 

𝐺!" = 𝐺!# (GPa) 𝐺"# (GPa) 𝜈!" = 𝜈!# 𝜈"# 

Value 136.5 10.1 4.1 3.4 0.37 0.5 
Standard deviation 19.4 0.8 0.9 - - - 

Table 2. Mechanical characteristics of M79/UD600. 
The materials considered in this study are carbon/epoxy M79/UD600 and CorTen steel. Following the hand 
layup of hybrid and angle-ply laminates, mechanical characterisation are performed for the material 
M79/UD600. The mechanical characteristics of the material system are experimentally assessed using [0.], 
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[90.], and [±45']/ laminates and are summarised in Table 2 with 𝜈'(=0.5 as an assumption. Strains are 
evaluated using extensometer, strain gauge, or a combination of both on each specimen. Nominal ply thickness 
measured after curing is ℎ0= 0.617 mm and the thickness for a steel shim is 𝐻=1.5 mm. 

3.2 Testing, observation, and results  
All the laminates plates are cured at 80℃ for eight hours in an autoclave following the temperature and pressure 
cycles recommended by the CFRP material manufacturer. After curing, the laminates are cut into length ≥ 
200 mm, and 20 mm width specimens. The tests are performed on Zwick 100 testing machine in displacement 
control with 2 mm/min as the crosshead speed. The specimen gauge length is taken as ≥ 130 mm. Tests are 
run until the first indication of fracture, involving a combination of visual detection, audible detection, and 
measured stiffness load indicated by a discontinuous jump in the load deflection curve during static tests. The 
stress-strain curves of the laminates under investigation are shown in Fig. 2. 

 
Fig. 2. Stress-strain curves of both monolithic and hybrid laminates. 

Stacking sequence Tested specimens Average fracture stress (MPa) Standard deviation (MPa) 

 𝑛 = 1 𝑛 = 3 𝑛 = 1 𝑛 = 3 𝑛 = 1 𝑛 = 3 

[±10$]% 3 4 565 449 15 30 

[±20$]% 3 3 409 220 21 34 

[±30$]% 6 4 199 121 31 5 

Table 3 Test configurations and its corresponding tensile test results. 
In case of hybrid laminates, linear behaviour of stress-strain graph is observed in [St/0/90]" until an unstable 
delamination occurs at the St/0 and 0/90 interface. While, in [St/±45]" laminate, the behaviour of stress-strain 
is non-linear until the delamination first occurs at the interface of St/45 interface. Moreover, [St/90] show 
transverse crack in composite followed by an immediate delamination in the St/90 interface. Another laminate 
is considered with a semi-elliptical pre-crack introduced at the interface of [St/90] laminate. Prominent 
delamination is observed at the St/90 interface. Laminate configurations [90/St/90], and [St/90/St/90/St] 
exhibits similar behaviour except that the [90/St/90] shows less load carrying capacity than the rest. In case of 
angle-ply laminate, it is observed that the delamination growth is very unstable, and failure occurs 
instantaneously after initiation in [±101]/ and [±201]/ laminates. The behaviour of [±301]/ laminates is 
observed exhibiting less unstable delamination. The average tensile fracture stress for delamination onset for 
each laminate configuration is illustrated in Table 3. 

4 Computation of interlaminar stresses  
The computation of normalised interlaminar stresses are performed semi-analytically using finite element 
analysis and Equation (4) for a small displacement in [St/±45]" laminate at the St/45 and 45/-45 interfaces. 
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The composite plies are assumed as linearly elastic, homogenous, and orthotopic material. The interlaminar 
stresses for an arbitrary remote strain 102' at different interfaces are provided in Fig. 3. Since σ33 is 
compressive and σ43 is insignificant at 45/-45 interface, only σ53 shows singular behaviour that contributes to 
mode III delamination. At the hybrid St/45 interface, interestingly all three stresses exist. However, σ43 is 
tending towards zero at free edge. Both σ33 and σ53 show singular behaviour and hence contribute to mixed-
mode delamination at hybrid St/45 interface. Therefore, for a given interlaminar strengths, hybrid St/45 
interface can initiate fracture before 45/-45 interface. The same observation is reflected in the experiments. A 
similar numerical investigation can be performed for other hybrid and monolithic laminates considered to 
know what interlaminar stresses exist which contribute to delamination. Furthermore, an average quadratic-
based criterion can be used to estimate the delamination. 

  
 

Fig. 3. Effects of (a) material parameters and (b) geometric parameter, on non-dimensional stress function in 
metal/90 bi-material system. 

5 Conclusions 
The mechanical and fracture behaviour is investigated at the dissimilar interfaces in monolithic as well as 
hybrid laminates. A semi-analytical framework is developed to calculate the interlaminar stresses at the 
dissimilar interface. It is observed that interlaminar normal and shear stress is responsible for the delamination 
in [St/±45]" at the St/45 interface. The numerical approach can be extended to investigate stresses in other 
laminates considered. Moreover, an extensive experimental campaign is performed to investigate the 
behaviour of hybrid laminate. It is seen that [St/0/90]"	laminate undergoes matrix cracking in 90 plies along 
with the delamination at the St/0 and 0/90 interfaces. This may be because of the existence of singular 
interlaminar stresses interacting with transverse cracks. Meanwhile, [±101]/ and [±201]/ laminates show 
unstable delamination at the dissimilar interface. 
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Abstract 

Composites are widely utilized across various industries due to their exceptional properties, allowing design 
flexibility and complexity. There are different scales of composites numerical study, and this study aims to 
understand the damage mechanisms observed in microscale composites undergoing transverse compressive 
load. This understanding is achieved through prediction via simulation and micromechanical computational 
analyses. Based on previously conducted experimental studies, Zumaquero et. al. studied different stages of 
damage progression through microscopical inspection of the tested coupons[1]. The compressive failure 
behaviour of composites in the transverse direction was observed, revealing the preferential debonding angle 
is between 70 to 80°. Subsequently, the growth of the interface debonding failure becomes stable, and the 
kinking angle towards the matrix was found to be between 50 to 60°, consistent with the numerical predictions 
by Correa et al. using the Boundary Element Method (BEM) [2]. These findings motivate the current study, 
where a UD RVE model with a periodic boundary condition (PBC) is developed using the random sequential 
algorithm (RSA) and the angles of debonding and kinking failure are observed. To predict the onset of matrix 
cracking and the crack propagation, the extended FEM modelling approach [3] is used and the LaRC05 failure 
criterion is implemented through a compiled UMAT. The Drucker-Prager model served as the constitutive law 
for matrix yielding behaviour, while cohesive elements were assigned to predict the debonding failure of the 
fibre-matrix interface. In addition, the Phase-Field Fracture (PF) method is also used to predict matrix cracking 
behaviour and the results from both LaRC05 and PF are compared to investigate the efficiencies of both 
methods. The study concludes that the initial direction of failure predicted agrees with that microscopically 
observed in experiments. This research aims to contribute to the development of computational tools leading 
eventually to more resilient and precisely engineered composites for diverse applications. 

Keywords: Micromechanical modelling; Debonding; Matrix cracking; LaRC05; Drucker-Prager model; 
cohesive elements, Phase-field. 

1 Introduction 
The computational modelling of failure in composite materials is a challenging task as it involves various 
complex failure mechanisms, regardless of the model scale. In this paper, the study aims to investigate the 
formation of debonding at the interface and the initiation and propagation of matrix cracks in microscale 
composites under transverse type load. The investigation implements two different failure criteria to compare 
the differences in the failure behaviour in the composites. The cohesive zone model (CZM) is used to capture 
the interface debonding phenomena in an RVE model. As the debonding failure tends to grow along the 
interface and propagate towards the matrix region, the LaRC05 and Phase-field (PF) model is then used to 
investigate the crack behaviour in the matrix. This viewpoint of computational micromechanics allows 
prediction of material performance, optimization of material properties, insights into complex failure 
mechanisms as well as provide validation to experimental findings.  

2 Interface debonding and matrix cracking phenomena 

Fibre-matrix interface debonding 

The debonding failure of the interface is implemented using the CZM method. CZM is a modelling method 
widely used to predict the onset and propagation of fibre-matrix interface debonding failure. This approach is 
defined by a bi-linear traction separation law, as can be seen in Figure 1. In a bilinear traction separation law, 
K represents the initial elastic stiffness, Nmax is the maximum traction or, in this case, represents the interface 
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strength while 𝛿𝑛
𝑓𝑎𝑖𝑙 is the critical interface separation, and 𝛿𝑛

𝑖𝑛𝑖𝑡 indicates the displacement or small 
debonding at damage initiation. 

 

Figure 1. A bi-linear cohesive law to describe the behaviour of CZM in the interface. 

Predicting Matrix Crack Initiation and Propagation 
 
LaRC05 failure criterion 
 
LaRC05 is reliable and accurate in predicting the strength value of a matrix dominated failure with its ability 
to provide the plane of the fracture angle which is crucial in XFEM modelling method. This failure criterion 
enables the assumption that the matrix failure may appear on an arbitrary plane parallel to the fibre direction. 
The failure is controlled by the combination of both transverse and longitudinal shear (𝜏𝑛𝑇 , 𝜏𝑛𝐿), as well as 
normal tractions (𝜎𝑛) on the corresponding plane. Two failure modes are considered in which these modes rely 
on the value of normal traction and the failure index as per equation (1) below.  
 

𝑓𝑚𝑎𝑡 = {
( 𝜏𝑛𝑇(𝜃)

𝑆𝑇−𝜇𝑇𝜎𝑛(𝜃)
)

2
+

( 𝜏𝑛𝑇(𝜃)
𝑆𝑇−𝜇𝑇𝜎𝑛(𝜃)

)
2

+

( 𝜏𝑛𝐿(𝜃)
𝑆𝐿−𝜇𝐿𝜎𝑛(𝜃)

)
2

+ (𝜎𝑛(𝜃)
𝑌𝑇

)
2

,   𝜎𝑛(𝜃) ≥  0

( 𝜏𝑛𝑇(𝜃)
𝑆𝐿−𝜇𝐿𝜎𝑛(𝜃)

)
2

,   𝜎𝑛(𝜃) <  0
     (1) 

 
The failure index value indicates the failure state where; the matrix is predicted to be undamaged when  𝑓𝑚𝑎𝑡 <
 1 and failed when 𝑓𝑚𝑎𝑡 = 1. 
 
𝜇𝑇 =  − 1

𝑡𝑎𝑛(2∅0)
 , 𝑆𝑇 = 𝑌𝐶

2𝑡𝑎𝑛(∅0)
 , 𝜇𝐿 =  𝑆𝐿

𝜇𝑇
𝑆𝑇

        (2) 
 
𝑌𝑇, 𝑌𝐶, 𝑆𝐿 and 𝑆𝑇 represent the failure strength of UD composites under transverse tensile, transverse 
compressive, longitudinal shear and transverse shear loads, respectively. LaRC05 criterion also enable the 
implementation of the friction effect into the model, represented by 𝜇𝐿 and 𝜇𝑇 for friction coefficients under 
longitudinal shear stress and transverse shear stress [4]. Lastly, ∅ is the through-the-thickness direction and 
the general value for composites is 53± 2° obtained via experimental study in [5]. The matrix crack initiation 
and the direction of the crack propagation are defined by this failure criterion, which was implemented through 
the UDMGINI user subroutine. 
 
Phase-field fracture method 

 
The Phase-field fracture (PF) allows the capture of complex fracture phenomena such as the merging of cracks, 
nucleation, and crack branching in composites.  This method was first mentioned by Griffith in [6] based on 
the thermodynamical analysis, where, according to the first law of thermodynamics, growth of a crack can 
only occur if a process implies that the total energy of a system decreases or remains constant with an increase 
in the crack area. The thermodynamic balance was used in the PF formulations (i.e. AT1, AT2, and PF-CZM) 
where normalization parameter, 𝐶𝑤, degradation function, 𝑔(𝝓) and geometric functions, 𝛼(𝝓) define the 
specific PF (Table 1). This formulation represents the total potential energy, 𝛱, in a domain of an elastic body, 
𝛺, and evolving internal discontinuities, 𝛤 (see Figure 2).  
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Figure 2. (a) Schematic representation of a body with an internal discrete continuity, (b) Schematic representation of a Phase-field 

approximation of a similar discontinuity pattern. 

The AT1 model, uses a quadratic degradation function and a linear geometric function, while the AT2 model 
uses quadratic functions for both geometric and degradation functions. The Phase-Field Cohesive zone model 
(PF-CZM) uses a quadratic geometric function and a rational degradation function [7]. The use of PF to 
investigate the decohesion of the interface will be considered as part of the future scope. The length scale 
parameter is used to control the material strength in AT1 and AT2 formulations, while in the PF-CZM model, 
the strength is explicitly defined and is not affected by the length scale parameter. 
 

Model 𝜶(𝝓) 𝑔(𝝓) 𝐶𝑤 𝑙0 

AT1 𝝓 (1 − 𝝓)2 
2
3 

8GcE 
3𝜎𝑐

2  

AT2 𝝓2 (1 − 𝝓)2 
1
2 

27GcE
256𝜎𝑐

2 

PF-CZM 2𝝓 − 𝝓2 (
(1 - ϕ)p 

(1 - ϕ)p + Q(ϕ.) 
) 

𝜋
4 [-] 

 
Table 1. Geometric and degradation functions for AT1, AT2 and PF-CZM models  

3 Numerical example: 3D RVE under transverse compressive load with cohesive zone model, 
phase-field and LaRC05 criteria[1] 

In this study, a periodic 3D RVE subjected to remote transverse load is developed. The fibre and matrix region 
were meshed using a 6-node linear triangular prism (C3D6) and 8-node linear brick (C3D8R) respectively. A 
periodic boundary condition is applied to the model to ensure the continuity of displacements across the RVE 
boundaries. The angle of initial debonding and the matrix cracking is observed. 

  
Figure 3. The debonding failure of the interface and predicted crack initiation angle in the matrix 

A detailed investigation of the progress of failure and cracks within the micromechanical models reveals the 
different phases of failure processes. The initiation of the fibre-matrix interface debonding due to the high 
shear stress was first observed, at around 45° (or 130°- 140°) in the transverse direction to the fibre (see Figure 
3). Due to the matrix undergoing shear plastic deformation and maximum stiffness degradation, the debonding 
of the interface grows until it reaches an angle of ~206° [1], [8]. It is expected that one will observe similarities 
between the LaRC05 and the phase-field model by examining the crack development under compression, 
Figure 4 (a) and (b). An example of a stress-strain graph comparison between LaRC05 and PF is shown in 
Figure 4 (c).   
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      (c) 

Figure 4. (a) RVE-LaRC05 [4] and (b) RVE-PF[7] shows the similarities of the debonding failure and crack pattern in the matrix. (c) 
shows the example of stress-strain graph comparison between Phase-field (PF) methods and LaRC05 with Drucker-Prager criterion 

extracted from [7], [9].  

4 Conclusions 
Computational micromechanics was employed to simulate the mechanical response of a fibre-reinforced 
composite subjected to transverse compression at the microscale level by implementing different failure 
criteria. In general, it was observed that microscale failure within the composites initiated at the interface due 
to the concentration of stress around the fibre and weak properties of both the matrix and the interface. The 
predicted debonding expanded to the cracking of the matrix. The observed debonding failure demonstrates 
good agreement with experimental results. The comparison between LaRC05 and the Phase-field fracture (PF) 
method is investigated. The accuracy of PF is found to be highly affected by the loading scenario. According 
to [7] Further investigation on both methods shows great potential and significance of both LaRC05 and PF 
methods could become highly profound in expanding areas of computational micromechanics of composites.    
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Abstract 

Landslides pose a significant global threat due to their sudden occurrence and their widespread influence. The 

inherent spatial variability of soil properties brings great uncertainty to the post-failure behavior of landslides. 

Generally, the assessment of the uncertainties of slope post-failure characteristics through probabilistic large 

deformation analysis is determined for assessing and mitigating landslide risks. However, probabilistic 

landslide simulation based on brute-force Monte Carlo is complex and time-consuming. Therefore, this study 

proposes a two-stage dimension reduction method and machine learning model-based stochastic approach for 

improving the efficiency of quantifying the uncertainties of slope post-failure characteristics, which considers 

the spatial variability of shear strength. In the proposed method, the random field is firstly generated using the 

Karhunen-Loève expansion (KLE) method. Then, the slope post-failure characteristics parameters of pre-

analysis samples are obtained using the generalized interpolation material point method (GIMP). Finally, based 

on the extreme gradient boosting (XGBoost) with sliced inverse regression (SIR) technique, a binary 

classification surrogate model is constructed to relate random field variables to the maximum relative 

displacement (Rd) in the characteristic parameters. Results show that the reduced input dimension from 1080 

to 100 through KLE is still too high for constructing the surrogate model, while SIR is used for the second-

dimensional reduction from 100 to 20 of input variables to improve the accuracy of the surrogate model up to 

0.98. The proposed model is used to identify hazardous samples, and we simply utilize large deformation 

analysis on hazardous samples. It suggests that the proposed method in this study is capable of quantifying the 

uncertainties of slope post-failure characteristics with accuracy and high efficiency dropping time-consuming 

GIMP. 

Key words: Landslides; Stochastic analysis; Material point method; Post-failure characteristics; Surrogate 

model. 

1. Introduction 

Landslides are one of the most frequent disasters worldwide [1]. Predicting post-landslide behavior is crucial 

for risk assessment and disaster mitigation. The study of post-landslide behavior has always been an interesting 

topic for researchers. With the development of the Material Point Method (MPM), it has been widely used to 
investigate large deformation problems in simulating landslides [2]. In recent years, more and more scholars 

have realized that the heterogeneity of soil properties can have a significant impact on the response of post-

landslide behavior, and traditional deterministic methods are no longer able to meet the requirements for 

assessing and mitigating disaster risks [3]. As a result, many studies proposed probabilistic simulation methods 

for quantifying the heterogeneity of rock and soil materials in landslides. However, the use of random field 

(RF) theory and large deformation numerical methods in landslide probability simulation often faces the 

challenge of low computational efficiency. Consequently, most current studies lack sufficient sample sizes for 

computing the statistical characteristic values of post-failure characteristic parameters, leading to inaccurate 

results. This study presents a novel method for probabilistic estimation of post-landslide characteristic 

parameters in heterogeneous rock and soil parameters. The effectiveness of the proposed method is 
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demonstrated through a clay slope example. This research approach is of great significance for practical 

landslide risk assessment and provides new insights and methods to improve its accuracy and reliability. 

2. Methodology 

The two-stage dimension reduction method and machine learning model-based stochastic approach is 

proposed to enhance the efficiency of quantifying uncertainties in slope post-failure characteristics. The 

proposed method begins by generating a RF using the KLE method. Subsequently, the slope post-failure 

characteristic parameters are determined for pre-analysis samples using the generalized interpolation material 

point method (GIMP). Finally, a binary classification surrogate model is constructed using the extreme 

gradient boosting (XGBoost) algorithm and the sliced inverse regression (SIR) technique to establish the 

relationship between the RF variables and the maximum relative displacement (Rd) of the characteristic 

parameters. Hence, it is feasible to identify samples experiencing significant deformation failure using a 

surrogate model. Only samples undergoing substantial slope failure are directly pertinent to calculating the 

statistical of the characteristic parameters. The flowchart for the proposed approach is shown in Fig. 1. 

 

Fig. 1. Flowchart for the proposed approach 

2.1. Stochastic MPM 

In geostatistics, the spatial variability of soil properties is frequently represented through the utilization of a 

numerically generated random field (RF) that is based on autocorrelation functions (ACF). In this study, single 

exponential autocorrelation function is employed to characterize the spatial autocorrelation of the soil 

parameters, which is expressed as [4] 

( ), exp
yx

x y

h v


  

 

  
= − +  

   

                                                       (1) 

where, 𝜌 is the autocorrelation coefficient of quantities between two spatial locations, the lags 𝜏𝑥 =∣ 𝑥𝑖 − 𝑥𝑗 ∣ 

and 𝜏𝑦 =∣ 𝑦𝑖 − 𝑦𝑗 ∣  are the absolute distances between two spatial locations in horizontal and vertical 

directions, respectively; 𝛿ℎ  and 𝛿𝑣  are the scale of fluctuation in horizontal and vertical directions, 

respectively. Then, the Karhunen-Loève expansion (KLE) method, which is a generation method for RFs, is 

widely employed to simulate the spatial variability of soil parameters due to its ability to obtain accurate results 

with fewer truncation terms [4]. Next, the KLE method is adopted to discretize the Gaussian RFs of soil 

parameters [4], and the matrix operation process for generating the Gaussian RFs of soil parameters can be 

expressed as 

( )
T

Tdiag  = +  
 

H λ F W                                                 (2) 

where μ and σ represent the mean and standard deviation of a soil parameter, respectively; H is the matrix for 

implementing the soil parameter with dimensions of m×1, where m is the number of RF grids; diag( )λ  is an 

N×N diagonal matrix composed of N eigenvalues; W is a standard random vector with dimensions N×1, 

( )
T

1 2= , , , N   W ; F is the matrix of eigenfunctions with dimensions of m×N. 

In terms of MPM, we have employed the GIMP-based MPM3D, an open-source code, to mitigate the grid-

crossing instability in our simulations. The stochastic MPM captures spatial variability by generating RFs of 

parameters through the KLE method, and models large deformation processes using the GIMP. Multiple 

calculations are performed within the Monte Carlo framework. 

2.2. Binary Classification Surrogate Model 

To improve the computational efficiency of the probabilistic simulation of landslides to obtain enough 

landslide samples to accurately estimate the statistics of the landslide characteristic parameters, a binary 

 Generate N realiztions 

using the KLE 

expansion method

Compute N 

realizations  slope  

using GIMP

Construct a SIR 

XGBoost-based 

surrogate model 

Quantifying slope 

post-failure 

characteristics 
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classification surrogate model is used in this study to find out the failure samples in advance, which is very 

effective for the computation of the statistics of the characteristic parameters in small probability events of 

landslides. 

The Extreme Gradient Boosting (XGBoost) model, an ensemble model based on gradient boosting decision 

trees consisting of a series of regression trees, was proposed by Chen and Guestrin [5]. It possesses high 

accuracy and sufficient flexibility, making it commonly used in constructing surrogate models in geotechnical 

engineering [5]. However, the dimensionality of the RF vector (input variables) is often high when considering 

the spatial variability of parameters, leading to a curse of dimensionality problem for the model. To tackle this 

issue, dimensionality reduction technique was proposed for the input random variable matrix by Li et al. [6]. 

Since the Sliced Inverse Regression (SIR) method proposed by Li [7] is highly reliable, easy to implement, 

and widely applied, we adopt it to project the high-dimensional input variables into a lower-dimensional space 

while preserving the information contained in the data as much as possible, effectively addressing the curse of 

dimensionality problem in this study. 

3. Numerical model setup 

The numerical model is a plane strain problem with a clay slope as shown in Fig. 2. The geometry of slope 

with a height of 28 m, a slope angle of 36.87° (3:4). The material point grid model has a background grid size 

of 1 m × 1 m, with 14,336 material points placed in the X and Y directions spacing of 0.25 m. The RF grid size 

is consistent with the background grid size. The bottom of the slope (Y = 0 m) is completely fixed, while the 

left (X = 0 m) and right (X = 112 m) sides are constrained by vertical rollers. 

  

Fig. 2. Diagram of a clay slope model Fig. 3. A typical sample of random fields for Su 

Assuming that the undrained shear strength follows a lognormal distribution with a mean of 80 kPa and a COV 

of 0.3. The single exponential autocorrelation function shown in Eq. (1) is used to simulate the spatial 

autocorrelation of undrained shear strength (Su), with autocorrelation distances of 24 m and 6 m in the X and 

Y directions, respectively. The unit weight, Young's modulus, and Poisson's ratio of the soil are taken as 20 

kN/m3, 100 MPa, and 0.3, respectively. These parameters are treated as deterministic, as their contributions 

on slope large deformation characteristics are not remarkable as reported in Cheuk et al. [8]. The residual 

undrained shear strength is set as 50% of the original strength. The softening modulus is set as 50 kPa. The 

initial in situ stresses are generated using gravitational loading. The gravity acceleration is 9.81 m/s2. The total 

duration of simulation for the calculation is 20 s, with each time step taking 7.5×10-4 s. when soil deposits 

become stable according to kinematic energy and unbalanced force of the system [2]. 

4. Results 

When the number of eigenmodes n = 100, it can meet the accuracy requirement of the ratio factor  ≥ 95% 

[4]. Therefore, a total of 100 random variables needs to be discretized for the RFs of Su. A typical sample of 

RFs of Su as shown in Fig. 3. The red regions denote larger Su values representing the mechanically strong 

zones, while the blue regions represent relatively smaller Su values specifying the mechanically weaker zones 

in the slope soil. 

After obtaining the RF implementations of Su, it is necessary to calculate the statistics of the landslide 

characteristic parameters. To save computation time, a binary classification surrogate model is constructed for 

finding landslide samples. Initially, 100 sets of implementations of RFs considering the spatial variability of 

Su are generated using KLE method. Subsequently, large deformation analyses of landslides are performed 

based on 100 sets of random field implementations using GIMP. The maximum relative displacement value is 

extracted for all samples. The threshold for the maximum relative displacement is set to 1 m. XGBoost is used 

to construct a direct relationship between random field variables and maximum relative displacement. 
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Although the KLE method has significantly reduced the dimensionality of the input variables, a 100-

dimensional input variable can still significantly affect the accuracy of the surrogate model. Therefore, in this 

study, the SIR method is used in advance to reduce the input variables from 100 dimensions to 20 dimensions, 

which improves the accuracy of the surrogate model from 0.72 to 0.98. Based on the binary classification 

surrogate model constructed by the SIR-XGBoost model, the maximum relative displacement of a landslide is 

calculated whether it is greater than a threshold value using the 1000 times Latin hypercube sampling 

technique. These 685 landslide samples are identified. The direct calculation of these 685 samples leads 

directly to the statistical of the landslide characteristic parameters. The values of the calculated runout distances 

are shown in Fig. 4. Its mean value is 24.30 and standard deviation is 8.63. 
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Fig. 4. Distribution of predicted runout distances 

5. Conclusions 

This study quantitatively evaluates the uncertainties and variabilities of runout distances in heterogeneous clay 

slope. The SIR method is used in advance to reduce the input variables, which improves the accuracy of the 

surrogate model. The proposed method in this study is capable of quantifying the uncertainties of slope post-

failure characteristics with accuracy and high efficiency dropping time-consuming GIMP. It provides a 

practical process for improving the landslide characteristic parameters. 
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Abstract. A new model for corrosion-induced cracking in reinforced concrete is presented [3,4]. Corrosion-
induced damage leads to the delamination/spalling of concrete cover (responsible for 70-90% of prema-
turely deteriorated reinforced concrete structures) or even structural failure as infamously documented by
recent collapses of RAAC panels in British schools [2]. The state-of-the-art knowledge of the involved
chemo-mechanical processes was captured in several coupled parts of the model. Firstly, the diffusion-
driven reactive transport of iron ions from the corroding steel rebar and their precipitation into rust (both
in concrete pore space and into dense rust layer in the vicinity of rebar) were simulated. The transport
of aggressive species such as chlorides to the steel rebar and the enhanced transport of all considered
species through cracks were considered. Rust has a significantly lower density than original steel. Thus,
the constrained accumulation of rust in dense rust layer and concrete pores exerts pressure on concrete
which was predicted and a new precipitation eigenstrain concept was introduced. The mechanical prop-
erties of rust were taken into consideration. The quasi-brittle fracture of concrete was then simulated
with the phase-field model. The proposed model was implemented in COMSOL Multiphysics software
and solved numerically with the finite element method. Both uniform and non-uniform corrosion case
studies were investigated and validated with experimental data. Importantly, the model allows to simu-
late the impact of the magnitude of the current density on the propagation rate of cracks, which has been
puzzling researchers for over 25 years.

Key words: Reinforced concrete, Impressed current tests, Corrosion-induced cracking, Reactive trans-
port in porous media, Phase-field fracture

1 Introduction

This contribution is concerned with the modelling of corrosion-induced cracking in reinforced concrete.
Corrosion of steel reinforcement is responsible for the premature deterioration of 70-90% of all concrete
structures [1]. This results in considerable damage or even structural collapse as witnessed by recent
aerated concrete panels failures in the UK forcing at least partial closures in more than 100 schools in
England [2]. The investigated corrosion-induced cracking is a dominant degradation mechanism that
causes the fracture of concrete cover and its subsequent delamination or spalling, eventually exposing
embedded steel members to the elements. The proposed model [3, 4] captures key chemo-mechanical
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processes leading to corrosion-induced cracking and allows the prediction of the service life of reinforced
concrete structures exposed to various aggressive species (typically chlorides or carbon dioxide).

2 Model

The proposed model [3, 4] specifically resolves (i) the transport of chlorides through concrete matrix
considering chloride binding, (ii) the gradual corrosion initiation of steel surface assuming constant cor-
rosion current density, (iii) the reactive transport of iron released from the steel surface to the pore space
of concrete, (iv) the subsequent precipitation of iron species into rust that blocks the pore space, (v) the
precipitation-induced pressure caused by the accumulation of compressible rust under confined condi-
tions, (vi) the fracture of concrete employing a numerically robust phase-field fracture model and (vii)
the enhanced transport of chlorides and iron species through cracks described by a damage-dependent
diffusivity tensor. The resulting model consists of seven differential equations for seven associated un-
known field variables, which are solved by the finite element method employing the software package
COMSOL Multiphysics.

By taking into consideration processes (iii)-(v), the presented model differs from other models avail-
able in the literature. It has been argued [5] that modelling these processes is necessary to simulate the
corrosion-induced cracking process accurately because it allows: (I) to capture the delaying effects of
concrete pore space surrounding rebar and of cracks on corrosion-induced cracking while also consid-
ering the pressure of gradually forming rust in concrete pores. Also, (II) it takes into consideration the
compressibility and elastic properties of the rust, which were found to importantly affect the corrosion-
induced crack width [3].

3 Numerical results and discussion

A gradual corrosion initiation of the steel surface leads to the non-uniform distribution of precipitated
rust, as demonstrated in Fig. 1a depicting the numerically predicted distribution of rust in 3 years for the
experimental setup considered by Chen et al. [6]. The distribution of rust is characterized by precipitate
(rust) saturation ratio Sp = θp/p0, where θp is a precipitate (rust) volume fraction and p0 is the porosity of
concrete. The local value of Sp in the vicinity of the corroding rebar was found to be strongly affected by
cracks that facilitate the enhanced transport of iron ions away from the steel surface. For this reason, the
maximum of the rust saturation ratio shifts to the vicinity of less-developed upper lateral cracks, which
cannot facilitate the transport of as many iron ions as the other better-developed cracks. Interestingly, the
predicted maximum of the precipitate saturation ratio reaches only 30 % of the pore space. This indicates
that under natural conditions, the accumulation of rust in pore space can last for years before the pore
space is eventually filled. Cracks were also found to significantly affect the transport of aggressive
species (such as chlorides) to the steel surface and neglecting crack-facilitated chloride transport was not
found to be a conservative assumption as it leads to the underestimation of sustained damage.

The capability of the model to predict a crack width in time was validated with the experimental results of
Ye et al. [7]. The tested concrete specimens with a minimal cover of 10 mm were for 32 days subjected
to cyclic drying and wetting with 60 g/l sodium chloride solution. The employed values of chloride
threshold (T = 0.56 wt. % of cem.) and corrosion current density (ia = 2.3 µA/cm2) were not reported
by [7], so they were estimated by fitting the reported steel mass loss in time. The resulting prediction
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of the surface crack width of the vertical crack perpendicular to the upper concrete surface (Fig. 1b)
reveals a very good agreement with experimental data, providing a safe upper bound them. In addition,
the predicted crack width was found to be very sensitive to the geometric size of the anodic (corroding)
region and porosity of concrete.

(a) (b)

Fig. 1: (a) Contours of the precipitate saturation ratio Sp in the vicinity of a rebar for the test of Chen et al. [6] in
3 years. The phase-field variable φ characterizing cracks is shown in the back in a grey scale bar (0 (uncracked)
– white, 1 (fully cracked) – black). (b) The predicted evolution of surface crack width is compared to the experi-
mental measurements of Ye et al. [7].

4 Conclusions

The proposed model (i) allows for the capture of the delaying effects of concrete pore space surround-
ing rebar and of cracks on corrosion-induced cracking while also considering the pressure of gradually
forming rust in concrete pores, and (ii) takes into consideration the compressibility and elastic properties
of the rust, which were found to importantly affect the corrosion-induced crack width [3]. The ability of
the model to simulate both chloride transport and corrosion-induced cracking accurately was validated
against the experimental results of Chen et al. [6] and Ye et al. [7], revealing very good agreement with
the experimentally measured chloride content and crack width in time.

The numerical results from analysed case studies suggest that (iii) under the conditions of natural chloride-
induced corrosion, where the current density is typically below 10 µA/cm2, the accumulation of rust in
pore space can last for years before pore space is eventually filled. (iv) Varying length of the corrod-
ing (anodic) region on the rebar surface significantly affects the crack width. Because chloride-induced
corrosion is well-known to have a pitting character, the obtained results indicate that it is not possible to
draw a direct link between the mass loss of steel rebars and the surface crack width, unless the distribu-
tion and size of anodic regions are known. (v) The strong dependency of the crack width on the size of
the anodic region suggests that three-dimensional simulations are necessary to model localised chloride
corrosion (i.e. non-uniform along the length of a rebar) and results of two-dimensional studies cannot be
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straightforwardly extended to real structures without risking seriously erroneous assessment. The pro-
posed model can analyse sections of complex reinforced concrete components and thus be employed to
analyse various academically and industrially relevant scenarios of highly localised chloride corrosion.

Acknowledgments

The authors gratefully acknowledge stimulating discussions with Prof Nick Buenfeld (Imperial College
London), Prof Carmen Andrade (CIMNE International Center for Numerical Methods in Engineering,
Barcelona) and Prof Milan Kouril (University of Chemistry and Technology, Prague). We would like
to express our special thanks to former master’s student Jiahang Yu (Imperial College London) whose
diligent work on his master’s thesis project paved the way for this study. E. Korec acknowledges fi-
nancial support from the Imperial College President’s PhD Scholarships. M. Jirásek acknowledges the
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Abstract. Magnesium alloys exhibit great potential for use as implants that gradually and entirely dis-
solve in the human body after healing. Rapid corrosion in body fluids and the susceptibility to pitting
corrosion and stress corrosion cracking are the main reasons limiting the widespread use of Mg alloys
as a biodegradable material. The concurrence of mechanical loading and a corrosive environment dra-
matically accelerates the corrosion rate and promotes crack propagation, leading to the sudden failure
of implants. A phase-field model is developed to simulate the corrosion of bioabsorbable metals in bi-
ological fluids. The model incorporates both Mg dissolution and the transport of Mg ions in solution.
The framework captures pitting corrosion and incorporates the role of mechanical fields in enhancing the
corrosion of biodegradable metals. The model is validated against in vitro corrosion data on Mg alloys
immersed in simulated body fluid. The potential of the model to capture mechano-chemical effects is
demonstrated by considering bioabsorbable coronary stents subjected to mechanical loading. The results
show that pitting severely compromises the structural integrity of the stent and the application of me-
chanical loading initiates a pit-to-crack transition and crack propagations, leading to premature fracture
after a short time in solution. This work extends phase-field modeling to biomaterial degradation and
provides a novel mechanistic tool for assessing the service life of bioabsorbable medical devices.

Key words: Diffuse interface; Bioabsorbable implants; Stress-assisted corrosion; Pitting corrosion

1 Introduction

Magnesium (Mg) based alloys have great potential for implants that gradually dissolve in vivo at a syn-
chronized rate with bone/tissue growth and safely absorb into the human body after healing with no
implant residues. Complete dissolution eliminates the need for a second surgical intervention for im-
plant removal, thereby reducing additional trauma and recovery time for the patient. However, rapid
corrosion rates of Mg alloys in body fluids and their susceptibility to mechanical loading in the case
of load-bearing implants impede their potential. Fast dissolution undermines implants to fulfill designed
requirements during the healing process. The concurrence of mechanical loading and an aggressive envi-
ronment (body fluid) dramatically accelerates the dissolution rate and promotes crack initiation and crack
propagation, leading to premature implant failures with life-threatening consequences. Simulation tools
that can assess the evolution of corrosion over time and the corresponding degradation in mechanical
properties can help prevent such scenarios.

Existing methods to assess the corrosion performance of bioabsorbable implants rely on experimentation
or phenomenological models. While experimental tests are time-consuming and costly, phenomenologi-
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cal models fail to incorporate the underlying mechanisms of corrosion in body fluids. As they lack actual
corrosion mechanisms and do not provide any insight into the interplay between mechanics and envi-
ronment, they have limited applicability for implant design. This work presents the first physics-based
model for assessing the corrosion of bioabsorbable Mg alloys in biological fluids. The model is based on
the diffuse interface (phase-field) formulation. It incorporates the underlying mechanisms of biocorro-
sion and the synergistic effect of mechanical loading and a corrosive environment. In the diffuse interface
formulation, sharp interfaces are smoothed over a thin region using a continuous auxiliary variable. The
motion of the interface is implicitly tracked without presumptions or prescribing the interface velocity.

2 Problem description

The system consists of a biodegradable Mg alloy in contact with physiological environments. The system
domain Ω includes both the Mg alloy and the corrosive environment. A continuous phase-field param-
eter φ is introduced to distinguish different phases: φ = 1 represents the solid phase (Mg alloy), φ = 0
corresponds to the liquid phase (physiological fluid), and 0 < φ < 1 indicates the thin interfacial region
between the phases (solid-liquid interface). The independent kinematic variables necessary for model
description are the phase-field parameter describing the evolution of the corroding interface φ(x, t), the
displacement vector to characterize the deformation of the solid phase u(x, t), and the normalized con-
centration of Mg ions c̄Mg(x, t) = cMg/cs

Mg with respect to the concentration in the solid phase.

The free energy functional for a heterogeneous system can be written as

F =
∫

Ω

[
f chem(c̄Mg,φ)+ f grad(∇φ)+ f mech(∇u,φ)

]
dΩ, (1)

where f chem and f grad are the chemical and gradient energy densities defined as [1]

f chem(c̄Mg,φ) =
1
2

A
[
c̄Mg −h(φ)(c̄s,eq

Mg − c̄l,eq
Mg )− c̄l,eq

Mg

]2
+ωg(φ); f grad(∇φ) =

1
2

κ|∇φ|2, (2)

where c̄l,eq
Mg = cl,eq

Mg /cs
Mg and c̄s,eq

Mg = cs,eq
Mg /cs

Mg are the normalized equilibrium Mg concentrations in the
liquid and solid phases, A is the chemical free energy density curvature parameter, g(φ) = 16φ2(1−φ)2

is the double-well potential energy, ω = 3Γ/(4ℓ) is a constant that determines the energy barrier height
at φ = 1/2 between the two minima at φ = 0 and φ = 1, h(φ) = φ3(6φ2 −15φ+10) is the interpolation
function, κ = 3Γℓ/2 is the isotropic gradient energy coefficient, Γ is the interfacial energy, and ℓ is the
interface thickness. The mechanical free energy density f mech in Eq. (1) is additively decomposed into
elastic f mech

e and plastic components f mech
p [1]

f mech(∇u,φ) = h(φ)( f mech
e + f mech

p ); f mech
e (∇u) =

1
2

εεεe : C : εεεe; f mech
p =

∫ t

0
σσσ0 : ε̇εεp dt, (3)

where C is the rank-four elastic stiffness tensor, εεεe = εεε − εεεp is the elastic strain tensor obtained by
subtracting the plastic strain tensor εεεp from the total strain εεε = 1/2(∇u+(∇u)T ), and σσσ0 is the Cauchy
stress tensor for the intact configuration.

The following time-dependent governing equations for the independent kinematic fields φ(x, t), c̄Mg(x, t),
and u(x, t) are derived [1]

∂φ
∂t

=−L
(∂ f chem

∂φ
−κ∇2φ

)
;

∂c̄Mg

∂t
= ∇ ·

[
M∇

(∂ f chem

∂c̄Mg

)]
; ∇ ·σσσ = 000, (4)
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Figure 1: Comparison between experimental and simulated values for (a) uniform corrosion radius, (b) average
pit depth, (c) maximum pit depth. Comparison between experimental and phase-field predictions for hydrogen gas
evolution is given in [1].

where M = DcMg/(∂2 f chem/∂c̄2
Mg) is the mobility parameter connected to the diffusion coefficient of Mg

ions DcMg . The role of mechanical fields in enhancing corrosion kinetics is incorporated by following
Gutman’s theory. The mechano-chemical coupling is established through the interfacial mobility coeffi-
cient L by considering the linear relationship between L and the corrosion current density [1]

L = L0

(εp

εy
+1
)

exp
(σhVm

RT

)
, (5)

where L0 is the interfacial mobility parameter in the absence of mechanical stresses and plastic strains,
εp is the effective plastic strain, εy is the initial yield strain, σh is the hydrostatic stress, Vm is the molar
volume of the metal, R is the universal gas constant, and T is the absolute temperature.

3 Experimental and Numerical results

The constructed model is calibrated and validated against newly obtained in vitro corrosion data on Mg
alloy wires immersed in simulated body fluid (SBF). Experimental measurements of hydrogen release
over the immersion time are used to calibrate the model kinematic parameter L0 considering uniform
corrosion. The wire cross-sections measured after 24 h of immersion in SBF are compared with pitting
corrosion predictions. The phase-field simulations return the same trends and accurately reproduce the
experimental data for the hydrogen release and three different pitting metrics parameters: the uniform
corrosion radius, the average pit depth, and the maximum pit depth, Fig. 1. The agreement between the
experimental measurements and phase-field predictions indicates that the proposed model can be utilized
to simulate uniform and pitting corrosion of bioabsorbable Mg alloys immersed in biological fluids.

The potential of the model is demonstrated in predicting the degradation of a bioabsorbable coronary
Mg stent immersed in biological fluid. Two different case studies are considered. In the first study, the
stent is mechanically loaded before immersion in the corrosive environment. It is radially expanded to a
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Figure 2: Bioabsorbable coronary Mg stent. Stent deployment steps, stent geometry with representative ring
element, von Mises stresses σe and equivalent plastic strains εp after stent recoil.

specific outer diameter, mimicking the balloon inflation stage during deployment. This step is followed
by the stent recoil, corresponding to the balloon deflation and extraction process. The stent deployment
process, the stress state in terms of von Mises stresses and equivalent plastic strains for the representative
ring element after stent recoil are summarized in Fig. 2. The plastic strains are incorporated into the sub-
sequent corrosion simulation. In the second study, the as-manufactured stent is immersed in biological
fluid in the absence of mechanical stresses. This case corresponds to uniform corrosion.

The results show that plastic strains are localized at the union between rings and links, providing hot spots
for pitting nucleation. The dissolution rate within the pitting zone is much higher than in the remaining
parts of the stent. This locally enhanced dissolution significantly reduces the thickness of the strut, as
shown in two characteristic cross-sections close to the union point in Fig. 2, indicating hot spots for early
stent failure. The structural integrity of the stent at these locations is severely undermined. In the case of
uniform corrosion, the stent gradually dissolves with a constant dissolution rate.

4 Conclusions

A phase-field model is developed to simulate the corrosion of Mg alloys in body fluids. The model
incorporates the role of mechanics in accelerating corrosion rates and promoting crack propagation. The
work reveals that local plastic strains developed during stent deployment act as initiators for pitting
corrosion, which proves to have more detrimental effects on stent degradation than uniform corrosion
and severely compromises the structural integrity of the stent. Neglecting the mechanical effects on stent
dissolution leads to unsafe design and overestimated service life predictions.
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Abstract. Complex crack processes like crack initiation, branching, and coalescence can be simulated
with the phase-field method for fracture. Here, the criterion for crack propagation is considered within
the formulation of the partial differential equation. Its solution, the scalar phase-field, indicates the crack
in a smeared manner. This makes the evaluation of a separate criterion for crack propagation and the
tracking of the crack geometry obsolete. A challenge for the phase-field method for fracture, however, is
the accurate and efficient reproduction of the phase-field, the displacement field, and their gradients. For
this, the use of extremely fine meshes is often required within the standard phase-field method.
In this contribution, an enhancement of the phase-field method through the adjustment of the ansatz func-
tions is presented. A transformation of the phase-field ansatz by embedding a quadratic ansatz into an
exponential function is utilised to improve the approximation of the phase-field even with coarse meshes.
The crack is not additionally restricted by the ansatz and can still develop independently of the mesh ge-
ometry.
Furthermore, the displacement ansatz is extended by a term with adjusted shape-functions carrying infor-
mation about the crack geometry from the phase-field. It can reproduce the high displacement gradients
across the crack. The modified shape-functions are calculated for each enriched element on a submesh
by considering the local reduction of stiffness due to the phase-field. Since these shape-functions are
directly coupled to the phase-field ansatz, no additional discretisation of the crack geometry is required.

Key words: Phase-Field, XFEM, Brittle Fracture, Extended Phase-Field Method

1 Introduction

In the phase-field method (PFM), the crack is reproduced by a scalar field, the phase-field φ, with φ = 1
indicating the crack and φ = 0 indicating the virgin material. An internal length parameter l controls the
transition width between these two states. For l → 0, the discrete crack is reproduced exactly.
The regarded phase-field problem is the formulation presented in [1, 2, 3] with spectral split and implicit
enforcement of irreversibility using a strain energy density history field.
In the following, a discretisation technique for the PFM to reduce the need for very fine meshes is
presented shortly. This extended phase-field method (XPFM) was first published in [4] and applied
to fatigue fracture in [5]. For the phase-field, a quadratic LAGRANGIAN ansatz is embedded into an
exponential function. This improves the accuracy of the phase-field approximation significantly even
with coarse meshes. The crack is not additionally restricted by the ansatz and can develop independently
of the mesh geometry. Furthermore, the standard displacement ansatz is extended by a term which can
reproduce the high gradients across the crack for nearly and fully developed cracks. Here, in an improved
version of the method adjusted shape-functions carrying information about the crack geometry from the
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phase-field are utilised. These modified shape-functions are calculated for each enriched element with
a small LAPLACIAN problem on a submesh by considering the local reduction of stiffness due to the
phase-field. These shape-functions are directly coupled to the phase-field ansatz, therefore no additional
discretisation of the crack geometry is required.

2 Problem description

The transformed ansatz for the phase-field φ in elements close to or at the crack reads

φh(ξξξ) = exp

(
− ς
(
∑

i
Ni(ξξξ) fi/l

))
with ς(x) =

x√√
x2 + kreg

(1)

where ξξξ are the reference element coordinates, Ni are the quadratic LAGRANGIAN shape-functions asso-
ciated to the element’s nodes and fi are their corresponding degrees of freedom associated to the phase-
field. The square-root approximation ς(x) [5] with the small regularisation parameter 0 < kreg << 1
ensures differentiability of the basis function f (ξξξ) at or below zero. Special care has to be given to the
integration. An adaptive integration scheme has been presented in [5], which is similarly utilised here.
The displacement field is approximated by

uuuh(ξξξ) = ∑
i

Ni(ξξξ)uuui +∑
i

Ni(ξξξx)aaai (2)

with the standard degrees of freedom uuui applied at every node and the extended degrees of freedom aaai,
which are activated only within certain enriched elements.
In the extended ansatz, the argument ξξξx of the shape-function, carries the information about the expected
displacement field. ξξξx can be interpreted as distorted reference coordinates. In Figure 1, a reference
element is shown with an exemplary representation of the crack within it (orange line). The reference
coordinates ξξξ (green) and their distorted counterparts ξξξx (blue) are depicted as functions over the element.
The distortion of these coordinates ξξξx depends on the reduction of the stiffness due to the phase-field. It
is calculated on a submesh over the domain of one currently considered enriched element Ωe with the
weak form of the LAPLACIAN ∫

Ωe

g(φ)∇χ ·∇δχdv = 0 . (3)

Here, g(φ) is the phase-field dependent stiffness degradation function, ∇ denotes the gradient operator
and χ is the scalar solution field with its corresponding test function δχ.
Equation (3) is solved for every spatial direction with different boundary conditions. Linear polynomial
shape-functions are applied for the submesh used in each enriched element. The solution χ= ξx or χ=ηx

is the respective component of ξξξx. The mesh, on which this problem is solved, is regular with the number
of nodes in each direction nsub. To ensure that ξξξx exhibits coordinate-like properties within the reference
element and additionally C0-continuity is given across the element edges of the main problem, special
attention has to be given to the choice of boundary conditions.
Generally, a finer submesh requires more computational effort but yields a more accurate solution. How-
ever, the computational process can be constructed to be very efficient as, due to the uniformity of the
submesh, an assembly of the subproblem’s global stiffness matrix and residual vector is possible be-
fore runtime. Furthermore, due to the enriched-element-wise consideration, the subproblem is very well
suited for parallelisation.
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Figure 1: (from left to right) The reference element coordinates ξξξ = {ξ,η} and their distorted counterparts
ξξξx = {ξx,ηx} plotted over the domain of an incipiently cracked reference element, the orange line represents
approximately the location of the diffuse crack.
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Figure 2: Load-displacement curve of a single notched tension test for PFM simulations with different mesh
refinements (l/h) and XPFM simulations with l/h = 1 and different submesh refinements nsub, the points of max-
imum load are magnified for better view.

3 Numerical results

To illustrate the effectiveness of the method, a single notched tension test as presented in [6] is consid-
ered. The material parameters are taken from [6] and the internal length is chosen to be l = 0.004mm.
In Figure 2, the resulting force-displacement curve for different discretisations with the iXPFM and the
standard PFM are shown. Furthermore, in Table 1, the resulting error of the calculated crack surface eΓ
for the same computations are listed. It can be seen, that the iXPFM simulations are able to reproduce
the crack surface and the load-displacement curve accurately even though the ratio between the internal
length parameter and the finite element size is l/h = 1. The solutions are compared to PFM simulations
with a finer mesh and yield similar results. Furthermore, it can be seen that with a submesh refinement
the error eΓ decreases significantly.

Table 1: Comparison of error eΓ for PFM and XPFM simulations for different discretizations.

PFM (no nsub) iXPFM with l/h = 1
l/h 1 2 4 nsub 5 10 15 20
eΓ 24.5% 11.1% 4.8% eΓ 15.1% 12.2% 5.2% 3.5%
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4 Conclusions

A novel approach for the extension of the PFM is presented. It employs the transformed phase-field
ansatz as proposed in [4, 5] and a distortion of the reference space within cracked elements for the
extended displacement field ansatz. The distorted reference element coordinates are calculated on a sub-
grid with a phase-field dependent LAPLACIAN equation.
It was shown in a preliminary investigation, that the method holds great potential to reduce the degrees
of freedom of the phase-field problem while maintaining the accuracy of the solution.
As a next step, the influence of the model parameters and the mesh/submesh refinement is to be investi-
gated. Furthermore, the possible reduction of computational effort in comparison to the standard PFM
makes the application of the method to fracture simulations in three dimensions attractive. That is why,
the extension of the model to three dimensions is currently being worked on.
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Abstract. Phase field approaches are an increasingly popular method for modelling complex fracture
problems and have been applied to a number of real-world settings. In some applications, pressure
forces, or more generally traction terms, must be considered on the crack faces. However, application of
appropriate boundary conditions to represent these tractions is non-trivial, since phase field models do
not include a direct description of the fracture surface due to their diffuse nature. This paper summarises
one- and two-domain approaches to including immersed traction boundary conditions and states the
authors’ intention to implement and evaluate these methods in an hp-adaptive discontinuous Galerkin
finite element framework.

Key words: fracture; phase field; traction; boundary conditions; fluid-filled fractures

1 Introduction

Phase field fracture models have gained popularity in recent years as an approach to the numerical mod-
elling of complex fracture problems. The method evolved from Griffith’s energy-based theory for frac-
ture [1] and the subsequent re-framing of the theory as an energy minimisation problem by Francfort and
Marigo [2].

Phase field fracture models are an example of a diffused fracture modelling approach. This approach
can be contrasted to discrete fracture models, such as the extended finite element method (XFEM) or
configurational force approach, where cracks are modelled as discontinuities in displacement, incorpo-
rated using enrichment functions in the mesh or introducing discontinuities in the mesh through mesh
splitting. In the phase field approach, the fracture surfaces are represented over an approximate volume,
meaning no special treatment of the mesh is required. As a result, the phase field approach is also better
suited to modelling crack nucleation, and complex fracture patterns such as branching or merging.

The growing popularity of the phase field approach has led to its application to a number of real-world
problems, including the modelling of calving events in ice shelves and glaciers [3–5], where large chunks
of ice are lost to the ocean as a result of fractures propagating through the full thickness of the ice. These
calving events are driven both by gravitational body forces in the ice, as well as fluid pressure forces
from water that collects in existing fractures. However, the lack of a discrete fracture surface in phase
field fracture models means that the imposition of appropriate boundary conditions, representing the fluid
pressure forces, becomes challenging.

Several approaches have been taken in the existing literature, largely in the context of hydraulic fractur-
ing, including the transformation of the fluid pressure from a surface term into a volume term through an
attempt to reconstruct the fracture surface as in [6, 7], and poroelasticity approaches where the pressure
term acts through the volume, controlled by the phase field value as in [3].
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This paper presents these approaches and will state the authors’ intention to investigate incorporating
them within an hp-adaptive discontinuous Galerkin finite element phase field fracture code [8].

2 Phase field fracture modelling

In 1920 Alan Arnold Griffith published his energy-based theory for brittle fracture from which the field
of fracture mechanics developed [1]. For an isothermal, quasi-static case, Griffith’s theory states that a
fracture will propagate when the release of elastic strain energy due to crack growth, is equal to or greater
than the energy required to create new fracture surfaces.

Considering the arbitrary domain Ω ⊂ Rδ where δ ∈ {1,2,3} with the boundary ∂Ω ⊂ Rδ−1 and an
internal fracture Γ ⊂ Rδ−1, the work of Francfort and Marigo [2] allows Griffith’s theory to be stated in
variational form as an energy minimisation problem. The total energy of the system Π can be expressed
using the functional

Π =
∫

Ω
Ψ(εεε)dΩ +

∫

Γ
Gc dΓ−

∫

Ω
fff ·uuu dΩ−

∫

∂Ω
τττ ·uuu d∂Ω, (1)

where Ψ represents the strain energy density, εεε the strain tensor, fff the body force, τττ the surface traction
and uuu the displacement field. Gc is known as the critical energy release rate, in other words the amount
of energy required to create new fracture surfaces, per unit area of the surface.

The minimisation of Π is however challenging in its current form, due to the difficulty in integrating over
an evolving discrete fracture surface Γ. A scalar field, φ ∈ [0,1] can therefore be introduced in order to
represent the discrete surface over an approximate volume. The scalar variable φ is known as the phase
field, and represents the transition from intact to fully damaged states, where φ = 0 at an intact material
point and φ = 1 at a fully cracked point in space. The introduction of the phase field allows the functional
to be regularised such that the problem becomes numerically tractable

Πl =
∫

Ω
[g(φ)+κ]Ψ0(εεε) dΩ + Gc

∫

Ω
γ(φ,∇φ) dΩ−

∫

Ω
fff ·uuu dΩ−

∫

∂Ω
τττ ·uuu d∂Ω (2)

where γ(φ,∇φ) = 1
2l φ

2+ l
2 |∇φ|2 and the subscript 0 denotes a quantity for undamaged material. A length

scale l is introduced which controls the width of the cracked region approximating the discrete fracture
surface. A monotonically decreasing function, g(φ) = (1−φ)2 is used to degrade the material stiffness
with increasing damage. A small positive constant κ is used to avoid full degradation of the material
stiffness, ensuring the problem remains well-posed.

The difference in crack propagation behaviour under tensile and compressive loading can be accounted
for through decomposition of the strain tensor into tensile and compressive parts, which in turn allows
an equivalent split of the strain energy density into positive, Ψ+

0 , and negative, Ψ−
0 , components as in

[9]. A strain history term H can also be introduced as in [9] to prevent reversibility of damaged regions.
H tracks the maximum tensile strain energy density where H = maxt∈T (Ψ+

0 (εεε, t)) and T represents the
current time.

3 Immersed traction boundary conditions

Including a pressure or traction term along crack surfaces in phase field fracture modelling is non-trivial
due to the lack of discrete fracture surface in the model. As detailed in [10], the approaches taken in
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existing literature to apply pressure forces to a crack surface in phase field models can be categorised
into one-domain and two-domain approaches.

In a one-domain approach, the fracture is taken to be a part of a single porous domain, simply with higher
porosity and permeability at the fracture location. In an example of one such approach [3], which details
a phase field model for predicting fracture propagation in ice shelves, pressure forces from meltwater are
incorporated in damaged regions through Biot’s theory of poroelasticity. The effective stress tensor, σσσ,
is defined as

σσσ = g(φ)σσσ0 − [1−g(φ)] pαIII, (3)

where p is the fluid pressure, σσσ0 is the undamaged total stress and α is the Biot coefficient. The degra-
dation functions in Equation (3) ensure that both the load carrying capacity is degraded with damage,
but also that the pressure forces are constrained to damaged regions, with the pressure effects increasing
with increased damage. This modified stress tensor is incorporated when solving for the minimum of the
energy functional in Equation (2). The pressure, p, is modified based on the depth of meltwater in the
crack, as detailed in [3].

By contrast, two-domain approaches attempt to reconstruct or approximate the fracture surface in some
way, as a clearer interface between the solid and fluid constituents, over which a pressure can be applied.
An example of this approach is given in [11]. In this approach, the work done by the pressure force on a
crack surface is given by ∫

Γ
p(uuu+−uuu−) ·nnnΓ dΓ, (4)

where uuu± denotes the displacement on the positive and negative crack faces and nnnΓ the normal to the
crack face. This expression can then be modified using the gradient of the phase field to approximate
the crack volume and added to the regularised total energy functional as an additional work term. The
functional then becomes

Πl =
∫

Ω
[g(φ)+κ]Ψ0(εεε) dΩ + Gc

∫

Ω
γ(φ,∇φ) dΩ−

∫

Ω
fff ·uuu dΩ−

∫

∂Ω
τττ ·uuu d∂Ω+

∫

Ω
puuu ·∇φ dΩ. (5)

This approach in [11] has also been extended in [6] and [7] to include porosity. Other two-domain ap-
proaches have used level-set functions [12] and phase field contours [13] to reconstruct fracture surfaces
that act as an interface over which a pressure can be imposed.

4 Observations

The inclusion of traction boundary conditions, including pressure forces, along fracture surfaces in phase
field models, is challenging due to the lack of discrete fracture surface. Existing approaches fall broadly
into two categories - one-domain and two-domain methods. While one-domain methods could be consid-
ered simpler to implement, particularly for porous materials where poroelasticity and immersed boundary
conditions can be handled simultaneously, two-domain methods could on the other hand be interpreted
as more physically representative of the mechanical processes involved, and more readily extended to
general traction boundary conditions, instead of pressure forces. These different approaches will be
implemented and evaluated in a discontinuous Galerkin finite element phase field model [8] and their
suitability for wider applications, such as the modelling of calving events in ice shelves, considered.
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Abstract. We present a computational framework that combines the welding process model and coupled
deformation-diffusion-fracture model to predict the structural integrity and potential failure modes of
hydrogen transport pipelines. In this study, we specifically focus on the seam welds, which are partic-
ularly vulnerable regions in pipeline infrastructure. Initially, the developed model is validated against
experimentally observed R-curves of pipeline steels in hydrogen environment. Subsequently, we employ
this modelling framework to investigate the mechanisms behind failure in seam welded joints, aiming to
comprehend the influence of existing defects, microstructural heterogeneity, and residual stresses. Our
findings reveal that the H2 fracture pressure of the pipeline may decrease to as low as 15 MPa under
realistic critical conditions. These results bring new mechanistic insight into the viability of repurpos-
ing the existing natural gas pipeline network for hydrogen transportation. Furthermore, the presented
computational model enables mapping the conditions that ensure the safe transport of hydrogen.

Key words: Hydrogen embrittlement; Multi-physics modelling; Phase field fracture; Pipeline steels;
Welds

1 Modelling framework

As sketched in Figure 1, we present a framework that combines weld process modelling and coupled
deformation-diffusion-fracture simulations. The weld process model is needed to determine the residual
stress/strain state of the weld (Section 1.1). Then, embrittlement simulations can be conducted and
failure can be predicted as a function of the hydrogen gas pressure and relevant weld characteristics
(Section 1.2).

1.1 Weld process model

We idealise the welding process as a sequential thermo-mechanical procedure. The temperature profile
was obtained by solving the heat equation and is transferred to the mechanical sub-problem as an initial
field, to calculate the thermal strain εT at each point x and time t given by εT (x, t) := αI(T (x, t)−T0(x)),
where α is the coefficient of thermal expansion, T0 denotes the room temperature, and I is the second-
order unit tensor. The temperature dependence of the thermal and mechanical material properties are
considered following the ASME standard (Section II, Part D). We consider a small strain formulation and
standard decomposition of strain tensor ε into thermal (εT ), elastic (εe) and plastic (εp) components; ε =
εe + εp + εT with ε := 1

2

(
∇u+(∇u)T

)
; here u presents the displacement field. A power law hardening

is considered with Von Mises plasticity in the mechanical problem. The convective and radiative cooling
was considered while solving the heat equation.
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Figure 1: Schematic representation of the finite element modelling framework, aimed at predicting hydrogen-
assisted failures of welded joints in pipelines subjected to an internal hydrogen pressure p.

1.2 Coupled deformation-diffusion-fracture model

We idealise the hydrogen-assisted failure of the welded joint as a coupled deformation-diffusion-fracture
problem, where the evolving fracture surface is modelled using the phase field method [1]. Within the
framework of the conventional phase field model [2], the total potential energy E of the elastoplastic
solid is given by,

E =
∫

Ω

(
h(φ)ψe(εe)+ h̄(φ)ψp(εp)

)
dΩ+

∫

Ω

Gc(C)

2

(
φ2

ℓ
+ ℓ|∇φ|2

)
dΩ, (1)

with phase field order parameter φ distinguishing the intact solid (φ = 0) and cracked solid (φ = 1)
and length scale parameter ℓ regularising a sharp crack as a diffused band of damage. The elastic and
plastic part of undamaged strain energy densities, ψe(εe) and ψp(εp), respectively, are degraded using
degradation functions h(φ) and h̄(φ), respectively. We choose quadratic degradation functions as,

h(φ) = (1−φ)2, h̄(φ) := βh(φ)+(1−β), (2)

with β= 0.1 to ensure only 10% of the plastic work is available to create a new fracture surface following
the seminal work by Taylor and Quinney [3]. The hydrogen concentration (C) dependence of the fracture
energy (Gc) is considered based on a phenomenological model [4],

Gc(C) =

[
Gmin

c

Gc(0)
+

(
1− Gmin

c

Gc(0)

)
exp(−q1Cq2)

]
Gc(0), (3)

with fracture energy of the material in the air Gc(0), minimum fracture energy of the material in hydrogen
Gmin

c , and the exponential fitting parameters {q1,q2}.

The developed fracture model (Eq. (1)) is coupled with a Fickian stress-induced diffusion equation for
hydrogen as,

∂C
∂t

=−∇ ·
(
−DC

RT
∇µ
)
, with µ := µ0 +RT ln

(
θL

1−θL

)
−V̄Hσh, (4)
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with the hydrostatic stress σh, the reference chemical potential µ0, effective diffusion coefficient D, ideal
gas constant R, absolute temperature T , and partial molar volume of hydrogen in solid solution V̄H . Also,
θL =C/NL is the lattice occupancy with the lattice site density NL.

2 Results and Discussions

The material properties for the base metal and the weld of the considered pipeline steels are collected
from the literature. The developed model is calibrated to simulate the crack growth resistance the pipeline
steels in the air and the hydrogen-containing environments [4], and the calibrated material properties for
X80 steel are listed in Table 1. The calibrated model is coupled with welding process simulations [4]

E (MPa) ν (-) σy (MPa) n (-) Gc(0) (N/mm) Gmin
c (N/mm) ℓ (mm) D (mm2/s)

Base 187000 0.3 660 0.10 60 7 0.17 4.5×10−4

Weld 196350 0.3 726 0.05 54 6.3 0.13 3×10−4

Table 1: Material parameters adopted for the weld and base metal regions of the considered X80 pipeline steel.

and used to gain insight into the structural integrity of seam (i.e., longitudinal) welds in a representative
pipeline with an inner radius of 110 mm and thickness of 7.5 mm (Figure 2). Two weld configurations
were employed based on images of ex-service welds from natural gas pipelines: (a) a two-pass weld
of dimensions 17 x 14 mm, and (b) a three-pass weld of dimensions 21 x 13 mm. The microstructural
heterogeneity of the second weld was characterised using a Vickers Hardness (VH) mapping approach.

2

1

17 mm

14
m

m

7.
5

m
m

C = C∗

C = 0

(a) (b)

1

2

3

21 mm

13
m

m

C = C∗

C = 0

p

R = 110 mm 7.5 mm

HV 0.5

Figure 2: Schematic representation of the considered pipeline section containing a longitudinal weld.

In each case, welding residual stresses are obtained and used as an initial condition for fracture simulation
where the pipe section is subjected to monotonically increasing internal hydrogen pressure p. We present
our key observations below.

Effect of residual stress: In the absence of residual stresses, the X80 welded joint fails by plastic
yielding, while when residual stresses are accounted for cracking is observed (Figure 3).
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εp (-)without residual stress with welding residual stress φ (-)

Figure 3: Investigating the role of welding residual stresses on the failure of hydrogen transport pipelines.

Sensitivity to flaws/defects: A 3 mm initial flaw at the weld-base material junction, near the HAZ
region, can reduce the load capacity (pmax) by more than 50% (Figure 4).

φ (-)(a) (c)(b)

H
A
Z

3 mm
3 mm

7 mm

60◦

30◦pmax = 15 MPa
pmax = 19 MPa pmax = 28 MPa

Figure 4: Investigating the role of external pre-existing defects on the failure of hydrogen transport pipelines.

Heterogeneous material properties: The failure mode of the welded joint changes from plastic yield-
ing to cracking when microhardness map-based material properties are considered. Moreover, the load
capacity reduces drastically (Figure 5).

φ (-)
Microhardness map-basedHomogeneous(a)

pmax = 42 MPa pmax = 24 MPa

(b)

Figure 5: Investigating the role of accounting for the microstructural heterogeneity of seam welds. Three-pass
weld is considered here.
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ABSTRACT 

For adhesive joints, several authors questioned the applicability of LEFM when the combination between the 

ductility of the adhesive, the stiffness of the adherents and the fracture mode leads to a relatively large process 

zone during crack propagation. For such cases, nonlinear fracture mechanics (NLFM) and the use of the critical 

value,  𝐽𝑐, of the J integral have been recommended. This was until it was recently showed, at least for the case

of mode-I crack propagation along a thin interface, that the difference between 𝐺𝑐 and 𝐽𝑐 is found to be equal

to the partial derivative with respect to the increase in crack length, 𝑎, of the energy dissipated in front of the 

crack tip. The fact that this difference is extremely small for double-cantilever-beam (DCB) specimens, 

together with a rigorous assessment of the accuracy entailed by the use of the equivalent-crack-length concept, 

were used to develop an accurate and practically effective experimental/numerical procedure to assess the rate 

dependence of fracture resistance in adhesive joints made of aluminium arms bonded with an epoxy adhesive. 

The effectiveness is the result of using simple DCB tests without the need to measure the crack length. 

Numerical simulations were conducted using a bespoke finite-element code tailored for DCB tests based on 

Timoshenko beam theory and a cohesive-zone model based on fractional viscoelasticity. 

Key words: rate-dependent fracture; debonding failure; double cantilever beams; cohesive-zone model; 

nonlinear finite-element analysis. 

1 Introduction 

Linear elastic fracture mechanics (LEFM), based on Griffith’s energy balance and the concept of critical 

energy release rate, 𝐺𝑐, has been shown to be valid not only for very brittle materials but also for quasi-brittle

or ductile materials when the inelastic zone around the crack tip is small enough [1]. In the case of debonding 

of adhesive joints, damage is typically localised on a thin interface of adhesive and in many cases, either due 

to the ductility of the adhesive or because of the high stiffness of the substrates, the size of such inelastic zone, 

or cohesive zone, is considered too large for LEFM to be valid. In such cases, the critical value of the J integral, 

𝐽𝑐, has been recommended to characterise the fracture resistance of the joints [2, 3]. In fact, the validity of any

one-parameter theory has been questioned in some problems with large cohesive zones, for which multi-

parameter approaches such as cohesive-zone models (CZM) have been deemed necessary [4]. The input 

parameter of a CZM that normally has the biggest influence on the model response is the work of separation 

per unit of cracked area, Ω, which is equal to the area under the traction-separation law (TSL). Interestingly, 

different researchers assume either that Ω = 𝐺𝑐 or that Ω = 𝐽𝑐 but, although the latter can be rigorously justified

for homogeneous interfaces [5], the former is generally an approximation, which is normally overlooked. 

 On the other hand, despite the widely discussed limitations of the use of LEFM to characterise the fracture 

resistance of adhesive joints, all the currently approved industrial standards are based on the use of LEFM and 

therefore provide methods to experimentally evaluate 𝐺𝑐. Only few years ago has the range of validity of such

approaches been rigorously assessed by Škec et al. [5], at least for the case of mode-I crack propagation on 

thin interfaces. This contribution is partly based on another result obtained in the same article, consisting in 

the rigorous derivation of the following relation between 𝐽𝑐 and 𝐺𝑐, for homogeneous interfaces:

𝐽𝑐 = Ω = 𝐺𝑐 −
𝜕Π𝐷
𝜕𝑎

(1) 
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where 𝑎 is the crack length and Π𝐷 represents the energy dissipated ahead of the crack tip. As anticipated 

above, Ω = 𝐽𝑐 is strictly true only for homogeneous interface, and it is worth noting that for many adhesives, 

the relatively random occurrence of defects across the interface results in a certain degree of variation of the 

fracture resistance for different values of the crack length, which can be considered equivalent to having a case 

of a non-homogeneous interface. 

Equation (1) demonstrates that the difference between 𝐺𝑐 and 𝐽𝑐 is not due to the size of the process zone, or 

cohesive zone, but is related to how much Π𝐷 changes during crack propagation, unlike what normally stated 

in the literature. In other words, if the ‘damage profile’ translates in a steady-state fashion with the crack tip, 

then Ω = 𝐺𝑐 and, if 𝐺𝑐 is constant, then 𝐽𝑐 = 𝐺𝑐, regardless of the size of the cohesive zone. An example of 

such case is a double cantilever beam (DCB) with prescribed rotations, also known as moment-loaded DCB 

[4].  For the more conventional DCB with prescribed displacements, Π𝐷 is not constant but, for most cases of 

interest, its variation is actually extremely small during crack propagation. An example is reported in Figure 

1, which shows the difference between 𝐽𝑐 and 𝐺𝑐 obtained in numerical simulations of a DCB made of 

aluminium arms, which are bonded with an adhesive modelled via a bilinear CZM with constant properties 

along the interface, including constant Ω, so that 𝐽𝑐 = Ω. Different cases have been simulated with different 

strength, 𝜎𝑚𝑎𝑥, of the adhesive. The smaller 𝜎𝑚𝑎𝑥, the more ductile the adhesive, but for the most ductile case 

the difference between 𝐽𝑐 and 𝐺𝑐 is less than 2% and rapidly decreasing during crack propagation. 

 

Figure 1: Relation between 𝐽𝑐 = Ω and 𝐺𝑐 for numerical simulations of a DCB. 

Building on these results, an effective and accurate data-reduction scheme based on LEFM and the use of 

enhanced simple beam theory (ESBT) was proposed by the authors in Ref. [6]. The method uses the concept 

of equivalent crack length proposed by de Moura et al. [7], which enables the determination of the fracture 

resistance without measuring the crack length. The accuracy entailed by the use of the equivalent crack length 

concept has been rigorously assessed in Ref. [4], and its application in combination with ESBT results in a 

data reduction scheme that turns out to be more accurate than those available in current standards [6].  

2 Rate-dependent failure of adhesive joints 

The ESBT-based data reduction scheme proposed in Ref. [6] has been more recently applied to characterise 

the rate dependence of the failure of adhesive joints made of aluminium Al 6082-T6 substrates bonded with 

the epoxy adhesive Araldite® 2015 [8]. To this end, 24 DCB specimens have been tested at 5 different speeds 

of the prescribed cross-head displacement, ranging from a minimum of 0.1 to a maximum of 5000 mm/min. 

For each of these speeds, four different tests have been conducted. 

Table 1. Dimensions of the DCB specimens. 

Dimensions (mm) 𝑳 𝒅 𝒃 𝒂𝟎 𝒄 𝒕 𝒍𝒃 

Average value 250 6.35 25.4 40 60 0.25 51.7 
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Figure 2: DCB tests: (a) experimental set up and (b) geometry of the DCB specimens. 

 

Figure 3: Average load vs cross-head displacement for each one of the tested speeds. 

 

Figure 4: Fracture energy against the equivalent crack speed. 
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The geometry and the experimental set up of the DCB tests are shown in Figure 2, with the dimensions of the 

specimens reported in Table 1.  Figure 3 plots the average load against the cross-head displacement for each 

one of the tested speeds. Some scatter of results for different specimens tested at the same speed and the 

oscillations within the load-displacement curves for each individual test (see Ref. [8] for more details) are such 

that a clear separation between average curves obtained at different speeds does not always occur. 

Nevertheless, the rate dependence of the response is evident.  

The data reduction scheme adopted allowed us to determine the fracture energy against the speed of the 

equivalent crack length, reported in Figure 4. Although the difference between the equivalent and the actual 

crack lengths can be noticeable, the difference between their speed is practically negligible. Therefore, with 

excellent approximation, Figure 4 also shows the fracture energy against the actual crack speed and provides 

a clearer assessment of the rate dependence of the response. It is also interesting to note that, despite the cross-

head speed is constant in each test, the crack speed decreases during crack propagation [8]. 

In addition to the fracture energy, the failure response of the tested specimens has also been characterised by 

developing a procedure to identify the input parameters of a rate-dependent CZM based on fractional 

viscoelasticity [9], with very good correlation between the experimental results and the numerical model, 

which uses bespoke finite elements combining Timoshenko beams and interface elements. These results 

cannot be included here due to the limited space. 

3 Conclusions 

On overview of the theoretical framework and a selection of results have been provided for the experimental 

and numerical characterisation of the rate-dependent failure of adhesive joints made of aluminium substrates 

bonded with an epoxy structural adhesive. The rate dependence of the response leads to values of the fracture 

energy up to 2.5 higher at the highest tested speeds than at the lowest speeds. The results are also characterised 

by noticeable scatter, which is also related to the characteristic oscillations in the load-displacement curves 

obtained from DCB tests not only by the present authors but also by many other researchers [8]. Current efforts 

are focused on investigating the root causes for this scatter and how to incorporate them in the modelling 

framework, so that a more accurate characterisation of the failure resistance of adhesive joint can be achieved.  
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Cardenal Cisneros 3, Madrid, 28040, Spain, i.binsenser@upm.es.

Abstract. The uncertainties in material and other properties of structures are often spatially
correlated. We introduce an efficient technique for representing and processing spatially corre-
lated random fields in robust topology optimisation of lattice structures. Robust optimisation
takes into account the statistics of the structural response to obtain a design whose performance
is less sensitive to the specific realisation of the random field. We represent Gaussian random
fields on lattices by leveraging the established link between random fields and stochastic partial
differential equations (SPDEs). The precision matrix, i.e. the inverse of the covariance matrix,
of a random field with Matérn covariance is equal to the finite element stiffness matrix of a
possibly fractional PDE with a second-order elliptic operator. We consider the discretisation of
the PDE on the lattice to obtain a random field which, by design, takes into account its geom-
etry and connectivity. The so-obtained random field can be interpreted as a physics-informed
prior by the hypothesis that the elliptic PDE models the physical processes occurring during
manufacturing, like heat and mass diffusion. Although the proposed approach is general, we
demonstrate its application to lattices modelled as pin-jointed trusses with uncertainties in
member Young’s moduli. We consider as a cost function the weighted sum of the expectation
and standard deviation of the structural compliance. To compute the expectation and standard
deviation and their gradients with respect to member cross-sections we use a first-order Taylor
series approximation. The cost function and its gradient are computed using only sparse matrix
operations. We demonstrate the efficiency of the proposed approach using several lattice ex-
amples with isotropic, anisotropic and non-stationary random fields and up to eighty thousand
random and optimisation variables.
Key words: robust optimisation, random fields, lattice structures, topology optimisation
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1 Introduction

In robust optimisation, uncertainties in material, geometry, loading, and manufacturing are
taken into account by considering a cost function consisting of the weighted sum of the expec-
tation and standard deviation of standard cost functions used in deterministic optimisation. As
a result, robust optimisation yields a structure which is optimal with respect to a chosen cost
function and is less sensitive to the uncertain properties of the actual structure. We introduce an
efficient topology optimisation approach [1] for large lattice structures with spatially correlated
random material properties, see Figure 1.

(a) Original design (b) Sample (c) Optimised design

Figure 1: Robust topology optimisation of a bracket consisting of body-centred cubic unit cells.
The bracket is fixed at the four corners of the base plate and an external load is applied at the
horizontal shaft attached to the vertical plate. The ground structure (a), a sample depicting
the Young’s moduli variation (b), and the optimised lattice structure (c).

2 Perturbation Approximation

The first-order series expansion of the random displacement vector u(s, r) around the expected
value r of the random vector is given by

u(s, r) ≈ u(s, r) +
∂u(s, r)

∂r
(r − r) . (1)

The gradient of the solution is derived by differentiating the equilibrium equation yielding

∂u(s, r)

∂r
= −K(s, r)−1

∂K(s, r)

∂r
u(s, r) . (2)

Hence, the probability density of the displacement vector is also a Gaussian,

p (u(s)) = N (u(s),Cu(s)) . (3)

Given the series expansion (1), we obtain for the expected value and for the covariance

u(s) = u (s, r) , Cu(s) =
∂u(s, r)

∂r
Cr

(
∂u(s, r)

∂r

)T

. (4)

We arrive at the probability density of the compliance

p(J) = N
(
J(s), σJ(s)2

)
, (5a)

with the mean and variance

J(s) = f · u(s), σJ(s)2 = f ·Cu(s, r)f . (5b)
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3 Spatial Random Fields

We consider in Rd, d ∈ {1, 2, 3}, a zero-mean Gaussian random field,

r(x) ∼ GP (0, cr (x,x′)) , (6)

with the Matérn covariance function cr(x,x
′) defined as

cr(x,x
′) = E[r(x)r(x′)] =

σ2

2ν−1Γ(ν)
(κ‖x− x′‖)ν Kν (κ‖x− x′‖) , (7)

with σ ∈ R+ being the standard deviation, ν ∈ R+ the smoothness parameter, ` ∈ R+ the
length-scale parameter, Γ the Gamma function and Kν the modified Bessel function of the
second kind of order ν. The parameter κ is κ =

√
2ν/`. Stated in [2] and [3], the random

field r(x) is the solution of the stochastic partial differential equation (SPDE)

(
κ2 −∆

)β
r(x) =

1

τ
g(x) , (8)

where ∆ is the Laplace operator, g(x) a Gaussian white noise process

g(x) ∼ GP(0, δ(x− x′)) , (9)

and the remaining two parameters are defined as

β =
ν

2
+
d

4
, τ 2 =

Γ(ν)

σ2Γ(ν + d/2)(4π)d/2 κ2ν
. (10)

A straightforward finite element discretisation of the PDEs in the recursion yields

(
κ2M + A

)
r(1) =

1

τ
g , (11a)

(
κ2M + A

)
r(k) = Mr(k−1) , (11b)

where M is the (lumped) mass matrix, A the stiffness matrix and g a Gaussian white noise
vector with the density

g ∼ N (0,M) ; (12)

see [4]. The solution vector r is a Gaussian and has the probability density

r ∼ N (0,Cr) = N
(
0,Q−1r

)
, (13)

with the precision matrix

Qr = τ 2
√
M
(
κ2I +

√
M−1A

√
M−1

)2β√
M . (14)

4 Numerical results

Figure 2 shows two optimisation results obtained by optimising the engine bracket given in
Figure 1a. One can see that the material is more dispersed when the optimisation is carried out
with cost function consisting only the standard deviation. Therefore, the optimised structure
can handle the prescribed load better under the influence of material uncertainty.
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(a) Optimised J (b) Optimised σJ(s)

Figure 2: Engine bracket. Comparison of the optimised engine bracket for the cost function
consists only of J (a), and for the right only of σJ(s) of the compliance (b).

5 Conclusions

We hypothesise that the SPDE models the unaccounted physical diffusion processes occurring
during the manufacturing of the lattice structure and, hence, is an effective approach to con-
structing physics-informed random fields with an extension to non-stationary and anisotropic
random fields. To optimise the cross-sectional areas of the members, we compute the required
mean and standard deviation of the compliance and constraint functions, obtaining optimised
structures more robust against variations in material properties. The efficiency of the series
expansion combined with the sparsity of the precision matrix of the random field allows us to
optimise large lattice structures with eighty thousand members with random Young’s moduli.
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Abstract 

Optimisation of linear structures is a well-developed and highly relevant research field. In particular, for linear 

problems with differentiable objective functions, gradient-based methods are well suited. In engineering 

practice, structural nonlinear behaviour and imperfections different from ideal design often need to be 

considered. Optimised lightweight structures, such as long-span bridges and stadium roofs, are more sensitive 

to sudden failure through buckling. Imperfections or perturbations in geometry and loading can drastically 
reduce the buckling load of a structure compared to that of a perfect structure. It is, however, computationally 

expensive to analyse structural problems with nonlinearities and imperfections and to compute the derivatives 

of the respective objective functions, rendering gradient-based methods unsuitable.   

In the present work, we use a Bayesian optimisation technique with a Gaussian process as the surrogate model 

for the described structural problems with random imperfections. Bayesian optimisation is exceptionally well 

suited for expensive black-box objective functions with no analytical expressions. To rapidly determine the 

random buckling loads, we consider an extended system of equilibrium equations for directly computing the 

buckling loads, i.e. bifurcation and snap-through points on the load-displacement path. This approach is 

exceedingly efficient for repeatedly computing buckling loads for different imperfections. We use the 

complex-step derivative approximation to determine the required directional derivatives of matrices. A low 

discrepancy sequence, Sobol sequence, is adopted for sampling from imperfections. 

Key words: Geometric nonlinear analysis; Structural imperfections; Bayesian optimisation; Gaussian 

process; Finite elements; Sobol sequence 

1 Introduction 

A lot of structures, especially optimised structures, are imperfection-sensitive. The initial geometric 

imperfections induced during construction could change the response path and stability behaviour of the 

structure drastically. Therefore, we perform a robust structural optimisation with the consideration of random 

imperfections. The imperfections are assumed to be a normal distribution. We use the direct computation 

method and quasi-Monte Carlo sampling to obtain the probability distribution of buckling loads. Then, the 

parameters of the buckling load distribution, like mean and variance, are included in the objective function of 

structural optimisation. 

2 Problem description 

We propose an algorithm for obtaining the probability distribution of buckling loads. It involves the direct 

computation of stability point, extended system method, and a quasi-Monte Carlo sequence, Sobol sequence. 

It starts with performing the traditional nonlinear analysis using the displacement control method of a perfect 
structure. The imperfection samples are generated by the Sobol sequence. They are separated into positive and 

negative and sorted in ascending order. Then, we iterative through each imperfection, where the extended 

system method is adopted to directly compute the buckling loads. The following figures illustrate the proposed 

algorithm. 
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Figure 1: The illustration of the algorithm of computing imperfect buckling load distribution. 

 

We consider the sizing optimisation of the buckling loads of random imperfect trusses. The total volume is 

fixed. The aim is to increase the mean of buckling load and decrease the standard deviation. A trade-off 

parameter is introduced to balance the mean and standard deviation of buckling load distribution. The objective 

function is given by 

𝑔(𝑎) = 𝛼
𝐹𝑐(𝑎)

𝐹𝑐
∗

 − (1 − 𝛼)
𝜎𝐹𝑐

(𝑎)

𝜎𝐹𝑐

∗ (𝑎)
 (1) 

where α is the trade-off parameter, 𝐹𝑐 is the mean of buckling loads and 𝜎𝐹𝑐
 is the standard deviation of 

buckling loads. The mean and standard deviation are normalised between [0,1]. The Bayesian optimisation 

with the Gaussian process as the surrogate model is employed to maximise the above equation. 

 

3 Numerical results 

Consider a Von Mises truss as an example to demonstrate the proposed algorithm. The buckling load 

distribution of random imperfect structures are 

 

Figure 2: The probability distribution of buckling loads of Von Mises truss. 

With more Sobol sets, the results of the proposed algorithm are closer to the analytical solutions. The 

convergence of mean and standard deviation are 
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Figure 3: The convergence of mean and standard deviation of buckling load distribution. 

 

We consider a 3D star dome truss for the Bayesian optimisation. The robust optimisation yields different 

results with the choices of the trade-off parameter α. The solution points with different α forms a Pareto front 

as 

 

Figure 4: The Pareto fronts of the robust optimisation of star dome truss. 

The optimised trusses with different α have different shapes. Three results with α = 0.0, α = 0.52 and α =
1.0 are compared in the following figure. All trusses are drawn in top views for easy comparison. 

 

 

Figure 5: Comparison of optimised star dome trusses using different 𝛼. 
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4 Conclusions 

The proposed algorithm using extended system method and Sobol sequence could compute the buckling load 

distribution effectively and accurately. It is important to consider the random imperfections since the results 

are very sensitive to those imperfections. In robust optimisation, the desired result with maximum mean and 

minimum standard deviation can not be achieved at the same time. The trade-off parameter should be chosen 

carefully to balance the buckling load mean and robustness of the optimisation result. Different values of trade-

off parameters lead to different results. This approach provides engineers an opportunity to robustly design the 

structure from case to case. 
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Abstract 

Fracture testing is a common testing method for the assessment of mechanism of fracture. Single edged notched 
bending (SENB), single edged notched tension (SENT), or compact tension (CT) specimens are often utilised to 

analyse stress/strain state and for fracture analysis [1], [2]. However, when SENB and SENT specimens are not 

appropriate for the strain field required, a variety of notch geometries are used. Different notch geometries can 

create a variety of different strain fields, for example the use of V-notches to represent the stress/strain state in weld 

defects or the use of U notches to simulate geometrical change, both creating different levels of stress concentration 

[3]. This variety of strain fields, created around different stress raiser geometries, requires an investigation into 

different stress raiser geometries and their effects on strain field. The Ramberg-Osgood model is used on a variety 

of different notch geometries, to assess the stress/strain state created and the effects of altering notch geometry to 

inform their use for stress/strain analysis. The stress and strain field will be assessed through use of J-integral, 

stress intensity factor, stress concentration factor and T-stress, obtained numerically by using FEM solver Abaqus. 

Key words: Fracture mechanics, Toughness, Notches, J-integral, Stress triaxiality 

1 Introduction 

Fracture testing is an important field of testing, used to assess mechanisms of fracture, stress and strain state 

involved during fracture, assessment of crack propagation and determining the origin of fracture for a specimen [4]. 

Material fracture often initiates from points of stress concentration [5], [6] These points of stress concentration can 

include any notches, groves, cracks, holes and other features which can affect the local stress distribution in a 

material [7]. Component defects, whether by design or inherently present, act as stress concentrators, leading to 

fracture as the defects expand. When conducting fracture testing on metals, the fracture strength is often shown to 

be lower than the predicted result, likely due to the localised stress concentrations caused by defects[8]. As a result, 

fracture testing, such as 3-point bending testing, must involve the use of a stress raisers to simulate the stress 

concentrations caused by innate cracks during material use. 

Common fracture testing methods often include use of SENB and SENT specimens, for the assessment of material 

resistance to fracture. SENT and SENB specimens are designed to induce a different constraint levels and the 

different strain fields applicable/of interest across a range of industries [1], [2]. These standardised tests include the 

use of a fatigue pre-crack to measure the progression of crack extension. These tests however, aimed at the 

measurement of crack propagation, cannot be used to assess the onset of crack initiation, a key testing parameter 

when assessing material integrity and resistance to fracture of high-performance alloys and engineering structures. 

This is particularly important when assessing materials undergoing environmentally assisted cracking, including 

hydrogen embrittlement [9]. 

The necessity to measure the onset of crack initiation, for fracture analysis, requires an investigation into 

alternative test methods besides the use of standardised fracture toughness testing methodologies. This paper aims 

to assess the stress and strain state created by a range of different notch geometries, for use in assessing fracture 

initiation, utilising finite element analysis (FEA) to simulate the strain behaviour of a beam in 3-point bending. 
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2 Problem description 

One challenge, concerning the use of SENB, SENT and CT specimens, is that standard specimens used in fracture 

mechanics for assessment of the material toughness, i.e. resistance to fracture, do not necessarily undergo the stress 

states observed in the real-world structures [8], which is why the design is typically conservative. Depending on the 

situation being simulated during testing, different stress raiser geometries will be required [3]. Particularly, when 

the assessment of fracture initiation is required, pre-cracked specimens are not sufficient [9]. Therefore, an 

alternative testing method is required, utilising specimens without a pre-crack. Utilising notch geometry, for 

component design, requires a keen understanding of the stress/strain state created by different notch geometries. 

This requirement, for stress/strain analysis has been conducted utilising Abaqus FEM solver, utilising a 3D 

deformable model of duplex stainless steel UNS: S31803. A range of different notch geometries have been 

selected, for modelling, displayed in table 1 which includes crack ligament ratio defined as notch depth over 

specimen width [10]. 

 

Specimen Crack ligament 
ratio (a/w) 

Notch depth 
(mm) 

Notch tip 
diameter (mm) 

Notch type 

1 0.5 6 0.2 U-notch 

2 0.5 6 0.4 U-notch 

3 0.5 6 0.6 U-notch 

10  0.5 6 0 Sharp crack 

11 0.5 6 0.1 U-notch 
 

Table 1 - Modelling geometries 

The numerical models shown in table 1 utilise the Ramberg-Osgood model of deformation plasticity, using Abaqus 

FEM software, for plastic simulations of ductile materials, ideal for use on duplex stainless steels. The Ramberg-

Osgood model utilises Young’s modulus (𝐸), hardening exponent (n) and yield offset (𝛼) to describe the 

relationship between stress (𝜎) and strain (𝜀), for a given material, as shown in equation 1 [11]. 

 

𝐸𝜖 = 𝜎 + 𝛼 (
|𝜎|

𝜎0
)

𝑛−1

 

 

(1) 

 

The relationship between stress and strain, provided by the Ramberg-Osgood model, can be used to compare the 

stress and strain state created by each different notch geometry. From the subsequent models generated, a number 

of stress and strain parameters will be assessed including j-integral, stress intensity factor, stress concentration 

factor and T-stress. 
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3 Numerical results 

Geometry of one model of a three-point bend test developed in Abaqus is shown in Figure 1.  Due to the symmetry 

of the problem, only one half of the model is used in the analysis with appropriate boundary conditions [12].   

 

0.1mm EDM Notch (Specimen 11)  

Notch 

width 

(mm)  

Notch 

a/w 

ratio  

Load 

(N)  

Elastic  

J-integral 

(N/mm)  

Elastic-plastic 

J-integral 

(N/mm)  

Stress intensity 

factor 

(MPa∙√mm)  

T stress 

(MPa)  

Stress 

concentration 

factor  

Normalised T 

stress - β  

0.1  0.5  1611.75  12.74  17.72  1676 56.09 8.29  10.087  

Table 2 - specimen 11 parameters 

 

Figure 1 - Specimen 11 geometry 

 

Figure 2 - Plastic deformation - von mises stress 

Numerical solutions obtained in elastic-plastic analysis of specimen 11 are given in Error! Reference source not 

found., whilst the distribution of the effective stress in the vicinity of the notch tip is shown in Error! Reference 

source not found.. The grey zone in figure 2 represents the area of plastic deformation created by this notch 

geometry. Table 1 displays the applied load, as well as the parameters used to evaluate and compare stress 

concentration, fracture strength and stress triaxiality created by the different notch geometries. 
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4 Conclusions 

Our observations show that:  

• FEA modelling can be utilised to analyse the strain field created by different stress raiser geometries 

• Altering notch geometry has a significant effect on stress concentration, resistance to fracture and stress 

triaxiality at the notch tip. 

o For example, the increasing notch radius is shown to increase both J – integral and stress intensity 

factor, representing an increase in fracture resistance and a decrease in stress concentration at the 

notch tip. 

o Increasing notch radius decreases T-stress, which indicates a decrease in stress triaxiality (constraint) 

at the notch tip. Decreasing stress triaxiality effects the strain field at the notch tip and increases 

resistance to fracture. 

 

Acknowledgments 

This publication was made possible by the sponsorship and support of LRF. The work was enabled through, and 

undertaken at, the National Structural Integrity Research Centre (NSIRC), a postgraduate engineering facility for 

industry-led research into structural integrity established and managed by TWI through a network of both national 

and international Universities. 

References 

[1] K. A. Macdonald, E. Østby, and B. Nyhus, “Constraint fracture mechanics: test methods,” in Fracture and 

Fatigue of Welded Joints and Structures, Elsevier, 2011, pp. 31–59. doi: 10.1533/9780857092502.1.31. 
[2] B. Nyhus, M. L. Polanco, and O. Ørjasæther, “SENT Specimens an Alternative to SENB Specimens for 

Fracture Mechanics Testing of Pipelines,” Proceedings of the International Conference on Offshore 
Mechanics and Arctic Engineering - OMAE, vol. 3, pp. 259–266, Jan. 2009, doi: 10.1115/OMAE2003-

37370. 

[3] M. Solnørdal, S. Wästberg, G. Heiberg, and O. Hauås-Eide, “Hydrogen Induced Stress Cracking (HISC) 

and DNV-RP-F112,” Measurement and Control, vol. 42, no. 5, pp. 145–148, Jun. 2009, doi: 

10.1177/002029400904200504. 

[4] R. Allaire, “Fracture Analysis, a Basic Tool to Solve Breakage Issues,” 2004. 

[5] A. Moftakhar, A. Buczynski, and G. Glinka, “Calculation of elasto-plastic strains and stresses in notches 

under multiaxial loading,” Int J Fract, vol. 70, no. 4, pp. 357–373, Dec. 1994, doi: 

10.1007/BF00032453/METRICS. 

[6] G. Pluvinage, “Fracture and Fatigue Emanating from Stress Concentrators,” Fracture and Fatigue 

Emanating from Stress Concentrators, 2004, doi: 10.1007/1-4020-2612-9. 

[7] W. D. Pilkey and D. F. Pilkey, “Peterson’s Stress Concentration Factors, Third Edition,” Peterson’s Stress 

Concentration Factors, Third Edition, pp. 1–522, Apr. 2008, doi: 10.1002/9780470211106. 

[8] J. F. (John F. Knott, “Fundamentals of fracture mechanics,” 1973. 

[9] L. Blanchard, H. Dong, and K. Sotoudeh, “Environmental Testing of Rolled and Hot Isostatically-Pressed 
Duplex Stainless Steels.” OnePetro, Apr. 15, 2018. Accessed: Jul. 13, 2023. [Online]. Available: 

https://dx.doi.org/ 

[10] D. Moon, J. Park, and M. Kim, “Effects of the Crack Tip Constraint on the Fracture Assessment of an Al 

5083-O Weldment for Low Temperature Applications,” Materials, vol. 10, no. 7, p. 815, Jul. 2017, doi: 

10.3390/ma10070815. 

[11] R. Giardina, “On The Ramberg-Osgood Stress-Strain Model And Large Deformations of Cantilever 

Beams,” 2017. Accessed: Dec. 05, 2023. [Online]. Available: https://scholarworks.uno.edu/td/2377 

[12] I. Koutromanos, J. McClure, and C. J. Roy, Fundamentals of finite element analysis : linear finite element 
analysis. 2018. Accessed: May 18, 2023. [Online]. Available: https://www.wiley.com/en-

us/Fundamentals+of+Finite+Element+Analysis%3A+Linear+Finite+Element+Analysis-p-9781119260080  
  

UK Association for Computational Mechanics Conference 2024 - Coombs (eds)

225



UKACM 2024 Conference, 10-12 April 2024, Durham University, Durham, UK
https://doi.org/10.62512/conf.ukacm2024.076

RESPONSE OF A SLENDER STRUCTURE SUBJECT TO STOCHASTIC
GROUND MOTION

Lukman O. Olawale1∗, Erwin George1, Tao Gao2, Choi-Hong Lai1

1 School of Computing and Mathematical Sciences, Faculty of Engineering and Science, University of
Greenwich, London, SE10 9LS, UK. l.o.olawale@greenwich.ac.uk

2 School of Mathematics, Statistics and Actuarial Science, University of Essex, Colchester CO4 3SQ,
UK. t.gao@essex.ac.uk

Abstract. The stochastic analysis of the deflection behaviour of an idealised slender structure subject to
stochastic disturbance is studied. In a previous work by the authors, the response of an Euler-Bernoulli
beam subject to stochastic disturbance was studied. The current work extends the same techniques to
a modified Euler-Bernoulli beam with both flexural beam and shear properties. The beam is subjected
to a stochastic ground motion in the form of periodic motion with disturbance in the amplitude of the
motion. The disturbance is in the form of Gaussian white noise. This results in a Stochastic Partial
Differential Equation (SPDE) version of the modified Euler-Bernoulli beam equation. The stochastic
analysis was then conducted by numerical methods using a combination of a finite difference scheme
and Monte-Carlo Simulation. Given that the input force is Gaussian, it is also observed that the response
of the system is a Gaussian process.

Key words: Euler-Bernoulli beam; Stochastic PDE; White noise; Uncertainty quantification; Implicit
numerical scheme; Monte carlo method.

1 Introduction

Stochastic modelling is important for problems with inputs containing uncertainties as is it helps in
capturing the uncertainties in the system. For example, one can describe the system response when one
is able to obtain the response distribution function either numerically or in closed form where possible.
As a follow up to the work of the author (see [1]), in this work we examine the effect of both stochastic
body forces and ground motion by examining such forces as the input of a modified Euler-Bernoulli
beam equation [2]. For a uniform mass, uniform stiffness and undamped vibration, the modified Partial
Differential Equation (PDE) is given by

EI
∂4w
∂y4 +µ

∂2w
∂t2 −GA

∂2w
∂y2 = Q(y, t) (1)

where w is the lateral deflection, y is the longitudinal spatial variable, t is the time variable, Q is the
input load, µ is the mass per unit length, E is the Young’s modulus, I is the second moment of the area
of the beam’s cross section. The product EI is known as the flexural rigidity that measures the force
required to bend the beam. GA is the shear rigidity of the beam, where G is the shear modulus and A
is the cross-section area of the beam. As in the related paper [1], in this study, we consider a stochastic
force of the form

Q(y, t) ∝ ξ(y, t) , (2)

where ξ(y, t) is a Gaussian white noise giving rise to a Stochastic Partial Differential Equation (SPDE).

1
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Figure 1: Lateral deformations of the beam [2]

2 Formulation

A beam of length h with uniform density, flexural rigidity and shear rigidity subject to undamped vi-
bration caused by ground acceleration is considered. Its lower end is assumed fixed at the foundation
forming a cantilever structure. The beam is assumed to have both flexural and shear properties, thus, able
to deform in both bending and shear configurations. The response of such a beam, illustrated in Figure
1, subjected to a sinusoidal ground motion is governed by a modified Euler-Bernoulli equation as

∂4w
∂y4 +

µ
EI

∂2w
∂t2 − GA

EI
∂2w
∂y2 =− µ

EI
∂2

∂t2

(
αsin(ωt)

)
. (3)

The problem is formulated in a two-dimensional Cartesian coordinate system with origin at the fixed end
of the beam. The pressure load acts along the x-axis thus the displacement of the beam is denoted by
x = w(y; t). By the process of non-dimensionalisation we can re-scale equation (1) as

w′′′′+ ẅ−β2w′′ = αsinωt , (4)

by choosing h,
√

µh4/EI, EI/h4,and
√

EI/µh4 as the reference length, time, pressure respectively and
angular frequency respectively. For ease of notations, a prime ′ is used to denote the partial derivative
of the displacement with respect to y, and a dot · is used to denote the partial derivative of the dis-
placement with respect to t; w and α are the scaled deflection and amplitude; y and t are the spatial and

temporal variable respectively and β = h
√

GA
EI is the parameter that controls the overall shear and flexural

behaviour of the beam. The boundary conditions for the cantilever beam are

w(0, t) = w′(0, t) = w′′(1, t) = w′′′(1, t)−β2w′(1, t) = 0 . (5)

For an initial value problem (IVP), the beam is assumed to be initially at rest, so

w(y,0) = ẇ(y,0) = 0 . (6)

By considering a disturbance in the amplitude of the period ground motion we obtain the stochastic PDE
of the form

w′′′′+ ẅ−β2w′′ = (α+σξ)sinωt (7)

where σ2 is the variance of the stochastic process. The white noise (ξ), see [3], is defined as the time
derivative of standard Wiener process W

ξ(y, t) = Ẇ (y, t). (8)

2
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2.1 Numerical Scheme

In this study, we will analyse the stochastic process of the system via a numerical approach. To this end
we employ an implicit finite difference scheme to ensure the stability of the computation. The domain of
the problem is uniformly discretised into N grid points y j =

j
N , for j = 1,2, ...,N, with step size ∆y= 1/N

and w j ≈ w(y j) for j = 1,2, ...,N. By imposing a second order finite difference scheme on the boundary
conditions in (5) a finite difference formula for the ghost points can be derived then a matrix of the finite
difference scheme for w over {y j} j=1,2,...,N can be written.

If one introduces an artificial variable v = ẇ which is second order in time, equation (7) can be rewritten
as a system of two coupled PDEs of the first order

∂U
∂t

=
(
M1 +β2M2

)
U +F , (9)

where U =

(
w
v

)
,M1 =

(
0 1

−D4 0

)
,M2 =

(
0 0

D2 0

)
,F =

(
0
q

)
, D4 and D2 is fourth-order and second-

order finite difference scheme respectively. The time domain [0,T ] is divided into n steps with ∆t = T/n,
where T is the final time. By discretising spatially in y and temporally in t the discretised variables are

Uk
j =

(
w j

v j

)
at t = tk = k∆t. (10)

The backward Euler scheme can then be written in the matrix form
[

IN −∆tIN

∆t
(
M1 +β2M2

)
IN

][
W
V

]k+1

=

[
W
V

]k

+

[
0

∆tQ

]
, (11)

where IN is the identity matrix and M1 and M2 are the matrix replacement of the fourth-order and second-
order finite difference scheme for D4 and D2 respectively, W = [w1,w2, . . . ,wN ]

T , V = [v1,v2, . . . ,vN ]
T

and the discretised load, Q= [q1,q2, . . . ,qN ]
T , where qi =(1+σζ)sinωtk and ζ= dW/dt ≈N(0,1)/

√
∆t,

where N(0,1) is a normally distributed random variable with zero mean and unit variance. Equation
(11) is used to conduct Monte Carlo (MC) simulations to obtain data for analysis. For good accuracy,
∆y= 0.002 and ∆t = 0.1s were chosen for 10,000 simulations and the standard deviation of the stochastic
process is chosen as σ = 0.01.

3 Results

The snapshot of the deflection profile of the MC simulation at time T is shown in Figure 2a where we
see a cluster of the deflection about a region. The Expectation E[w] shown in Figure 2b seemed to be the
region about which the cluster is formed which is what is expected due to the fact that the input force is
Gaussian. The resulting output is also a Gaussian process as can be confirmed by the distribution of the
deflection at the top of the beam shown in Figure 3.

4 Conclusions

The stochastic analysis of a beam that can deformed by a combination of flexural and shear deformation
is conducted. The beam is subjected to stochastic ground motion in the form of periodic motion with
disturbance in the amplitude of the motion. The deformation of the beam is governed by a modified form
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Figure 2: (a) Snapshots of w due to stochastic load in (7) using Monte-Carlo method at time T (b) Expectation
E(w) of the stochastic process at T along the beam (c) Variance of the stochastic process at T along the beam (d)
Standard error of the Monte Carlo method at T along the beam

Figure 3: Histogram of the deflection data, w1, from time T and distribution fitted to the data.

of Euler-Bernoulli beam equation. The stochastic analysis was conducted by numerical methods using
a combination of a finite difference scheme and Monte-Carlo Simulation. Given that the input force is
Gaussian, it is also observed that the response of the system is a Gaussian process.
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