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Abstract—Area coverage is an important problem in robotics
applications, which has been widely used in search and rescue,
offshore industrial inspection, and smart agriculture. This paper
demonstrates a novel unified robust path planning, optimal
trajectory generation, and control architecture for a quadrotor
coverage mission. To achieve safe navigation in uncertain
working environments containing obstacles, the proposed algo-
rithm applies a modified probabilistic roadmap to generating a
connected search graph considering the risk of collision with the
obstacles. Furthermore, a recursive node and link generation
scheme determines a more efficient search graph without extra
complexity to reduce the computational burden during the
planning procedure. An optimal three-dimensional trajectory
generation is then suggested to connect the optimal discrete path
generated by the planning algorithm, and the robust control
policy is designed based on the cascade N L H, framework. The
integrated framework is capable of compensating for the effects
of uncertainties and disturbances while accomplishing the area
coverage mission. The feasibility, robustness and performance
of the proposed framework are evaluated through Monte Carlo
simulations, PX4 Software-In-the-Loop test facility, and real-
world experiments.

Index Terms—Area Coverage, Path Planning, Probabilistic
Road Map, Robust Control, Optimal Trajectory, Unmanned
Aerial Vehicles.

I. INTRODUCTION

REA coverage is an active research topic that has been

explored by researchers in recent years for a wide
range of robotic problems. Many real-world applications have
used such techniques by describing a different mathemat-
ical framework to achieve a particular solution [!], e.g.,
underwater mapping, area exploration, search and rescue,
and many hazardous or challenging tasks [2], [3]. Due to
the advancement in communication, computing and sensing
methods, deployment of unmanned aerial vehicles (UAVs)
for uncertain area coverage has attracted increasing attention
from both academia and industry, which motivates the need
to develop more efficient and robust planning and control
solutions.
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The solution for an autonomous area coverage problem
includes path planning to determine a safe route and a
control policy to guarantee a precise trajectory following.
Accordingly, the design criteria considered in the problem
formulation affect the coverage performance significantly.
Many researchers try to design path-planning algorithms us-
ing various approaches, from classical Road Map frameworks
to complex optimisation-based methods to make architectures
for using different criteria regarding the robot and workspace
conditions. [4]. For instance, Galceran and Carreras [5]
made a classification and categorised the coverage planning
approaches based on their attributes for the area partitioning.
This classification demonstrates an explicit perspective of
the different approaches regarding environmental data util-
isation. Another review suggested a classification based on
the optimisation technique used in various algorithms to
solve the coverage problem to establish the important cost
function contribution to the coverage performance and the
main achievements of the problem [6]. Furthermore, different
optimisation techniques influence the final results consid-
erably. For instance, [7] suggested a random walk method
for heuristic search to improve the coverage efficiency for a
static target point. In [8], both Dynamic programming and
heuristic optimisation were applied to reduce the travelling
cost for a UAV conducting a coverage mission. In another
approach, a sampling-based method was proposed to analyse
and improve the probability of coverage completeness and
convergence for a specific structural inspection [9]. Other
approaches exploited chaotic model [10], artificial potential
field [1 1], Spanning Tree Covering [12], cellular and polygon
decomposition [13], Probabilistic road map [!4], particle
swarm [15], neural network [16], and reinforcement learning
[17] to optimise different criteria for travelling time, energy
consumption, trajectory smoothness, and collision risk.

Although these algorithms considered an established op-
timisation framework to find a solution for the planning
problem, the quadrotor’s closed-loop behaviour was not
considered in the design criteria, especially in the presence
of external disturbances or another source of uncertainties.
Such planning solutions may result in trajectories that are not
consistent with the system’s dynamic, actuation, or control
policy restrictions. Other approaches tried to use the proba-
bilistic attitude towards the planning problem and add some
feedback to increase the robustness against the environmental
uncertainties [|8]. However, the quadrotor dynamic response
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to the planning results has not been considered and there-
fore, the same problem might arise in spite of considering
environmental feedback.

Moreover, it is important to consider the planning crite-
ria regarding the controller requirements to guarantee the
performance of the quadrotor during the coverage mission
in dynamic environments [19], [20]. However, many studies
didn’t make an interactive combination of a planning scheme
and a control strategy to develop an integrated management
unit to confront uncertainties and disturbances while it is
determining the required trajectory for the coverage mission.
It is necessary to make a consistent combination of a planning
strategy, an optimisation method for trajectory generation,
and the control algorithm to develop a robust and efficient
framework for the coverage mission regarding the quadrotor’s
closed-loop response. Using a cascade architecture allows the
development of a joint connected planning and control system
(211, [22].

The cascade design approach is one of the efficient so-
lutions that can be applied to fill the gap between the
planning and control algorithms consistently [23]. It allows
the designers to use the advantages of different methods in a
unified algorithm [24]. The cascade design results in a hierar-
chical structure with modules that have to interact with each
other while they can be designed and optimised individually
[25]. While the structure of the modules is hierarchical, our
approach ensures that information is propagated also from the
lower (control) module the higher (planning) one, making the
system to go beyond a set of simple hierarchically arranged
modules, which optimise the problem in separate.

The probabilistic Road Map (PRM) path planning algo-
rithm [26] is one of the promising approaches used by
many researchers to develop various planning schemes for
narrow spaces [27], underwater coverage mission [28], dy-
namic trajectory design [29], and many other applications
which establish the exclusive capability of this method to be
adjusted with different planning objectives. In addition, some
research establishes the adaptability of PRM in conjunction
with Linear quadratic Gaussian (LQG) to make a unified
control-planning algorithm [30], [31]. PRM algorithm has
many advantages over other planning algorithms such as
being more efficient, versatile and scalable. Also, it has the
potential for robustness if the roadmap generation is designed
considering a proper approach to describe the environmental
changes [32]. A good comparison between the PRM method
and other sampling-based planning algorithms is presented in
[33] which makes a clear vision of PRM’s advantages over
other algorithms. Nevertheless, the basic PRM framework
needs to be improved to consider the collision risk and be
more robust against environmental uncertainties. Otherwise,
the output trajectory doesn’t guarantee an acceptable collision
risk, especially in the presence of uncertainties.

The primary advantage of risk-aware path planning is that
it helps ensure the safety of the robot and the surround-
ing environment. For instance, [34] and [35] proposed two
risk-aware path planning algorithms for ground and aerial
robots in partially known environments with uncertainties.

Those algorithms were developed based on deterministic
path planning methods and improved the basic algorithms’
performance by adding the risk-awareness function obtained
from apriori data. Furthermore, other research such as [36]
and [37] showed the risk-aware form of sampling-based
motion planning algorithms can improve the original algo-
rithm’s performance in uncertain or dynamic environments.
In addition, increasing reliability, efficiency, and adaptability
are other motivations that persuade using this feature in the
novel path planning algorithms and make a better awareness
for the robots working in uncertain areas. [38], [39].

The second important part of the cascade architecture is
the control algorithm, which insures the robust performance
of the closed-loop dynamic in the presence of uncertainties,
disturbances, and measurement noise. Although various al-
gorithms developed in recent years to achieve this objective,
the nonlinear H, algorithm established a promising perfor-
mance in 3D trajectory tracking and keeping the system’s
dynamic states and the outputs bounded [40]. However, such
algorithms can guarantee closed-loop stability and robustness
under specific circumstances for input trajectories coming
from the planning algorithm. Accordingly, making a consis-
tent motion planning algorithm is necessary to avoid unstable
behaviour.

This paper proposes a novel integration between a robust
nonlinear control algorithm and a new version of PRM
planning algorithm to make a consistent mission management
framework. In spite of the other state-of-the-art planning
technique, the proposed algorithm illustrates a hybrid ob-
jective function for optimisation. The objective function
considers the controller’s performance in conjunction with
the travelling distance. Accordingly, the planning result will
establish a robust closed-loop behaviour while it will op-
timise the flight trajectory regarding the travelling distance
and time. Therefore, the main novelty of this paper is to
make a hybrid optimisation framework to guarantee planning
performance and closed-loop robust response simultaneously.
The resulting framework prevents the planning algorithm
from generating high-risk trajectories regarding the system’s
dynamic, controller features, environmental uncertainties, and
disturbances.

The genetic algorithm is used to solve the planning optimi-
sation problem due to the defined cost function’s complexity
and nonlinear essence. The Monte-Carlo simulation is used
to determine the overall robust performance of the sug-
gested algorithm by statistical analysis. In the Monte-Carlo
simulation, the coverage scenario was simulated for 500
different sets of uncertainties for the obstacles’ boundaries,
exogenous disturbances, measurement noise for position and
velocity, and parameters’ uncertainties. Furthermore, the PX4
recommended environment for software and hardware in the
loop, including the Gazebo simulator physical engine, PX4
flight management unit, and the MAVROS communication
protocol, has been considered to examine the algorithm’s per-
formance for practical cases. Furtheremore, The algorithm’s
performance is evaluated by conducting flight experiments
using the Crazyflie micro-drone. The results obtained from



IEEE TRANSACTIONS ON INTELLIGENT TRANSPORTATION SYSTEMS

numerical simulations, SIL tests, and flight experiments
demonstrate a promising robust performance in the coverage
mission. In conclusion, the main contributions of this paper
can be summarised as follows:

1) Development of a new unified robust planning algo-
rithm for a quadrotor to accomplish an autonomous
area coverage mission efficiently in an arbitrary three-
dimensional environment that includes obstacles.

2) Modifying the basic PRM algorithm by considering
risk assessment functions to mitigate the collision risk
in order to establish the planning algorithm’s robustness
in the presence of environmental uncertainties.

3) Applying a cascade architecture for system manage-
ment. This architecture uses optimisation to solve the
planning algorithm considering the system’s closed-
loop response involving the output-feedback NLH
in order to design a consistent trajectory with system
dynamic, actuation, and control policy restrictions.

The rest of this paper is organised as follows: the second

section is devoted to presenting some essential preliminaries
for the modelling and the problem statement. The third
section demonstrates the overall design procedure for the
integrated control-planning algorithm. The robust PRM al-
gorithm is illustrated in the fourth section and the output-
feedback NLH, control method is explained in the sub-
sequent section. The simulation procedure and results are
presented in the sixth section and the final part includes the
final interpretation and conclusion.

II. PROBLEM FORMULATION

This section illustrates the problem statement and the main
assumptions considered to define the mathematical outlines
of the problem. Moreover, The main criteria used to solve the
problem are stated in this section. The first part is devoted
to the mathematical representation of the environment, the
second part defines the dynamic model for the agents, and
the third subsection describes the area-coverage mission for
a flying quadrotor.

A. Environment Modeling

In this section, the mathematical representation of a three-
dimensional environment includes a definite boundary and a
limited number of obstacles with uncertain prior information.
The mission area is defined as & = £f U £°, where & and
E° represent the free and occupied space respectively. The
free space is described as:

€7 = {q' e Rl ¢ &%, |’ (2) — af| <o, (1)
|0/ () = y5| < v la? (2) = 261 < =0}
where [ 2§ y§ 2§ ] € R®and [ 28, ¢ 25 | € R®

are defined to describe the predetermined mission area
boundaries and central point. Also the prior information
about the obstacles’ boundaries is described as:
0" = {0} 5 k=1 .n0s , @)
b; by s
o) = {g +6) ) i=1,..,np,

where qzi is the ¢th known point on the boundary of the
kth obstacle, and 5,? = N(0,05,) is a Gaussian distributed
uncertainty vector considered for qzi.

B. Quadrotor Dynamic

This section presents the dynamic modelling of a flying
quadrotor with six degrees of freedom according to [40] and
[41]. Accordingly, the dynamic behaviour can be modelled
as:

mé + K¢§ +mG R(n)F(t)+de,  (3)

where, ¢ € R? and n € R3 describe the position and
attitude vectors for the quadrotor, respectively, m represents
vehicle’s mass, J (1) € R3*3 is the inertia matrix determined
in the inertial frame, K¢ € R3*3 is the aerodynamic drag
coefficient matrix and C,,(n,7) € R3*3 is a matrix
determined from the Coriolis, centrifugal, and rotational
drag effects together. The F(t) € R? depicts the force
vector in the body-fixed frame and the control torque in the
inertial frame is denoted by 7 € R3. The transformation
matrix from the body to the inertial frame is denoted by
Ri(n;) € R3*3 and the gravity acceleration vector in the
inertial frame is represented by G € R®. The effects of
external disturbances and modelling uncertainties are defined
by d¢ € R® and d,, € R? for translational and rotational
dynamics. It is also assumed that these terms belong to
[:2 (0, OO)

C. Problem Statement

In this paper, it is assumed that the quadrotor can fly
through the free space in the mission area and gather the re-
quired data using a set of sensors to collect three-dimensional
points in a predetermined area around the quadrotor. Accord-
ing to the sensor package capabilities, the quadrotor should
stand in a limited number of target positions to cover the
overall mission area. Therefore, the coverage mission can be
reduced to a problem that includes the following steps:

1) Finding a set of target points in the free space to cover
the overall mission area

2) Motion planning for the quadrotor to cover all the target
points

3) Trajectory generation and tracking to control the
quadrotor through the environment

The required number of target points depends on the area
complexity, the coverage capability of the quadrotor at each
point, and the flying time restriction due to limited energy
resources for the quadrotor. Accordingly, if Q9 = {qu },oi=
1,..., Ny is considered as a set of target points to cover the
overall area, the quadrotor can obtain a reward when it passes
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Figure 1: Integrated Algorithm Flowchart which demonstrates three different layers to generate the environment’s map, make
a plan for the coverage, and control the drone through the planned trajectory

through the vicinity of each target points for the first time.
The reward function can be described as:

S N
R = —X Yr;, 4
th 7,_11‘% ( )
.~ Jroa if [€(t) - Q) < dapy 0 —t1" > Stpa
’ 0 otherwise

where, rpa is the reward value for data acquisition at each
target point, dg,., is the distance to establish the arrival
criteria, t{ % is the time flag for the quadrotor’s first-time
arrival at ¢¢, tV is the time flag for the moment that quadrotor
leaves the ¢! target point, and §tp 4 is the time required for
data acquisition at each target point. If II is considered as
a motion plan for the quadrotor to cover the area through
target points, then the value function for the mission can be
described as:

Vmission(n> = ('YtR - Cmission>|1—[7 v E (0> 1] 5 (5)

where, Cission 18 a cost function and depends on the
tracking accuracy, required control effort for the mission, and
the travelling distance through the area. -y is a coefficient that
should be positive and less than 1, and ¢ is the mission accom-
plishment time. Accordingly, the value function expressed in
(5) includes the reward function decreasing by ~' factor as
the mission accomplishment time is increasing. (6) describes
the cost function as follows:
Nig

Tm,is
Cmission = ZJzC +/0 HZ§||§dT 9 (6)
i=1

where J¢ is the travelling distance between each pair of
target points in the mission area, N, is the number of target
points considered for the coverage, and z¢ is an objective
function that depends on the tracking accuracy and the
control effort required to maintain the system robust against
the uncertainties, disturbances, and noise. Accordingly, the

robust coverage mission can be defined as follows:

IT* = argmax (sup(Vimission)) (7
s.t. T(H) < Tua.

D. Integrated Control-Planning Algorithm

The integrated control and planning algorithm should
be capable of maximizing the coverage value function as
described in (5). The cost function is defined in (6) which is
a function of tracking accuracy, control effort, and the trav-
elling distance simultaneously. According to previous sec-
tions, the suggested robust PRM algorithm finds an optimal
solution for the travelling distance and the cascade NLH
guarantees robustness against the uncertainties, disturbances
and measurement noise. Also, trajectory planning implies
the minimum time constitution meanwhile it establishes the
continuity requirements for the desired trajectory according
to the control algorithm’s requirements. On the other hand,
the suggested planning solution depends on the control
algorithm’s robust performance to maintain the failure risk
below the acceptable threshold via the risk-awareness feature.
Consequently, the integrated algorithm presented in Fig.1,
demonstrates the relation between different layers includ-
ing three main subroutines to make a consistent mission
management framework. Moreover, Figure 1 shows how the
planning algorithm is affected by the results obtained from
the control algorithm through the Monte Carlo simulation.
The relation between those two layers is discussed in detail
through section III-A.

III. RISK-AWARE PRM ALGORITHM

In this section a new robust PRM algorithm is proposed
to solve the area coverage mission as stated in (7) for a
flying quadrotor in an uncertain environment. The suggested
algorithm has a structure as described in Algorithm.1:

The following subsections discuss each of the algorithms
proposed to complete the overall planning as stated in Alg.1
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Algorithm 1: The proposed robust PRM

Input: £, O° - space boundaries for exploration and
obstacle boundaries prior information

QOutput: II* - coverage plan

P(O°) + Alg.2 finds risk assessment function

G(ET,P(OY) + Alg.3 finds search graph

Qt «+ Alg.4 finds target points

IT* + Alg.5 finds the coverage plan

where P(OP) represents the risk assessment function,
G(ET,P(O)) is the graph which will be used for
planning, Q¢ demonstrates the set of target points
for the coverage, and IT* stands for the mission
plan obtained from the proposed algorithm.

A. Environment Mapping

In this section, a new two-stage algorithm is proposed to
obtain a fully connected search graph for the mission area,
which considers the collision risk with the obstacles based
on uncertain prior information. The first stage is devoted to
estimating an assessment function to evaluate the collision
risk at each point in free space. As stated before, a prior
information set includes a few points on the boundary of
each obstacle. The suggested algorithm splits the data into
two parts: 1) OZ,@/’ which is a set of projected points on the
horizontal plane, and 2) O, which is a set that includes the
z components of the points in O”. A normalized elliptical
function can be associated with each arbitrary set of points
placed on a boundary in a plane, and this function can be
estimated if there are at least five points in the set. The
elliptical function can be stated as follows:

fHzy) = [0Sz, y)]" +1, (8)
O = [65 o058 o058 o5 6¢ ],
SUzy) = [ ¥ ay x y].

This elliptical function splits the space into three segments
based on its value. The function’s value varies from —oo to
zero outside the boundary, becomes zero on the boundary,
and varies from zero to its maximum value inside the
boundary if the boundary encloses the origin, otherwise, the
function value becomes positive outside and negative inside
the boundary. Therefore, this function could be applied to
assess the proximity to the boundary of the obstacle. Accord-
ing to (8), if ng points exist for the k;;, obstacle’s boundary,
the best peripheral elliptic function can be estimated by the
following equation:

0] = [A[-1n, , 9)
67] [ 650 o5 o5t a5 Ogl ],
Sel (qﬁbil (z), q;gl (1))
= Sez(q;(x:),qkz(y)) |
Sala,” (@),4," (1))
[_l]nk = [71 -1 71]Zp><1 5

where [.]T means pseudo inverse. The collision risk is directly
related to the distance between the quadrotor and the obstacle
boundary. Therefore, the estimated elliptical function can be
used as a criterion to evaluate the collision risk as presented
in Alg.2

Algorithm 2: Risk Assessment function evaluation

Data: O° - obstacles’ boundaries prior information

Result: P (O°) < {Py, (OF) }e=1mw. - Tisk
assessment function

A < Monte Carlo Simulation

for kK =1 : ngps do

[O51] + (9)
if origin is enclosed then
by _ A
‘ Pi (OF) = D)
else
by — A
t Pi (0F) = fel(zy)

where neps is the number of distinct occupied
regions in the workspace.

According to the equation provided in Alg. 2, the risk
evaluation function includes a parameter A. This parameter
determines how much the system is sensitive to disturbances
and uncertainties. The higher value for this parameter means
the graph nodes for the PRM should be selected more
conservatively and the lower value means the closed-loop
system is robust and the path planning can be less conser-
vative. Therefore, it is necessary to do a statistical analysis
of the closed-loop system behaviour to determine a proper
value for this coefficient. In the simulation result section, the
statistical analysis conducted for this reason is presented.
The risk assessment functions obtained in Alg.2, are used
to generate a search graph in the mission area. According
to [42], different PRM algorithms apply different sampling
techniques to increase the performance of the search graph
in different situations. In this paper, the least amount of
available data from the environment is used to determine
weight functions according to the collision risk and the
proximity to the obstacle’s boundary to generate the PRM
graph’s nodes. In this paper the suggested robust planning
algorithm has three main steps to determine an effective
search graph for a coverage mission.

o Generating an initial node set using a weighted sampling

method

o Connecting the nodes via PRM criteria and neighbour-

hood conditions

o Checking the graph connectivity and adding nodes and

connections to obtain a fully-connected graph
Alg.3 illustrates the procedure to generate the initial set of
nodes for the search graph. The parameter P4, shows the
maximum allowable value for the risk evaluation function to
accept a node in the final search graph

The next step is to use the PRM policy to generate the
link between the nodes. To apply the PRM approach, it is
necessary to define a condition to determine the neighbour
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Algorithm 3: Graph node generation subroutine

Algorithm 4: Graph link generation subroutine

Data: P(0°),E, O - risk assessment function,
workspace boundaries, and obstacles’
boundaries prior information

Result: N'PEM _ graph node set

141

while i < n7%4% do

ptemP < random point € £

for all 0% do

if pie™m? ¢ £, then

| Pu(p™™?) < Pu(O})
else

| Pp(p'™P) 1

OlI)Dmaw ) Pmax, — mClJf{P(ptemp)}
if pPTm(Z) Z hmam(ol;:mam) then
| T(premP) 1
else
if Pmax S Padm then
‘ j(ptemp) —1
else
L j(ptemp) 0

if 7 (p'“™?) then
NPRM{Z} — ptemp
L i< 1+1

where n753¢% is the number of nodes that should be

generated for the graph.

nodes inside the N'©EM In this paper, the Euclidian norm
between two points is used as a criterion to check the
neighbourhood condition between every two points in the
graph. The following equation presents the neighbourhood
condition for each node in the search graph:

N; = {Vp; e NFEM|j £ i |lp; — p;|| < DIEM

nes

(10)

Moreover, (11) defines the collision function between the
line connecting a point in the search graph to each of its
neighbours and the peripheral ellipses enclosing the obsta-
cles’ boundaries.
Colsh | = {lif £(pi7.pj) — f£¥ =0 has a solution an
’ 0 otherwise
where, L£(p;, p;) represents the line passes from p; and p;.
Also, it is essential to make a limited number of links for
each node. Alg. 4 presents the procedure utilized to generate
the search graph links according to PRM criteria [26].

In this stage, there is a search graph that includes random
points covering the mission area. Although increasing the
number of points in the graph might improve the coverage,
the search speed decreases significantly due to computational
complexity and moreover, there would be no guarantee for
the search graph to be fully connected. Therefore, it is
necessary to use a policy to establish the connectivity criteria
and simultaneously keep the graph complexity as low as

Data: P(0°), 0%, NPEM _ rigk assessment function,
obstacles’ boundaries prior information, graph
node set

Result: Ag,, Wg, - graph adjacency matrix, node

connectivity condition number

Agy = [0]npoacs xnpotes

for i =1:np%y; do

l; < randperm{min(I(N;), LPEM)}

for for all p; € NI do

if 3Cols; j or Ag,[i, j] # 0 creates a loop
then

‘ Ago[imj]ﬂ‘Ago [17]] =0

else
‘ Ago [ivj]’ ‘Ago [Z’]] = le - pj||2
end

end

Ag, [%,:]>0
Waypi}  Spenltiz0)

end

where [; is the number of the eligible neighbourhoods
for the ith node and LM is the maximum
admissible links that each node can make with its
neighbour

possible. This paper suggests a recursive method to use a
low number of initial nodes and links and create a fully-
connected graph by adding points and links in the area that
causes the graph to be disconnected. This algorithm utilizes
lemmal [43] to check the connectivity condition for the graph
and W, to find the points in the graph with the least number
of connections.

Lemma 1: If {1} is a column vector with all elements equal
to I then 0 is an eigenvalue of the Laplacian matrix Lg with
{1} as a corresponding right eigenvector and all nonzero
eigenvalues have positive real parts. Furthermore, zero is a
simple eigenvalue of Lg if and only if there exists a directed
spanning tree in G. For an undirected graph G, the smallest
nonzero eigenvalue Ao of Lg, satisfies the condition in (12)
and we have [43]

2T Lgx

(12)

= min

2#£0,{}Tz=0 xzTx

According to Alg.5, the recursive policy adds extra nodes
and links to the search graph until it becomes connected and
satisfies the PRM conditions for finding at least one path
between every two points in the graph [26]. The search graph
produced with Alg. 2 to Alg. 5, creates a set of safe routes
for the quadrotor to pass the environment without hitting
the obstacle. However, accomplishing a coverage mission
requires a set of target points in the mission area, which
guarantees complete coverage. In this paper, it is assumed
that according to the sensors used for data collection, the
quadrotor is able to collect data from its neighbourhood
that includes a spherical domain with R radius. Therefore,
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Algorithm 5: Recursive algorithm generating a fully
connected search graph

Data: NPEM Ao Wg, - Initial graph node set,
graph adjacency matrix, node connectivity
condition number

Result: GE~PRM _ Connected PRM graph

Ag, Wg < Ag,, Wg,

while \2{Lg} <1 do

kwear < argmin{Wg}

Dinin < min{||pr,.... — pill,i € NPEM &i £

kweak

Ekupear 19D € ENP = Phyear | < 5 Drmin}

Update N7EM « Alg.3 with &, and n

Update Ag, Wy «+ Alg4

Update Lg + Ag

aug

weak nig

end

GOPRM  (NPRM Ag} where n;i? is the
number of augmented neighbours that should be
added in the weak area to make connections

between two possible separated subgraphs.

applying a proper classification algorithm that considers the
sensor limits results in dividing the graph nodes into a few
distinct sets. Each set has a unique central point that could
be considered as a target point for the quadrotor to cover the
whole sub-domain of the mission area. This paper applies
the UPGMA algorithm to determine the sub-domains [44],
[45]. Alg 6 describes the procedure to find the target points
and the augmented graph G¢~FR®Mhich lets the quadrotor

aug
have access to the target points Q*.

Algorithm 6: Sub-domains and target points deter-
mination

Data: GE—FPEM R_ - connected PRM graph, desired
search radius
Result: Q9 ,gg;gP RM target point set, augmented
PRM graph
A9 UPGMA(NPRM,RS)
for VA8 c AY do
| ¢} «+ mean{p c A¥}
end
Nﬁl;M « N'PRM 4 Qtg
AY « Alg4 with NLEM
GR—PRM

tg AfPRM
aug — Ag ’Naug

B. Path Planning

This section presents the planning algorithm for the
quadrotor. As stated in the second section, the planning algo-
rithm should maximize the value function in (5). Therefore,
the value function implies three necessary conditions to find
a robust plan for a coverage mission due to the actuation
system’s limit for force and torque generation.

« The sequence of target points should result in a mini-

mum travelling distance through the area

o The route utilized to arrive at each target point should
satisfy the shortest path condition
o The trajectory that connects the waypoints in each route
should satisfy the optimality condition
According to these three criteria, the first stage includes the
evaluation of the best sequence for the target points obtained
from the suggested robust PRM algorithm for area coverage.
If the mission cost at the ¢, step of the mission is stated
as J¢, the optimal sequence of the target points would be
evaluated as a solution for the following problem:

N
Q" = argmin ZJ? , (13)
i=1
N -1
I0 = min| Y lpjr—pill]
=1
where, N/, is the number of waypoints {py} C NIAM

in the route between the ¢;, and ¢, o € Q*. Algorithm 7
presents the solving procedure of (13) in two step.

Algorithm 7: Shortest path and cost between target
points

Data: G5, PFM Q* py - augmented PRM graph,
target point set, initial position
Result: { Path;}, Q" - shortest path set, best
ordered target point set
for i = 0: Ny, do
for j =0: Ny, j #ido
Path;; + Dijkstra(Gl P g, q;,)
Jg ~ D (Pathij)
end
end
TSM ({p07 Qt}7 {Jg )
{Path:},Q" <+ GA (TSM)

Dijkstra is a function that applies the Dijkstra method
to find the shortest path between two nodes in a graph [46],
and D represents a function that calculates the length of
the path between two nodes in a graph. The combinatorial
optimization results in Q" resembles a TSM' problem. The
TSM problem associated with the proposed path planning in
this paper is defined in three-dimensional space to consider
the overall distance between the target points. There are
many solvers to find a solution for a TSM problem, one of
the fastest approaches is to use an evolutionary method like
GA?[47]. Although Algorithm7 determines the shortest path
for the area coverage, it is necessary to minimise the search
time to maximize the coverage score with respect to (5).

C. Trajectory Design

The set of waypoints determined from the motion plan-
ning algorithm cannot go through the control layer directly

I Traveling Salesman
2Genetic Algorithm
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because the control law cannot handle discontinuities and it
needs a continuous and smooth signal for the desired position
and velocity vector at each time step. Therefore, another
module should make a bridge between the control and motion
planning layers. In this section, an optimal trajectory design is
proposed to convert the output of the path planning algorithm
into a continuous set of signals for the desired trajectory
and velocity considering the restrictions for acceleration.
The following theorem demonstrates the resulting policy to
determine the proper input signals for the control layer

Theorem 1: If the system described by (14) is considered as
the kinematic model of the desired trajectory that passes the
waypoints between each pair of target points in the mission

ICRERE

and (15) describes the objective function to minimize the time
with respect to multiple terminal constraints and the actuator
limits to generate desired acceleration for trajectory design:

(14)

Nup t
) 1
JTri — Z (hi(ze(ty,)) —|—/ (uerautr + 1) dr ,
i=0 0 \2
- _ (& 6 3x3
elty) = ¢ eR’ R, >0eR™,

hi(ze(ty,)) = €dy,, Pi € Pathy, . (15)

The Pontryagin’s minimum principle [48] leads to the
following solution for &j,&), and uj,. for each segment of
the

% N O S I I F
i,| (00 0 —R;Y| |z
Moo 0 0 | |
Sl oo -1 0 ] [

N

— - -3
)\21 =3R, (Afdmwm—l o gd\m 1Atp’77pi*1> Atp'iap'ifl
S4At?’i7p7—l + S3Atfh7p + SQAtZ sPi—1
+51Atpi,pi71 + Sg = 0

where, A\i¢ and Ao¢ are Lagrangian multipliers, At,, . | is
the traveling time between p; and p;_1 € Pathyg, A&y

is the relative vector between p; and p;_1, and sg, ...,::ié_rle
obtained from (17) as follows:
= 9AL , Rala,
s1=6A]  (~I3+3R.),,
2=—&)  (9R,—6l3)E,, : (17
sg3 =0
Sq =2

if the final velocity vector is free, and

3
4

* 9 T -
/\51 = 31 (2A£dm,m1 RaAgdPi’Pi1> Agd?’iﬂ"i—l

1
4

9
Atpi,pi—l = (2A£¢£i,pilRaA£dm=pi1> (18)

with the same state and control equation as (16) if the final
velocity vector goes to zero.

Proof: Applying The principle of optimality, the main objec-
tive function can be written as a summation introduced in
the following equation:

JTT] + JTT] 4+ JT’I"]

JTrj
Po,;pP1 P1,pP2 Pnyg—1:Pny,

Accordingly each J T”l p; should be optimised to comply
with the main principle of optimality. The structure for each

T'I" . . . . .
Jp. 7 ps 1s introduced in the following equation:
t; 1
31 = hiCoctts )+ [ (Gl Row, 1) dr. 09
i—1

Considering the objective function in 19 and the state
equation, the following equation describes the Hamiltonian
function:

1
He =1+ Eutj;Rautr + )\il‘gg + /\2T§utr . (20)
wher e = [, )\g;]T is a vector including the Lagrangian
multipliers The Pontryagin minimum principle establishes
that the optimal solution satisfies the following conditions:

sk OHe * )k *

!',C& = T/\g $§7)\£,ut,’,7t

\ * OH *

Af = 6m§ T AL ug,t 21
OH *

(’)uti (x5’)\ Uy ) =0

Consequently, the Lagrangian multipliers and the control
policy would be obtained from:

A, =0
A3, = AL, (22)
u;. = ]‘1’;1/\25

(16)

Furthermore, to achieve the final solution, the boundary
conditions should be satisfied. the boundary condition equa-
tion is written as follows to comply with each waypoint p;
individually

oh; ¢ .
[6:515 <I£|Pi7tm) B Al&lpi:| 5&71&‘” (23)
oh;
* |:81L‘25 ( 5"’ ) )\25 :| 51’25\@@

+ |:7'[§ (xg‘p_ Wi S AE L tm)

5 (58,00) | otr =0

875
where 6z - 5;1:25‘ and 6t,,, are the various functions for
the final states and time respecuvely
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The final position vector at each stage is equivalent to
one of the waypoints in the path. Therefore the variation
function 1, N becomes zero automatically. Although there
are no restrictions for the final velocity and reach time, it is
necessary to vanish the velocity vector and stop at the main
target points. Accordingly, the boundary conditions can be
summarized into three equations:

xlglpi =DPi

if 2, 24)

¢ is free
Ip; |pi

@f) 333%_ is zero

Using (22) and (23) together results in a solution for dt,,
and Lagrangian multipliers Therefore, for each pair of p; and
pi—1, (14),(22), and (24) conclude to (16) which optimizes
the J;Z:;T,%i_ ,- Consequently, The set of the solution can
be considered as a solution for the optimization problem
described by (15) and the Theorem1 will be proved.

Using the optimal policy obtained in Theoreml, and the
waypoints from the planning algorithm, it is possible to
search an uncertain environment with the least amount of
prior information and make safe and smooth desired tra-
jectories for the quadrotor to reach the target points and
cover the mission area in minimum time with respect to
actuator limits. Although the planning algorithm results in an
optimal solution, it is necessary to use a control algorithm to
guarantee robust performance in the presence of different un-
certainties, exogenous disturbances, and measurement noise.
The following section illustrates the N LH , as a solution for
this problem. The flowchart presented in Fig.2 demonstrates
the relation between all the algorithms illustrated in this
section.

Inputs for the
Control Layer:

Alg.2 Ga )
RA-function
Alg.5 determination
Setting the 4,1 Time-Optimal
connection Trajectory
regions Alg.3 generation
T Graph Node i
Generation
Alg.5 Alg.7
Finding the l District
disconnections Alg.4 Combination and
Graph Links Shortest path
Generation determination
Alg. 6
Env. Partitioning
and Target Point
Determination

Figure 2: Planning algorithm flowchart includes the loop to
generate a connected graph, environment partitioning, and
trajectory design

IV. OUTPUT-FEEDBACK N LH

According to [40], if the dynamic model of the quadrotor
is stated as (3) in section II-B, and the effects of disturbances
and modelling uncertainties are considered in d¢ and d,), a
cascade NLH., controller could stabilize the system and
guarantee the boundedness of the outputs through time. As
described in Fig. 1, The suggested control scheme includes
a cascade architecture for position tracking and dynamic
stabilization. Accordingly, a desired control force vector will
be obtained by (25) including parts to eliminate nonlinear
elements, guarantee the tracking error, and make the system
robust against uncertainties and disturbances.

s mé + Ke€ +mG
— Ty (mTeée + KeTeee)
+ Tl_ﬁluf R

(25)

where Te = [Tie  TheTse] € R3*? includes three
gain matrices regarding the dynamic equation that describes
the time-differential equation for the trajectory error e =

£-¢
| &2

J(€—¢€a) L. . L

feedback control policy in [40], the following constitution
would be satisfied automatically:

t t
z¢||2dr < / ‘ [Wﬂ
| telgar < [

where w¢ and v are determined as the modelling uncertain-
ties and the measurement noise respectively, and z¢ is defined
as the objective function related to the following system:

€ RY. Utilizing the suggested robust output-

2

dr
2

(26)

¢ = felee,t) +g1c(ee,t) [V‘:’j + 92 (eg, tug , 27)

ze = We {Zj , where Wf W, = {%5 RO ] ;
Ug

_ We
ye = heleg,t) + ky, {VJ )
Is 0 O
0 I O
of (27) and the design procedure for both the outer-loop and
inner-loop controller is stated in [40].
According to (27) and the statements in [40], if fd,fd,WE,v5
belong to £5(0, 00), the robust performance would be guar-
anteed by the suggested control policy wu¢. Therefore, the
resulting desired control force would be obtained by the
following control law which consists of three proportional,
differential, and integral gain matrices obtained regarding the
robust criteria stated before.

fS = méy+ Keé +mG
_ m(Kpég—l—Kde;E—i—K[ /(ég)dt) R

£ = &ateée,

where y¢ = } e¢ € RC. The detailed explanation

(28)
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where € is the estimated vector of e¢ obtained from the
following equation:

e = fe(ée,t)+ g1, (ée,t) [V:Vg} (29)

Ve
+ 92, (éfa t)uﬁ
+  Ge(ye — h(ée, 1)) ,

and the gain matrices for both control and estimation parts
are represented in detail in our previous work [40].

V. SIMULATION AND EXPERIMENTAL RESULTS

Two simulation techniques are used to evaluate the al-
gorithm’s performance. In the first step, a Monte Carlo
simulation was conducted by applying 500 different sets of
parameters and environmental conditions to establish robust
performance via statistical analysis. Furthermore, the PX4
recommended software in the loop environment in conjunc-
tion with Gazebo physical simulation engine was utilized to
evaluate the algorithm’s capability for practical applications.
The experiments were conducted based on the architecture
presented in [40].

A. Monte-Carlo Simulation

In the Monte-Carlo simulation, 500 different samples were
generated by applying different parameter sets to examine
the robustness against parametric uncertainties and different
random signals for measurement noise and disturbances to
determine closed-loop dynamic behaviour. The uncertain
parameters and the disturbances are introduced in Table I.
The Monte-Carlo simulations are conducted in two stages. In
the first stage, a set of random paths through the environment
were generated and the collision probability is obtained for all
the samples. According to the statistical data, Fig. 3 shows the
inverse relationship between the collision probability and the
distance from the obstacles. The presented graph is used to
determine the value for X in the risk evaluation function stated
in Alg. 2. Furthermore, the obtained result for the collision
risk without the proposed motion planning establishes the
necessity of using a proper motion algorithm in conjunction
with a robust controller to maximise the mission success rate.

G iti. Gollision P

P(collldist<Dth)

15 35 55 75 95
D, (cm)

Figure 3: Collision conditional probability in random paths
obtained from the first-stage Monte Carlo simulation

In each sample, a search graph is generated by the pro-
posed algorithm. Then the path will be calculated based
on Genetic optimization to obtain the best combination of
target points and the time-optimal policy to determine the
desired trajectory. The output-feedback NLH., guarantees
robust performance while the platform follows the desired
trajectory afterwards. This section presents the statistical
results obtained from the Monte-Carlo simulation. Figure 4
demonstrates the Genetic optimization results for the plan-
ning cost function.

Monte-Carlo Si

Cost function

50 100 150 200 250
generation

Figure 4: Genetic Optimization results obtained from the 2nd
stage Monte-Carlo simulation

According to Fig. 4, it is clear that the suggested scheme
for the optimization converged for all the samples in almost
250 generations, and there is a slight variation bound around
the average line for the cost function. It is clear that despite
the various search graphs and target point sets in each Monte-
Carlo sample, the optimization remained in a narrow bound
regarding the average line, which establishes the robustness
of the proposed algorithm doing the optimization as the
main part of the planning algorithm. Two other criteria
are used to evaluate the variation in the planning results
through the Monte-Carlo simulations. Figure 5 presents the
overall travelling distance and time duration as a probability
distribution graph According to the statistical results depicted
in Fig. 5, it is evident that applying the suggested algorithm
to find an area coverage plan for an arbitrary environment
obtains similar results for the total travelling distance and
time despite all the uncertainties and random variations in the
search graph. The ISE? index was used to evaluate the closed-
loop response and the trajectory tracking accuracy. Figure
6 depicts the ISE index for the tracking error in X and Y
directions. According to Fig. 6, the tracking error in the XY-
plane remains bounded with an almost normal distribution.
It shows the controller can keep the quadrotor on the desired
trajectory and make precise tracking. On the other hand, the
IADU* was utilized to evaluate the required control effort
to remain robust against the environmental disturbances as
modelled in (3) and reduce the tracking error as much as
possible. Figure 7, shows the probability distribution of the
IADU index obtained by Monte-Carlo simulation: It is clear

3Integrated Squared error
“Integral of the Absolute value of the control Derivative
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Table I: Simulation parameter, uncertainty and disturbances

Parameter Definition Value
m robot’s mass 0.75 kg
Om mass uncertainty 30 %
Ia Moment of inertia about x axis 4e-3 kg.m?
I, Moment of inertia about y axis 4e-3 kg.m?
I, Moment of inertia about z axis 8e-3 kg.m?
Iy cross moment of inertia le-3 kg.m?
or Inertia uncertainty 30 %
K, Translational drag coefficient 0.01
K, Rotational drag coefficient 0.01
OK Drag coefficient uncertainty 50 %
de Disturbance force N(0.5N,0.3)
dy Disturbance torque N(0.05Nm, 0.05)
Oobs Obstacles’ boundary uncertainty 20 %

Monte-Carlo Simulation
x1073 Traveled Distance for a Complete Coverage

| N

1w

G4 /
o
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2
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0
200 250 300 350 400 450 500
Traveling Distance(m)
Monte-Carlo Simulation
Traveling time for a Complete Coverage
0.012 r'\

oot f7 N

0.008 -

PDF

0.006

0.004

0.002

200 250 300 350
Traveling Time
Figure 5: Probability distribution for (top) the travelling
distance and (bottom) time obtained from the 2nd stage
Monte Carlo simulation

from Fig. 7 that the control effort remains bounded during
the mission. Therefore, it can be concluded that the output-
feedback NLH,, is capable to guarantee the robustness of
the suggested planning-control algorithm for an arbitrary area
coverage mission.

Another Monte-Carlo analysis was conducted to com-
pare the coverage mission’s success rate in an environment
including obstacles, disturbance forces and torques, and
measurement noise considering the original PRM algorithm
introduced in [42] for planning in a non-integrated coverage
algorithm, and the proposed integrated robust planning al-

Monte-Carlo Simulation
ISE Result for X and Y Direction

s,

Fitted normal
#= gistribution to ISE_ | |
-
Fitted normal
distribution to ISEy

200 250 300 350 400 450 500 550 600
ISE
Monte-Carlo Simulation
ISE result for Z direction

[ ISE 2
Fitted normal
=== distribution for ISEz

400 600 800

1000

ISE,

Figure 6: Probability distribution for the trajectory ISE index
in X, Y and directions

gorithm with NLH, and genetic optimization to show the
effectiveness of the suggested method. In these tests, each
set includes 100 independent coverage simulations with the
mentioned assumptions. Figure 8, presents the probability of
success and failure as a criterion for comparing the perfor-
mance of the proposed algorithm with different allowable
risks for the mission and original form of the PRM algorithm.
It is clear from Fig. 8 that the suggested integrated algorithm
improved the success rate in an arbitrary coverage mission
including obstacle avoidance and confronting disturbances
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Monte-Carlo Simulation
IADU Result for Thrust
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0.035 /f'« \
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Figure 7: Probability distribution for the IADU index
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Figure 8: Performance comparison between the integrated
control-planning algorithm and the non-integrated planning
with the original PRM

and uncertainties. Moreover, that analysis demonstrates how
the cascade architecture improves the performance of the
planning algorithm compared to the case that the planning
algorithm is not influenced by the control algorithm. Fur-
thermore, it is evident that the algorithm can not eliminate
the collision risk and make a 100% success rate even by
reducing the allowable risk threshold in the algorithm. There
are two main reasons for such results. First, the suggested
algorithm applied the risk assessment procedure only in the
graph node generation stage and accordingly, it is possible for
the desired trajectory to pass through high-risk areas between
two safe nodes. Also, the disturbance strength might exceed
the actuation system limits and eventually, it causes failure
and collision even if the flight path doesn’t pass the high-
risk districts. In future works, it is intended to add the risk
assessment attribute to the graph links generation stage for
further failure risk reduction.

Although Fig. 8 established the improvement of the
proposed algorithm in comparison with the original PRM
method, it is necessary to demonstrate the performance of
the algorithm relative to other methods regarding general
criteria to show the coverage performance in addition to
the success rate. Therefore, two other coverage scenarios
were considered for that reason. In the first scenario, the
environment is completely known and there is no uncertainty
or disturbances to make the failure risk. Furthermore, the

Coverage effici in Si
"~ Risk-Aware PRM
L ‘Average Performanc
09 goais” 1 y .

1

sl Coveragel
\Per'ormance
/bounds

e
3

IPRM Average Performance

o
@

Performance

Coverage efficiency
o o o o
[

o

100 200 300 400 500 600 700 800 900 1000
traveling distance(cm)
Figure 9: Coverage performance comparison for proposed
algorithm, Ideal coverage, and IPRM algorithm [49]

exploration path is calculated by GA optimisation to make
sure about achieving the minimum travelling distance for
the coverage. In the second scenario, the IPRM algorithm
suggested by [49] is applied for the exploration and the
same conditions as considered for the proposed algorithm are
applied for the statistical analysis. The performance criteria
for the comparison is the coverage efficiency described by the
ratio between the effective covered and the total workspace
area. The effective covered area is obtained by subtracting
the repeated covered area from the total covered area. The
comparison result is demonstrated in Fig. 9.

According to the graphs presented in Fig. 9, The average
performance obtained for the proposed algorithm resembles
the ideal coverage performance while the implementation
includes disturbances and uncertainties for the proposed
algorithm. Furthermore, the variation bound is narrow relative
to the average performance which establishes the algorithm’s
robustness against uncertainties and disturbances. It is evident
that the proposed algorithm outperforms the results obtained
from the IPRM algorithm for the exploration in an uncertain
environment.

B. Software In the Loop

It is necessary to evaluate the algorithm’s capability for
hardware implementation and use in practical cases. In this
paper, the suggested PX4 SIL test environment including the
Gazebo physical engine, MAVROS communication protocol,
and PX4 flight management core for driving the sensors and
actuators is utilized in order to establish the performance
of the algorithm in a high-fidelity simulation environment.
The main architecture for the experiment was demonstrated
and verified in [40]. Figure 10 presents a sample result for
the risk assessment of an arbitrary environment including
three obstacles. As stated before, the information about the
obstacles’ boundaries is uncertain. According to Fig. 10, it
is possible to limit the allowable risk threshold to generate
the random points for the search graph and prevent the
quadrotor to generate a path too close to the obstacles’
boundaries and control the collision risk. Figure 11, depicts
the planning results for an arbitrary environment. The red
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Y(m)

Figure 10: Results for the risk assessment in XY-plane

lines and the blue stars present the search graph obtained
from Algorithm 1, the black stars represent the target points
for the coverage obtained from Algorithm 6, and the green
dotted line depicts the trajectory followed by the quadrotor
during the mission. Figure 12 shows the system’s closed-loop

MPRM result for planning

Figure 11: MPRM planning results: blue stars: Search graph
nodes, red lines: search graph links, black stars: target points
for coverage, green dotted line: quadrotor’s trajectory

performance as the quadrotor’s position vector components
through time.

According to Fig. 12, it is evident that the quadrotors
followed the desired trajectory precisely during the mission
and the estimation part of the output-feedback NLH, esti-
mated the position vector components from the measurement
data accurately. Furthermore, that figure demonstrates the
analysis results for the second layer’s performance in the
planning-control hierarchy. According to the presented result,
the suggested algorithm is capable of making a desired tra-
jectory smooth and continues according to the control policy
requirements and there is no sharp edge indicating high
acceleration even at waypoints’ switching moments which
are magnified in Fig. 12. Therefore, the results obtained
from the simulation establish that the planning algorithm
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Figure 12: Closed-loop result: quadrotor’s position vector,

Green line: Desired trajectory from optimal trajectory gener-

ation, Blue line: Estimated state from the control policy, Red

line: the simulation result from Gazebo

which depends on the closed-loop performance according
to the risk-assessment function obtained from the Monte
Carlo analysis can generate a continuous and smooth input
for the controller. Although the tracking error for the z-
component is more than the expected settling error in the
first 35 s because of the limits considered for the vertical
acceleration and velocity, the controller reduces the error to
the acceptable bound and keeps it there till the end of the
mission. However, it is necessary to evaluate the controller
performance in terms of the desired attitude and the thrust
level to see the required control effort for such a mission
and if it can be considered a practical mission for a real
quadrotor or not. Figure 13, presents the results for the
desired attitude (roll and pitch angles) calculated by the
control algorithm and the values obtained from the Gazebo
simulation. As depicted in Fig. 13, it is clear that the mid-
level control commands in terms of desired roll and pitch
angles were obtained in a reasonable range between -15°
and 15° which is acceptable for a real drone to implement
in the real flight test. Furthermore, a video was captured
from this experiment and was placed in the following link:
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Figure 13: Roll and Pitch angles, desired values obtained
from the controller and the Gazebo simulation results

https://www.youtube.com/watch?v=9p00o8px7L_8

The results presented in this section establish the capability
of the planning algorithm to determine a robust plan and
optimal trajectory in order to accomplish a coverage mission
in an arbitrary area. Furthermore, the closed-loop response of
the system utilizing the output-feedback NLH ., establishes
the robust performance of the system in the presence of
uncertainties and disturbances.

C. Real-Robot Experiment

Although the SIL tests are conducted to establish the
practical capability of the algorithm, real-robot experiments
are also implemented to evaluate the algorithm’s performance
in the real world. For the real-robot experiment, the Crazyflie
drone is used. That micro-drone is developed as an experi-
mental setup to facilitate the flight test for newly developed
algorithms [50]. To accomplish the flight experiments, a
ROS bridge is made to make a reliable connection between
the node which implements the algorithm and the flight
management computer. The crazyflie-lib-python is used to
make the bridge to control the platform. The workspace
is a 2 x 2 x 2 m® space including two arbitrary obstacles
placed in the workspace. Figure 14 demonstrates four dif-
ferent moments of the flight experiment conducted in the
workspace. The video for the experiment is available on:
https://youtu.be/emCnWHNB{RS.

The conducted experiment resulted in six different districts
for coverage and 27 waypoints to reach those districts. The
planning result for that experiment is presented in Fig. 15.

Furthermore, the flight data acquired from the experiment
is provided in Fig. 16. As demonstrated in that figure, the

14

Figure 14: Four snapshots at different times from the flight
test implemented using a Crazyflie micro-drone
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Figure 15: Flight test result: Planning result and the desired
trajectory through the environment
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Figure 16: Flight test data: position vector’s components.

The measurements obtained from the Crazyflie lighthouse
localisation system

robot followed the desired trajectory closely despite all the
communication delays.


https://www.youtube.com/watch?v=9p0o8px7L_8
https://youtu.be/emCnWHNBfR8
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VI. CONCLUSION

This paper suggested a novel unified planning-control
algorithm based on the proposed robust PRM method and
the output-feedback N LH ., theory. The proposed algorithm
applies a joint architecture to exploit the robust feature of the
NLH, in conjunction with optimal trajectory design and
probabilistic planning to generate a uniform, comprehensive
policy to accomplish an area coverage mission. Although
the theoretical approach demonstrates the robustness and
efficiency characteristic of the algorithm, a Monte-Carlo
simulation has been conducted to evaluate the system’s per-
formance using a statistical approach. According to the 500
samples with different parameter sets, measurement noise,
and disturbance signals, the optimization would converge
during almost 250 generations and the reducing cost function
shows a slight change around the average line which means
that the suggested algorithm guarantees finding an optimal
solution and this solution would be robust against the uncer-
tainties. The sharp probability distribution functions obtained
for the total travelling distance and time establish that the
system’s performance is almost the same in the majority
of samples. Moreover, the statistical analysis comparing
the proposed cascade framework and the PRM algorithm
working independently from the control system demonstrates
how the cascade architecture improves performance and
decreases the failure risk. On the other hand, the SIL
experiments establish the capability of the planning and
control algorithm to accomplish a complete area coverage
mission in a realistic environment by applying reasonable
control efforts in terms of the desired attitude and the throttle
level. It can be concluded that the proposed algorithm is a
compatible combination of planning and control algorithms
that are adjusted to make a comprehensive area coverage
management policy.
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