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An accurate set of benchmark rotational g tensors and magnetizabilities are calculated
using coupled-cluster singles-doubles (CCSD) theory and coupled-cluster
single-doubles-perturbative-triples [CCSD(T)] theory, in a variety of basis sets consisting of
(rotational) London atomic orbitals. The accuracy of the results obtained is established for the
rotational g tensors by careful comparison with experimental data, taking into account zero-point
vibrational corrections. After an analysis of the basis sets employed, extrapolation techniques are
used to provide estimates of the basis-set-limit quantities, thereby establishing an accurate
benchmark data set. The utility of the data set is demonstrated by examining a wide variety of
density functionals for the calculation of these properties. None of the density-functional methods
are competitive with the CCSD or CCSD(T) methods. The need for a careful consideration of
vibrational effects is clearly illustrated. Finally, the pure coupled-cluster results are compared with
the results of density-functional calculations constrained to give the same electronic density. The
importance of current dependence in exchange—correlation functionals is discussed in light of this

comparison. © 2009 American Institute of Physics. [doi:10.1063/1.3242081]

I. INTRODUCTION

In recent decades, density-functional theory (DFT)"* has
become the most frequently applied methodology in
quantum-chemical applications. This success has been a re-
sult of an attractive balance between the accuracy of the
results obtained and low computational cost. The Achilles’
heel of the method, however, is the need to approximate the
unknown exchange-correlation (XC) functional, E,[p]. The
lack of a systematic hierarchy of DFT functionals that con-
verge to the exact E,[p] means that, to assess the accuracy
of the plethora of XC functionals in common use, bench-
marking against accurate experimental or theoretical data is
essential. The focus of this paper is the generation of and
comparison with the latter.

Typically, the development of new DFT functionals has
emphasized the importance of thermochemical properties,
which play such a central role in chemistry. Nowadays, how-
ever, DFT is often also used to study response properties,
representing the interaction of molecular systems with exter-
nally applied electromagnetic fields. Their calculation pro-
vides different challenges for E, [p] approximations. In the
present paper, we consider two related second-order mag-
netic response properties, namely, rotational g tensors and
magnetizabilities.

In contrast with DFT, the coupled-cluster methodology
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provides a systematic route toward the exact description of
the electronic system.3 Thus, while the full configuration-
interaction (FCI) wave function is computationally inacces-
sible for all but the smallest systems, the coupled-cluster
method provides a robust framework for the calculation of
molecular properties within a well-defined hierarchy of in-
creasingly accurate methods. Truncating the coupled-cluster
expansion at the level of double excitations, we obtain the
coupled-cluster singles-doubles (CCSD) model of reasonable
but wusually not high accuracy. For higher accuracy,
triple excitations are included in a perturbative manner
at the coupled-cluster singe-doubles-perturbative-triples
[CCSD(T)] level of theory. The latter has been shown to give
high-accuracy results in a variety of applications and is typi-
cally the benchmark against which other methodologies are
compared.

Recently, it has become possible to utilize DFT and
coupled-cluster methods in conjunction with (rotational)
London atomic orbitals (LAOs)*”’ to calculate a variety of
magnetic properties. In the present paper, we focus on a set
of 28 small molecules in order to provide a set of accurate
benchmark data. Basis-set extrapolation techniques are em-
ployed to obtain estimates of the basis-set-limit quantities.
These results provide a useful data set for benchmarking less
accurate ab initio methods since one can compare results
within the Born—Oppenheimer approximation on an equal
footing. By contrast, in comparisons with experimental data,
a number of other effects plays an important role, notably,
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the effects of molecular vibrations, rotations and interactions
with the surroundings. Since rotational g tensors can be de-
termined experimentally with a very high accuracy,s_lo we
account for these effects when comparing our benchmark
quantities with experimental data. We refrain from perform-
ing a similar comparison for the magnetizabilites as the ex-
perimental results are less well characterized, with error bars
that do not allow for a meaningful discrimination between
ab initio methods.

In the literature, a number of assessments of DFT func-
tionals in the calculation of magnetic response properties
have been reported.“_21 However, a consistent set of ab ini-
tio data for comparison has been lacking (although for
nuclear shielding constants some large sets of benchmark
data have been reported22’23). In the present work, we address
this shortcoming by providing such a set of rotational g ten-
sors and magnetizabilities, calculated using LAOs at the
CCSD and CCSD(T) levels of theory. A similar set of
nuclear shielding and spin-rotation constants will be reported
in a forthcoming publication.

In Sec. II, we briefly review the calculation of magnetic
properties with LAOs in DFT and coupled-cluster method-
ologies, along with the technique we employ to calculate the
zero-point vibrational corrections (ZPVCs) that are essential
for a comparison with experiment. The use of optimized-
effective potentials (OEPS)24’25 and constrained-search”®
methods for the calculation of magnetic properties is also
outlined. In Sec. III, we give some computational details of
our calculations, including the basis-set extrapolation tech-
niques used to estimate the basis-set-limit quantities. In Sec.
IV, a summary of our results is presented (extensive extra
information may be found in the supplementary material®’).
The benchmark data set is presented in Sec. IV A and errors
relative to experimental data, with and without vibrational
corrections, are discussed, along with details of convergence
with respect to basis set and coupled-cluster excitation level.
In Sec. IV B, we use the accurate benchmark data set to
investigate the performance of a variety of XC functionals,
paying particular attention to the use of OEP methods for the
orbital-dependent forms. In Sec. IV C, we compare the per-
formance of coupled-cluster methods with DFT calculations
constrained to reproduce the same coupled-cluster density.
Finally, in Sec. V, we give some concluding remarks.

Il. THEORY

The rotational g tensor, g, and magnetizability tensor, &,
are examples of second-order magnetic properties and can be
identified as the derivatives

1 d&E

g=—— , (1)
ux dBAJ | g 5o
d’E

E=- —1| . (2)
dB’ B=0

where E is the energy, B is the external magnetic field, uy is
the nuclear magneton, and J is the rotational angular mo-
mentum. In these equations, and throughout this paper,
atomic units are used unless otherwise indicated.
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A. Ensuring gauge-origin independence

A difficulty in the calculation of accurate molecular
magnetic properties stems from the fact that, in general, the
use of approximate wave functions leads to an unphysical
dependence on the gauge origin of the magnetic vector po-
tential. To circumvent this problem in the present work, we
use LAOs, also known as gauge-including atomic orbitals.”®
London first proposed imposing gauge-origin independence
in molecular calculations by attaching field-dependent com-
plex phase factors to the atomic orbitals.”’ The use of these
orbitals for the calculation of magnetic properties is now
widespread and often preferred to other procedures for im-
posing gauge-origin independence due to the more rapid
convergence of the properties obtained with respect to the
size of basis set employed. Generalized to rotating
Inolecules,6 the rotational LAOs are defined as

,(B,J)=exp[-i(3B X (R,—Rp) ~-I"'IXR,) -r]x,
(3)

where y,, is a usual atomic basis function, R, is the origin of
the vector potential, and I-! is the inverse of the moment-of-
inertia tensor. Use of the rotational LAOs Eq. (3) ensures
gauge-origin independence and rapid basis-set convergence
of rotational g tensors as well as magnetizabilities, which are
then (with the center of mass R¢y; as the gauge origin for the
magnetizability) related as®

g=—4my(£0 - £

1 _
+ %E Ze(RERI; - RgRPLL (4)
K
where m, is the proton mass, £° is the magnetizability

tensor calculated with London orbitals, £+, is the diamag-
netic contribution to the magnetizability tensor calculated
with conventional orbitals and the gauge origin at the center
of mass, and the sum is over all nuclei with charges Zx and
positions Rg. This relationship means that the implementa-
tion of rotational g tensors can be achieved as a straightfor-
ward extension to any implementation of LAO magnetiz-
abilities. We use the implementation of LAOs in the DALTON
quantum-chemistry package for the Hartree—Fock and
Kohn-Sham calculations,*™® and the recent implementation
in the Mainz—Austin—Budapest version of the ACES II pack-
age for the coupled-cluster calculations.®’

B. Comparison with experimental values

Experimentally, the magnetizability is often poorly de-
termined or only known in the liquid or solid state, making
comparisons between calculated and experimental results
difficult. In contrast, gas-phase rotational g tensors are
known with very high accuracy. When a molecule rotates, it
acquires a magnetic moment proportional to its angular mo-
mentum. In an external magnetic field, the Zeeman interac-
tion between this magnetic moment and the external mag-
netic induction causes a shift in the rotational energy levels.
This shift can be observed in gas-phase molecular-beam® and
microwave Zeeman' experiments and may be expressed as

Downloaded 24 Oct 2012 to 129.234.252.65. Redistribution subject to AIP license or copyright; see http://jcp.aip.org/about/rights_and_permissions



144104-3 Benchmarking g tensors and magnetizabilities

AE=- u\B'gJ, (5)

where g is the dimensionless 3 X 3 rotational g tensor. Fur-
thermore, since the rotational g tensor is determined experi-
mentally from specific rotational-state transitions where the
angular-momentum quantum number usually does not ex-
ceed J=5 (sometimes even the transition J=0—1 is used,
see the references of experimental measurements in Table II),
we expect the effect of centrifugal distortion of the molecule
on the measured g tensor to be small.

The high accuracy with which rotational g tensors can be
determined experimentally makes them excellent candidates
for testing the accuracy of ab initio electronic structure meth-
ods provided vibrational effects are taken into account. A
variety of methods has been used to calculate these quantities
previously, including Hartree—Fock theory,6’30_32 multicon-
figurational  self-consistent-field (MCSCEF) 33-40
Mgller—Plesset theory,”"“’42 coupled-cluster theory, the
second-order polarization-propagator approximation
(SOPPA),*** the CCSD polarization-propagator approxi-
mation (CCSDPPA),**™*° the SOPPA using CCSD ampli-
tudes [SOPPA(CCSD)],***° FCI theory’'™ and DFT.>'**
In the present work, we calculate the ZPVCs to the rotational
g tensor and the magnetizability using perturbation theory,
following Ref. 40 using DFT.

theory,
3941

C. Optimized-effective potential and
constrained-search calculations

In addition to using standard DFT implementations for
calculating magnetizabilities and rotational g tensors de-
scribed in Refs. 4-6, we employ OEP evaluations of the
orbital-dependent DFT functionals we consider,*** Specifi-
cally, we employ the Yang—Wu OEP scheme,”””® in which
the Kohn—Sham effective potential, v (r), is expanded as

04(F) = V(1) + vo(r) + 2 byg (1), (6)

where v (r) is the external potential, vy(r) is a fixed refer-
ence potential, and the final term is an expansion in an aux-
iliary basis of Gaussian functions g,(r). The parameters b,
can then be determined by a direct minimization of the total
electronic energy with respect to these parameters using an
approximate Newton scheme.*® For the reference potential,
we use a slightly modified Fermi—Amaldi’’ potential

Do(r) = (1 - g)u;efm, (7)

where 7 is the proportion of Hartree—Fock-type exchange in
the XC energy functional employed, N is the number of elec-
trons, and v§ef(r) is the Coulomb potential associated with a
fixed reference density. This choice of reference potential
ensures the appropriate asymptotic behavior of the XC po-
tential for the functionals, containing an amount 7 of orbital-
dependent exchange, considered in the present work. In the
case of the Coulomb-attenuated functional CAM-B3LYP, the
amount 7 is determined by the long-range exchange contri-
bution. Once the OEP for a given functional is determined,
the magnetic properties are calculated in the conventional
uncoupled manner.

J. Chem. Phys. 131, 144104 (2009)

The constrained search provides an alternative way to
determine multiplicative Kohn—Sham potentials. Rather than
minimizing an approximate energy expression, the con-
strained search returns the Kohn—Sham potential, orbitals,
and eigenvalues associated with a given density. In the
present work, we utilize the constrained-search®® scheme of
Wu and Yang,58 denoted as WY, to calculate the Kohn—Sham
quantities associated with the CCSD and CCSD(T) densities.
The scheme is computationally similar to that of the OEP
method described above. For a given input density p;,, we
perform an unconstrained maximization of the functional,

N2

W W4 (0)] =22 (@ - 3V7/)
+ f {vex(r) +vo(r)H{p(r) — piy(r)1dr

+ f 2 bgr){p(r) - pyy(r)}dr, (8)

with respect to the parameters b,, where the orbitals are the
solutions to Kohn—Sham equations with the potential of Eq.
(6). The maximization is carried out using a quasi-Newton
algorithm as described in Ref. 58. The WY scheme is utilized
in the present work to calculate rotational g tensors and mag-
netizabilities. For molecules in a magnetic field, the XC en-
ergy depends not only on the density p(r) but also on the
current density j(r). The dependence on the latter is usually
neglected. The calculation of WY quantities based on CCSD
and CCSD(T) densities in comparison with the pure CCSD
and CCSD(T) values can therefore give an indication of the
importance of the current density in determining these mag-
netic properties.

lll. COMPUTATIONAL DETAILS

A set of 28 molecules (see the first column of Table II)
was chosen to provide a challenging and varied benchmark
set amenable to coupled-cluster calculations with large basis
sets. Molecular geometries optimized at the CCSD(T)/cc-
pVTZ level were used throughout; the geometries are given
in the supplementary material.”” As discussed in the previous
section, LAOs were employed to ensure gauge-origin inde-
pendence of the results obtained. A range of basis sets was
employed from Dunning’s correlation-consistent
families:” "% cc-pVXZ, cc-pCVXZ, aug-cc-pVXZ and
aug-cc-pCVXZ with X=D, T, and Q. Spherical-harmonic ba-
sis functions were utilized throughout. To establish a bench-
mark data set, calculations were carried out using Hartree—
Fock, CCSD.%® and CCSD(T)64 wave functions with each
basis set. In the coupled-cluster calculations, all electrons
were correlated.

To provide an estimate of the Hartree—Fock basis-set-
limit properties Pyp.., we used the extrapolation65

Pur x exp(aX) - Pury exp(aY)
P HF,» =

exp(aX) — exp(aX) ’ ©)

with @=1.63, and where X and Y are the cardinal numbers of
the two basis sets used in the extrapolation, and Py y is the
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property calculated at the Hartree—Fock level with basis X 5
To provide an estimate of the properties from the correlated
wave-function methods in the limit of a complete basis set,
we used the expression

X3Pcorr,X_ YSPCOIT,Y
X-y

P =Pypo+ , (10)
where P, is the extrapolated value of the property and P, x
is the correlation contribution to the property calculated with
cardinal number X.%

In the DFT calculations, a variety of XC functionals was
employed in several categories: The local density approxi-
mation (LDA),*"®® the generalized gradient approximations
(GGAs) BLYP,®° PBE,”! and KT2"* (the latter developed
specifically with magnetic properties in mind), the hybrid
functionals B3LYP,"* B97-2,” B97-3,” and PBEO,” and
the range-separated hybrid functional CAM-B3LYP.”® To ad-
here strictly to the Kohn—Sham framework, the OEP method
was also applied for the latter two categories, the results
being denoted as O-B3LYP, O-B97-2, 0O-B97-3, O-PBEO,
and O-CAMB3LYP. A number of previous studies consid-
ered the calculation of magnetic properties using multiplica-
tive Kohn-Sham potentials, demonstrating consistent
improvements.“_21

To examine the connection between the coupled-cluster
and DFT methodologies further, the properties were also cal-
culated from Kohn—Sham effective potentials determined to
give the coupled-cluster densities via the WY constrained-
search method, denoted WY (CCSD) and WY[CCSD(T)]. In
the OEP/WY calculations, the auxiliary basis set used in the
expansion in Eq. (6) was chosen to be the same as the pri-
mary orbital basis set. To give an indication whether this
choice was sufficient, we also applied the method to the
LDA and GGA functionals, for which the same results
should be obtained as in the conventional evaluations; in
these calculations, we obtained mean and mean absolute
relative deviations agreeing to better than 0.1% in the largest
basis set considered. The OEP and WY procedures were both
carried out with a second-order optimization scheme.”®®
The convergence tolerance on the largest absolute value of
the gradient elements and the filter used in the singular-value
decomposition were set to 107°. All coupled-cluster property
calculations were performed using the Mainz—Austin—
Budapest version of the ACES 11 program.79 The remaining
calculations were performed using a development version of
DALTON.

IV. RESULTS

A. The benchmark data set
1. Rotational g tensors

We commence by examining the basis-set convergence
of the Hartree—Fock and coupled-cluster g tensors. For the
four basis-set families, cc-pVXZ, cc-pCVXZ, aug-cc-pVXZ,
and aug-cc-pCVXZ, the mean errors (MEs), mean absolute
errors (MAEs), maximum absolute errors (MaxEs), mean
relative errors (MREs), mean absolute relative errors
(MARES), and standard deviations (SDs) relative to the vi-
brationally corrected experimental data are presented in

J. Chem. Phys. 131, 144104 (2009)

Table I. The vibrational corrections were calculated at the
B3LYP/aug-cc-pCVTZ level using the method of Ref. 40
and subtracted from the experimental values to give a set of
empirical equilibrium values, see Table II. The vibrational
corrections obtained agree very well with the available MC-
SCF values in Ref. 38. For the aug-cc-pCVQZ basis set,
individual results are presented in Table II. For the smaller
basis sets, individual results are provided as part of the
supplementary material.?’

In Table I, the errors in rotational g tensors relative to the
empirical equilibrium values are presented, excluding the
multireference O3 molecule from the analysis; for the full
analysis and individual g-tensor elements, see the supple-
mentary material.”’ An inspection of the table shows that the
addition of core-correlating functions to either the standard
or augmented basis-set families leads to only modest
changes in the results; the addition of diffuse functions is
much more important. It is also noteworthy that, beyond X
=3, the Hartree—Fock results are quite stable for all basis
sets, reflecting their rapid exponential convergence toward
the basis-set limit as demonstrated by Eq. (9). For the
coupled-cluster results, convergence is slower because of the
difficulties associated with describing the electronic cusp,
see Eq. (10).

It is gratifying to note that, in Table I, the smallest errors
with respect to the empirical equilibrium constants are ob-
served with the most advanced electronic-structure model in
the largest one-electron basis set, namely, at the all-electron
CCSD(T)/aug-cc-pCVQZ level of theory. We therefore
choose to construct our benchmark data set by applying the
extrapolation formulas in Egs. (9) and (10) to the aug-cc-
pCVTZ and aug-cc-pCVQZ results obtained with the
CCSD(T) method, yielding the all-electron CCSD(T)/aug-
cc-pCV[TQ]Z results.

In Table II, we present explicitly the results for the larg-
est basis set employed for the Hartree-Fock, CCSD and
CCSD(T) models, along with the CCSD(T)/aug-cc-
pCV[TQ]JZ benchmark data set, empirical equilibrium val-
ues, and experimental values. The errors with respect to both
the empirical and experimental values and the benchmark
data are presented in Table III. In each case, O; has been
excluded from the error analysis; the full error analysis is
reported in the supplementary material.”” The results follow
the trends expected, with the CCSD(T)/aug-cc-pCVQZ re-
sults being closest to the benchmark data set, from which it
differs only by the application of basis-set extrapolation in
the latter set. In both cases, the effect of adding vibrational
corrections is striking, leading to a factor of 2 improvement
in the errors, for example, the MARE of the benchmark set is
reduced from 5.1% to 2.5%.

2. Magnetizabilities

As discussed in Sec. II, the calculation of rotational g
tensors is closely related to that of magnetizabilities via Eq.
(4). Given this close relationship, we expect that methods
well suited to the calculation of rotational g tensors should
also be well suited to the calculation of magnetizabilities.
However, as discussed in Sec. II B, it is often difficult to

Downloaded 24 Oct 2012 to 129.234.252.65. Redistribution subject to AIP license or copyright; see http://jcp.aip.org/about/rights_and_permissions



144104-5 Benchmarking g tensors and magnetizabilities

J. Chem. Phys. 131, 144104 (2009)

TABLE 1. Rotational g tensors: Statistical errors for the molecules in Table II (excluding O;) relative to
empirical equilibrium results. Presented are MEs, MAEs, MaxEs, MREs (%), MAREs (%), and SDs.

Method Basis X ME MAE MaxE MRE MARE SD
RHF cc-pVXZ 2 0.0035 0.0225 0.1876 —6.9 14.5 0.0393
3 0.0050 0.0177 0.1756 —5.1 11.0 0.0356
4 0.0043 0.0174 0.1877 —4.1 10.2 0.0362
cc-pCVXZ 2 0.0035 0.0221 0.1772 —7.1 14.4 0.0382
3 0.0045 0.0177 0.1762 —5.4 11.1 0.0349
4 0.0039 0.0174 0.1884 —4.4 10.3 0.0362
aug-cc-pVXZ 2 0.0063 0.0184 0.1745 —2.5 10.5 0.0385
3 0.0045 0.0170 0.1911 —3.1 9.6 0.0367
4 0.0040 0.0170 0.1914 —-34 9.6 0.0365
aug-cc-pCVXZ 2 0.0062 0.0182 0.1748 —2.7 10.5 0.0377
3 0.0040 0.0169 0.1920 —-3.6 9.7 0.0363
4 0.0036 0.0170 0.1920 —-3.7 9.7 0.0365
CCSD cc-pVXZ 2 0.0004 0.0192 0.1035 —8.0 10.7 0.0303
3 0.0039 0.0117 0.1063 —4.8 6.8 0.0200
4 0.0031 0.0085 0.0975 —2.6 4.8 0.0169
cc-pCVXZ 2 0.0004 0.0190 0.1009 —8.0 10.6 0.0298
3 0.0020 0.0102 0.0892 —4.1 5.7 0.0177
4 0.0032 0.0079 0.0943 —2.7 4.6 0.0164
aug-cc-pVXZ 2 0.0062 0.0115 0.1045 —0.8 52 0.0213
3 0.0028 0.0083 0.0967 —-1.7 4.0 0.0170
4 0.0035 0.0074 0.0973 —-1.6 4.0 0.0162
aug-cc-pCVXZ 2 0.0051 0.0104 0.1045 —1.3 45 0.0201
3 0.0026 0.0067 0.0877 —1.4 3.6 0.0151
4 0.0032 0.0065 0.0926 —15 39 0.0155
CCSD(T) cc-pVXZ 2 —0.0019 0.0181 0.1037 —-7.4 9.9 0.0286
3 0.0015 0.0096 0.0492 —3.8 5.6 0.0145
4 0.0007 0.0062 0.0351 —1.4 33 0.0101
cc-pCVXZ 2 —0.0019 0.0179 0.1016 —-7.4 9.8 0.0281
3 —0.0004 0.0081 0.0376 -3.0 45 0.0126
4 0.0007 0.0057 0.0318 —1.4 3.1 0.0095
aug-cc-pVXZ 2 0.0041 0.0103 0.0575 0.2 4.9 0.0174
3 0.0005 0.0064 0.0347 —-0.4 33 0.0108
4 0.0012 0.0049 0.0329 —0.2 2.5 0.0091
aug-cc-pCVXZ 2 0.0030 0.0092 0.0574 —-0.3 43 0.0159
3 0.0003 0.0046 0.0276 0.0 2.4 0.0084
4 0.0007 0.0044 0.0294 0.0 2.4 0.0084

obtain reliable gas-phase experimental data for comparison
with calculated results. As such, we refrain from comparing
our results directly with experimental data.

In Table IV, we present magnetizabilities calculated at
the Hartree—-Fock, CCSD and CCSD(T) levels of theory in
the aug-cc-pCVQZ basis set as well as the CCSD(T)/aug-cc-
pCV[TQ]Z benchmark results. Vibrational corrections calcu-
lated at the B3LYP/aug-cc-pCVTZ level of theory are pre-
sented in the final column. In the absence of reliable
experimental data, the errors in Table V are quoted relative to
the benchmark data set only. Values for all other basis sets
considered may be found in the supplementary material.?’
The utility of this data set for benchmarking purposes is
demonstrated in the next section.

B. Benchmarking the DFT functionals

In the present section, we examine the accuracy that sev-
eral popular XC functionals provide in the calculation of
rotational g tensors and magnetizabilities, by comparison
with the all-electron CCSD(T)/aug-cc-pCV[TQ]Z bench-

mark data and, in the case of rotational g tensors, with ex-
perimental data. For all the orbital-dependent XC function-
als, we also examine the corresponding OEP results.

1. Rotational g tensors

The errors for the conventional DFT/aug-cc-pCVQZ re-
sults relative to the benchmark set, empirical equilibrium
values, and experimental values are contained in Table VI. In
evaluating the statistical errors, the O5 results were excluded
from the analysis; the full analysis is presented in the supple-
mentary material.”’ The g tensors for all the individual mol-
ecules are given in the supplementary material.*’

From an inspection of Table VI, a number of trends be-
comes apparent. First, we consider the comparison with ex-
perimental values. Here the LDA functional stands out as
being particularly poor with MARE and MRE values of
10.4% and —7.8% respectively, the SD is also rather large.
For the GGA functionals BLYP and PBE, the MRE and SD
values are improved but the MARE values remain similar.
The KT?2 functional, which was designed specifically for the
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TABLE II. Rotational g tensors: Coupled-cluster and experimental values.

Molecule RHF* ccsp® CCSD(T)®  CCSD(T)*  Emp. eq.* Exp.
HF 0.7627 0.7535 0.7527 0.7542 0.7543 0.7416°
CcO —0.2816 —0.2669 —0.2678 —0.2681 —0.2676 —0.2689"
BN, —0.2699 —0.2576 —0.2591 —0.2591 —0.2577 —0.2593¢
H,0 0.6834 0.6725 0.6707 0.6717 0.686 0.657"
0.7323 0.7281 0.7284 0.7303 0.733 0.718"
0.6641 0.6550 0.6547 0.6563 0.654 0.645" )
HCPN —0.0773 —0.0846 —0.0882 —0.0882 —0.0872 —0.0904'
HOF 0.7011 0.6863 0.6840 0.6853 0.672 0.642
—0.0951 —0.1062 —0.1110 —0.1107 —0.108 —-0.119
—0.0440 —0.0561 —0.0601 —0.0596 —0.060 —0.061
0O, —5.8380 —3.1399 —2.8833 —2.8980 —3.1333 —2.9877"
—0.3915 —0.2470 —0.2243 —0.2247 —0.2360 —0.2295"
—0.0669 —0.0725 —0.0744 —0.0741 —0.0777 —0.0760"
NH, 0.5780 0.5755 0.5757 0.5770 0.5795 0.5654'
0.5072 0.5084 0.5093 0.5107 0.5086 0.5024'
CH,O (formaldehyde) —2.7019 —2.8013 —2.8659 —2.8641 —2.8939 —2.9017"
—0.2227 —0.2175 —0.2197 —0.2194 —0.2222 —0.2243"
—0.0664 —0.0856 —0.0924 —0.0910 —0.0945 —0.0994"
CH, 0.3033 0.3209 0.3231 0.3236 0.3217 0.3133"
C,Hy —0.3338 —0.3561 —0.3688 —0.3679 N/A N/A
—0.1143 —0.1110 —0.1123 —0.1118 N/A N/A
0.0612 0.0561 0.0538 0.0550 N/A N/A
AlF —0.0842 —0.0801 —0.0794 —0.0794 —0.0808 —0.0805°
CH5F 0.2680 0.2731 0.2711 0.2724 0.277 0.265°
—0.0550 —0.0586 —0.0606 —0.0601 —0.060 —0.062°
C;H, (cyclopropene) —0.0939 —0.0800 —0.0803 —0.0802 —0.0828 —0.08974
—0.1484 —0.1402 —0.1431 —0.1424 —0.1447 —0.14921
0.0627 0.0606 0.0592 0.0595 0.0586 0.05361
FCCH —0.0032 —0.0055 —0.0063 —0.0062 —0.0066 —0.0077"
FCPN —0.0479 —0.0483 —0.0487 —0.0487 —0.0499 —0.0504°
H,S 0.3804 0.3945 0.3974 0.3978 0.378 0.355'
0.1253 0.1778 0.1861 0.1883 0.216 0.195'
0.1894 0.2234 0.2300 0.2321 0.208 0.209"
HCP —0.0313 —0.0359 —0.0385 —0.0382 —0.0389 —0.0430'
HFCO —0.4137 —0.4228 —0.4271 —0.4268 —0.4270 —0.4227"
—0.0769 —0.0767 —0.0771 —0.0770 —0.0703 -0.0771"
—0.0355 —0.0362 —0.0368 —0.0367 —0.0366 -0.0371"
H,C,0 (ketene) —0.4041 —0.4322 —0.4297 —0.4300 —0.4394 —0.4182"
—0.0336 —0.0341 —0.0347 —0.0345 —0.0352 —0.0356"
—0.0253 —0.0244 —0.0245 —0.0243 —0.0233 —-0.0238"
LiF 0.0733 0.0691 0.0677 0.0678 0.0733 0.0737"
LiH —0.6963 —0.6647 —0.6638 —0.6649 —0.6646 —0.6584"
N,O —0.0786 —0.0775 —0.0780 —0.0778 —0.0780 —0.0789"
OCs —0.0285 —0.0277 —0.0280 —0.0279 —0.0282 —0.0288"
OF, —0.1429 —0.1846 —0.1977 —0.1972 —0.202 —-0.213%
—0.0471 —0.0525 —0.0551 —0.0550 —0.057 —0.058*
—0.0610 —0.0642 —0.0672 —0.0671 —0.067 —0.068"
H,4C,0 (oxirane) —0.0807 —0.0876 —0.0910 —0.0905 —0.0905 —0.0946
0.0360 0.0287 0.0259 0.0267 0.0256 0.0189™
0.0382 0.0371 0.0366 0.0369 0.0333 0.0318™
PN —0.2406 —0.2253 —0.2285 —0.2285 N/A N/A
SO, —0.6766 —0.5927 —0.5985 —0.5988 —0.5929 —0.6043%
—0.1201 —0.1160 —0.1165 —0.1165 —0.1156 —0.1163%
—0.0882 —0.0868 —0.0869 —0.0873 —0.0888 —0.0887%
faug-cc-pCVQZ value. “Reference 102.
bAll—electron/aug—cc—pCVQZ value. PReference 103.
“All-electron/aug-cc-pCV[TQ]Z value. IReference 104.
dEmpirical equilibrium value obtained by subtracting "Reference 105.
B3LYP/aug-cc-pCVTZ ZPVC from experimental SReference 106.
value. ‘Reference 107.

“Reference 92.
"Reference 93.
Reference 94 sign from Ref. 95.
FReference 96.
'Reference 97.
JReference 98.

“Reference 108.
"Reference 109.
“Reference 110.
*Reference 111.
YReference 112.

XReference 99. “Reference 113.
IReference 100. *Reference 114.
"Reference 9. "®Reference 115.
"Reference 101. “Reference 116.
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TABLE III. Statistical errors in calculated rotational g tensors for the molecules Table II (excluding O5).

Ref. Err. RHF* ccsp® CCSD(T)° CCSD(T)*
CCSD(T)* ME 0.0027 0.0022 —0.0005 0.0000
MAE 0.0158 0.0036 0.0006 0.0000
MaxE 0.1622 0.0628 0.0022 0.0000

MRE 33 14 0.0 0.0

MARE 9.0 2.1 0.5 0.0
SD 0.0308 0.0094 0.0007 0.0000
Emp. eq. ME 0.0036 0.0032 0.0007 0.0012
MAE 0.0170 0.0065 0.0044 0.0045
MaxE 0.1920 0.0926 0.0294 0.0298

MRE 3.7 15 0.0 0.0

MARE 9.7 3.9 24 2.5
SD 0.0365 0.0155 0.0084 0.0084
Exp.° ME 0.0089 0.0086 0.0060 0.0065
MAE 0.0194 0.0104 0.0076 0.0080
MaxE 0.1998 0.1004 0.0424 0.0433

MRE 3.0 1.2 0.1 —0.1

MARE 1.8 6.7 48 5.1
SD 0.0370 0.0173 0.0108 0.0112

*aug-cc-pCVQZ basis.
bAll—electron/aug—cc—pCVQZ basis.
“All-electron/aug-cc-pCV[TQ]Z basis.

dEmpiri(:al equilibrium values obtained by subtracting

values.
“Experimental values in Table II.

calculation of magnetic properties, clearly stands out from
the other functionals when compared with the experimental
values; it has the lowest ME, MaxE, MRE, and SD values
and is a substantial improvement over LDA and other GGA
functionals. For the hybrid functionals B3LYP, B97-2,
B97-3, and PBEQ, the errors are also a considerable improve-
ment over LDA and standard GGAs. However, although
their MAE values are competitive with KT2, their ME, SD,
and MaxE values are much worse. Finally, it is noteworthy
that the CAM-B3LYP functional does not offer further im-
provement, the results being similar in quality to PBEO.

When performing comparisons directly with experiment,
we neglect vibrational and rotational effects. Since rotational
effects are small and most experimental measurements deter-
mine the g tensor from low rotational transitions, these are
neglected in the present work. However, to correct for the
much larger vibrational effects, we calculated ZPVCs at the
B3LYP/aug-cc-pCVTZ level. These ZPVCs have then been
subtracted from the experimental values in Table II to give
the empirical equilibrium values listed in the same table. We
now consider benchmarking the DFT functionals relative to
this data.

It is noteworthy that, for all the DFT functionals in Table
VI, the addition of vibrational corrections leads to a degra-
dation in the quality of the results. While the conclusions
above about the relative accuracy of the functionals based on
the ME and SD values are still valid, these quantities consis-
tently increase when ZPVCs are taken into account. Further-
more, the KT2 functional, which was outstanding when com-
pared directly with experimental data, becomes comparable
in quality to the B97-2 functional. The reduced quality of the
KT2 functional in comparison with empirical values reflects
the fact that the training data set used in its construction did

B3LYP/aug-cc-pCVTZ ZPVCs from experimental

not properly take into account vibrational corrections. The
data provided here suggest that some reparametrization may
be desirable and highlight the need for a systematic bench-
mark data set as presented in the present work. Finally, com-
paring the DFT results with our CCSD(T) benchmark set, we
observe a further systematic increase in the errors, although
small. The modest size of this shift indicates that our
CCSD(T) benchmark set is well converged toward the Born—
Oppenheimer solutions.

We now turn our attention to the OEP results for rota-
tional g tensors, the supplementary material”’ contains re-
sults for the individual molecules. As reported in our previ-
ous work,'" the application of the OEP procedure to the
calculation of g tensors leads to considerable improvements;
see the statistical errors listed in Table VII. The O-B97-2 and
0-B97-3 methods appear particularly impressive with all er-
ror measures improving over the KT2 functional. When
ZPVCs are considered, a similar degradation in the quality of
the results is observed, although the systematic improvement
due to the application of the OEP procedure is maintained.
Again a similar shift is observed on changing the comparison
to the CCSD(T) benchmark data set. Among all the DFT
methods presented, the best overall performance is given by
the O-B97-3 method, which consistently has the lowest error
measures compared with either experimental or empirical
equilibrium values. In comparison with the CCSD(T) bench-
mark set, all the O-B97-3 measures except the MARE are the
lowest among all XC functionals.

In Fig. 1, we present the normal distributions of the er-
rors relative to our benchmark set for the DFT functionals
considered here. The results are presented on a common
scale to make them comparable with the CCSD results. Al-
though the best DFT methods are a substantial improvement
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TABLE IV. Magnetizabilities: Coupled-cluster values and B3LYP ZPVCs. All quantities are in SI units

(10730 3 1-2).

Molecule RHF* CcCsD® CCSD(T)® CCSD(T)® ZPVC?
HF —172.7 —176.0 —~176.7 —~176.4 13
Cco —204.5 —-210.1 —210.4 —209.5 185
N, —202.8 —206.0 —206.0 —205.2 36.0
H,0 —231.3 2345 2355 —235.1 0.7
HCN —280.1 —273.8 —272.7 —271.8 13
HOF —244.6 —238.6 —-235.9 2354 3.6
0, 580.5 164.8 118.6 1215 25.5
NH, —287.4 —289.6 —-290.8 ~290.3 -2.1
CH,0 —139.5 —132.1 —127.8 —1274 3.3
CH, —313.7 —316.5 —-317.5 -316.9 -33
C,H, —354.7 —347.7 —346.1 —345.6 2.9
AIF —399.4 —395.2 ~396.2 —~394.5 3.6
CH,F —318.0 —317.1 -316.3 —-315.7 0.1
C;H, —478.0 —481.5 —480.0 —478.9 5.8
FCCH —4522 —4435 —442.7 —441.6 0.8
FCN —378.0 —371.7 —~370.9 —370.0 1.5
H,S —452.8 —454.7 —456.3 —455.1 —0.1
HCP —511.5 —497.1 —494.4 —492.8 3.6
HFCO -311.5 —309.0 —308.1 —-307.2 1.7
H,C,0 —4326 —425.6 —424.9 —423.9 -0.8
LiF —190.9 —195.0 —~196.0 —~195.5 10.2
LiH —125.3 —127.9 —127.9 —1272 28.0
N,O —342.8 —340.8 -339.8 —-339.1 2.3
0CS —597.5 —587.9 —-585.6 —584.1 2.1
OF, —271.6 —256.0 —247.8 —247.1 7.5
H,C,0 —544.8 —537.7 —536.0 —535.2 3.2
PN —-303.8 3125 —-309.7 —308.2 58.1
SO, —301.8 -317.1 —-316.7 —-314.3 4.4

“aug-cc-pCVQZ values.
bAll—electron/aug—cc—pCVQZ values.
“All-electron/aug-cc-pCV[TQ]Z values.
4B3LYP/aug-cc-pCVTZ.

over the LDA and standard GGA methods, they cannot com-
pete with CCSD theory. However, all of the results presented
in Fig. 1, including the CCSD results, are eclipsed by the
very high quality of the CCSD(T) results. The quality of the
CCSD(T) results is clear in Table III, for the largest basis set
considered, where all the error measures relative to bench-
mark, empirical equilibrium, or experimental values are sys-
tematically and substantially improved over the CCSD re-
sults.

To rationalize many of the trends observed, we present
in Fig. 2 a simple comparison of the MREs relative to the

TABLE V. Magnetizabilities: Statistical errors for the results in Table IV
(excluding O3) relative to the CCSD(T)/aug-cc-pCV[TQJZ benchmark data
set. All quantities in SI units (10730 JT2).

RHF* ccsp® CccsD(T)?
ME -37 -1.9 -0.9
MAE 7.2 2.1 0.9
MaxE 245 8.9 24
MRE —1.1 -0.7 -0.3
MARE 2.5 0.7 0.3
SD 8.4 2.1 0.5

“aug-cc-pCVQZ basis.
bAll—electron/alug—cc—pCVQZ basis.

CCSD(T) benchmark data set obtained with the various
wave-function and DFT methods employed here. Whereas
the wave-function methods approach the benchmark values
from above, the DFT methods approach from below. Figure
2 is essentially unchanged when MREs relative to empirical
values are used. Since the vibrational corrections systemati-
cally shift the experimental values upward (see Table II), it is
clear that adding vibrational corrections to experimental val-
ues improves the agreement with the wave-function methods
and worsens the agreement with the DFT methods.

What is also clear from Fig. 2 is that the quality of the
functionals can be rationalized by grouping them in terms of
the information on which they are based. The LDA model,
which uses only the local density, performs poorly; addition
of the density gradient improves results for the GGA group.
Next, the addition of a dependence on the occupied orbitals
leads to further improvement for the hybrid functionals. The
application of the OEP method to these functionals brings
them back into the Kohn—-Sham framework, resulting in fur-
ther improvement due to their improved virtual eigenvalue
spectrum.ls_18 It is again noteworthy that the range separa-
tion introduced for the CAM-B3LYP and O-CAM-B3LYP
methods does not lead to significant improvements in their
respective groups. Since the DFT XC functionals are not
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TABLE VI. Rotational g tensors: Statistical errors for the DFT/aug-cc-pCVQZ results (excluding O5) relative to the CCSD(T)/aug-cc-pCV[TQ]Z benchmark

data set, empirical equilibrium values, and experimental values.

Ref. Err. LDA BLYP PBE KT2 B3LYP B97-2 B97-3 PBEO CAM*
CCSD(T)° ME —0.0184 —0.0250 —0.0211 —0.0114 —0.0173 —0.0120 —0.0134 —0.0122 —0.0142
MAE 0.0305 0.0272 0.0249 0.0169 0.0184 0.0143 0.0147 0.0149 0.0149
MaxE 0.5967 0.3014 0.3706 0.0873 0.2239 0.1542 0.1923 0.2528 0.2582
MRE -9.0 -5.5 —6.3 —-1.2 —-3.7 —24 —2.6 —-3.8 —3.8
MARE 132 16.5 13.1 8.9 10.2 6.3 6.1 6.0 7.6
SD 0.0884 0.0441 0.0546 0.0237 0.0328 0.0255 0.0293 0.0384 0.0368
Emp. eq. ME —0.0150 —0.0227 —0.0183 —0.0090 —0.0152 —0.0099 —0.0114 —0.0099 —0.0123
MAE 0.0297 0.0255 0.0244 0.0167 0.0168 0.0139 0.0140 0.0155 0.0145
MaxE 0.5669 0.2716 0.3408 0.0768 0.1941 0.1245 0.1625 0.2230 0.2285
MRE —8.4 —5.2 —5.7 —1.0 —-3.3 -1.9 —-2.0 —3.2 —3.5
MARE 12.5 15.6 12.7 8.8 9.4 6.2 59 6.2 7.1
SD 0.0872 0.0417 0.0525 0.0232 0.0308 0.0243 0.0278 0.0368 0.0350
Exp.* ME —0.0096 —0.0173 —0.0130 —0.0037 —0.0099 —0.0045 —0.0060 —0.0045 —0.0070
MAE 0.0302 0.0199 0.0199 0.0116 0.0124 0.0105 0.0114 0.0142 0.0127
MaxE 0.5591 0.2638 0.3330 0.0706 0.1863 0.1166 0.1547 0.2152 0.2207
MRE -7.8 —4.0 —4.9 —0.3 -2.7 -1.6 —-1.7 -3.0 —3.1
MARE 104 12.0 9.2 5.6 59 43 4.6 5.1 5.0
SD 0.0867 0.0396 0.0510 0.0184 0.0295 0.0224 0.0267 0.0359 0.0347

“CAM-B3LYP functional.
®All-electron CCSD(T)/aug-cc-pCV[TQIZ theory.

“Empirical equilibrium values obtained by subtracting B3LYP/aug-cc-pCVTZ ZPVCs from experimental values.

dExperimental values in Table II.

systematically improvable, the quality of the groups can
overlap. A case in point here is the KT2 functional, which
stands out from the GGA group of functionals as being com-
petitive with the hybrid and OEP methods. Figure 2 is essen-
tially an illustration of the lower rungs of Perdew’s “Jacob’s
ladder” of functionals. For further improvements, it is likely

that dependence on all orbitals needs to be considered and
the OEP method will play a vital role in these Kohn—Sham
calculations. Some examples of such functionals are already
appearing in the literature.*' %

Throughout our analysis, we excluded the O; molecule
due to its multireference nature. As may be expected, its

TABLE VII. Rotational g tensors: Statistical errors for the DFT-OEP/aug-cc-pCVQZ results (excluding Os)
relative to the CCSD(T)/aug-cc-pCV[TQ]JZ benchmark data set, empirical equilibrium values, and experimental

values.

Ref. Err. O-B3LYP 0-B97-2 0-B97-3 O-PBEO O-CAM*
CCSD(T)b ME —0.0131 —0.0076 —0.0077 —0.0068 —0.0088
MAE 0.0156 0.0111 0.0108 0.0110 0.0121
MaxE 0.1058 0.0814 0.0791 0.1014 0.0857

MRE 2.2 -1.0 -0.6 -1.9 =2.1

MARE 10.1 6.2 6.0 5.9 8.3
SD 0.0212 0.0173 0.0172 0.0231 0.0209
Emp.eq.© ME —-0.0107 —0.0050 —0.0051 —0.0040 —0.0062
MAE 0.0138 0.0106 0.0094 0.0108 0.0106
MaxE 0.0760 0.0908 0.0885 0.1108 0.0912

MRE -1.9 -0.5 —0.1 —1.4 —1.8

MARE 94 6.0 5.5 5.7 7.7
SD 0.0189 0.0177 0.0169 0.0212 0.0186
Exp.d ME —0.0053 0.0003 0.0002 0.0013 —0.0009
MAE 0.0091 0.0070 0.0062 0.0085 0.0078
MaxE 0.0682 0.0696 0.0672 0.0896 0.0700

MRE —-1.2 —0.1 0.3 —1.1 —-1.3

MARE 5.9 32 2.9 3.3 4.5
SD 0.0153 0.0138 0.0133 0.0185 0.0158

“0-CAM-B3LYP method.
PAll-electron CCSD(T)/aug-pCV[TQ]Z theory.

“Empirical equilibrium values obtained by subtracting B3LYP/aug-cc-pCVTZ

values.
dExperimentall values in Table II.

ZPVCs from experimental
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FIG. 1. Normal distributions of the errors in the rotational g tensors relative to the CCSD(T)/aug-cc-pCV[TQ]Z benchmark data set for the set of molecules
excluding O; using the aug-cc-pCVQZ basis set.
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FIG. 2. MREs (%) in the calculation of rotational g tensors compared with
the benchmark data set (excluding O;) for the various wave function and
DFT methods employed. The DFT results are grouped by functional type.
The heights of the bars correspond to the largest MRE in each category.

inclusion leads to a significant degradation of the Hartree—
Fock, CCSD, CCSD(T), and conventional hybrid DFT re-
sults. However, it is striking that the addition of O; has little
effect on the errors for the LDA-, GGA-, and OEP-based
Kohn—Sham functionals, all of which employ a local, multi-
plicative Kohn—Sham potential, see supplementary material
for the details of the error analysis.27 See Ref. 11 for further
discussion of O;.

2. Magnetizabilities

In the present section, we compare the DFT magnetiz-
abilities with the data in Table IV, which contains magnetiz-
abilities calculated with Hartree—Fock and coupled-cluster
methods in the aug-cc-pCVQZ basis and the CCSD(T)/aug-
cc-pCV[TQ]Z benchmark data set. The error measures of the
conventional DFT results in the aug-cc-pCVQZ basis are
presented in Table VIII. The calculated DFT magnetizabili-
ties are given in the supplementary material®’ together with
error measures for other basis sets.

The LDA, BLYP, and PBE results are consistently worse
than the Hartree—Fock results on all the error measures,
whereas the KT2 results are comparable with the Hartree—
Fock results, with small improvements except in the ME and
MRE measures. Similar statements hold for the B3LYP,
B97-2, B97-3, and PBEO hybrid functionals, the B3LYP re-
sults being superior. Remarkably, the only functional that
consistently improves on the Hartree-Fock results is the
CAM-B3LYP functional, which also represents approxi-

J. Chem. Phys. 131, 144104 (2009)

mately a factor of 2 improvement over the LDA functional
but is still not competitive with the CCSD model.

In Table IX, the error measures of the OEP evaluated
magnetizabilities for the orbital-dependent functionals, com-
pared to the benchmark values of Table IV, are presented.
For the O-B3LYP, O-B97-2, O-B973, and O-PBE( methods,
all error measures consistently improve on the conventional
evaluations. For the O-CAM-B3LYP method, the ME, MAE,
MRE, and MARE measures improve slightly, while the
MaxE and SD measures degrade slightly. Normal distribu-
tions of errors relative to the CCSD(T) benchmark set are
presented in Fig. 3. From this figure, it is clear that, while the
ME is improved by the best DFT methods, the SD of the
errors is not dramatically improved.

Given the close relationship between the magnetizabili-
ties and g tensors shown in Eq. (4), it is interesting to com-
pare the accuracies with which these properties are calcu-
lated. Comparing the MREs and MAREs in Tables VI and
VII with those in Tables VIII and IX, the errors in the g
tensor appear larger. However, noting from Eq. (4) that the
first term is an electronic contribution that varies with the
method employed, whereas the second term is a nuclear con-
tribution constant for all methods, it is perhaps more instruc-
tive to consider the errors in the electronic contribution only.
In practical calculations, the small g-tensor values are often
due to a cancellation of the larger negative electronic and
positive nuclear contributions. Furthermore, the electronic
contribution clearly has an intimate relationship with the
magnetizabilities and so the MREs and MAREs correspond-
ing to this component should be more directly comparable.
This is indeed the case, for example, the O-B97-3 method
gives MRE and MARE values of 1.3% and 1.6%, respec-
tively, which are very similar to the MRE and MARE values
for the magnetizabilities of 1.4% and 1.4%, respectively.

Figure 4 presents a plot of the MRE relative to the
benchmark set for the different methods. Again, the DFT
functionals are grouped according to the information on
which they are based. Except for the CAM-B3LYP,
O-B3LYP, and O-CAM-B3LYP methods, all errors are larger
in magnitude than the Hartree—Fock errors. The spread of the
results within each functional grouping is also much larger.
The KT?2 functional, while still being the best GGA, offers a
more modest improvement over the other GGAs. The best
DFT method here is clearly the O-CAM-B3LYP method.

TABLE VIII. Magnetizabilities: Statistical errors for the DFT/aug-cc-pCVQZ results (excluding O3) relative to
the CCSD(T)/aug-cc-pCV[TQ]Z benchmark data set. All quantities are in SI units (100 J T2).

LDA BLYP PBE KT2 B3LYP B97-2 B97-3 PBEO CAM*
ME 5.4 5.7 7.1 5.6 4.5 7.1 6.6 5.6 2.4
MAE 9.6 8.0 9.2 6.5 5.5 7.2 6.6 6.0 3.8
MaxE 31.6 26.6 25.7 21.6 18.4 253 242 23.6 14.1
MRE 2.0 1.8 2.4 1.6 1.5 2.3 2.3 2.0 0.9
MARE 3.7 29 3.4 22 2.0 2.5 2.3 22 1.4
SD 11.5 8.8 9.5 73 6.1 6.5 6.4 6.9 5.0

CAM-B3LYP functional.
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FIG. 3. Normal distributions of the errors in magnetizabilities relative to the CCSD(T)/aug-cc-pCV[TQ]JZ benchmark data set for the set of molecules

excluding O; calculated using the aug-cc-pCVQZ basis set.
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TABLE IX. Magnetizabilities: Statistics for the DFT-OEP/aug-cc-pCVQZ (excluding O;) relative to the
CCSD(T)/aug-cc-pCV[TQ]Z benchmark data set. All quantities are in SI units (10730 J T-2).

O-B3LYP 0-B97-2 0-B97-3 O-PBEO O-CAM*
ME 2.9 5.5 4.5 3.6 0.8
MAE 4.1 5.7 4.6 42 3.7
MaxE 17.4 17.9 16.8 15.5 15.1
MRE 0.8 1.6 1.4 1.1 0.2
MARE 14 1.8 14 1.4 1.2
SD 5.4 4.9 43 4.6 53

40-CAM-B3LYP method.

C. Constrained search results

As has been done throughout the present work, the com-
mon approximation when calculating Kohn—Sham magnetic
properties is to neglect the current dependence of the XC
functional in a magnetic field, that is, E,[p,jl=E.[p].
However, the size of this approximation is largely unknown
and only a few implementations89 for the calculation of mo-
lecular properties including current dependence explicitly
have been made. Most of these use the Vignale—Rasolt—
Geldart (VRG) XC functional.”®' While current-density ef-
fects are expected to be small, it is not clear in what cases the
current is actually negligible. For example, Handy and
co-workers® found that, for HF and H,O, the effect of in-
cluding current-dependent terms in the determination of
magnetizabilities was of the order of 0.2Xx107%0 J T2
However, for CO and N,, where a magnetic field perpendicu-
lar to the bond axis induces a strong paramagnetic current,
the effect was more significant and of the order of 5—-10
X 10739 J T-2. In the context of Tables VIII and IX, such
errors are not negligible. Similar errors are expected in the
electronic part of the g tensor, although their impact is some-
what masked by cancellation with the nuclear contribution.

Since, in the present work, we computed CCSD and
CCSD(T) results in a consistent fashion for comparison with
Kohn—Sham DFT results, it is informative to consider Kohn—
Sham calculations constrained to give the coupled-cluster

. 12,13 . .
densities. To this end, we employ the constrained-search
MRE / %
B97-3
PBE o  B97-2
2 PBEO

BLYP

0-B97-2
O0-B97-3
O-PBEO
O-B3LYP

O-CAM-B3LYP

CCSD(T)

FIG. 4. MREs (%) in the calculation of magnetizabilities compared to the
CCSD(T)/aug-cc-pCV[TQJZ benchmark data set (excluding O;) for the
various wave function and DFT methods employed. The DFT results are
grouped by functional type. The heights of the bars correspond to the largest
MRE in each category.

procedure of Wu and Yang as outlined in Sec. II and Ref. 58.
Specifically, we consider a subset of 15 molecules (HF, CO,
N,, H,0, HC"®N, NH;, CH,0, CH,, C,H,, CH;F, FC"N,
H,S, HCP, N,O, and PN) and perform WY calculations in
the aug-cc-pCVQZ basis set for the CCSD and CCSD(T)
densities. The values obtained for the rotational g tensors and
magnetizabilities may then be compared directly with their
standard CCSD and CCSD(T) counterparts, see the results in
the supplementary material.”’ If the current dependence of
the XC functional was indeed negligible, then one would
expect the WY results to be very similar to the CCSD and
CCSD(T) ones.

From the error analysis of rotational g tensors in Table
X, it is clear that the WY(CCSD) and WY[CCSD(T)] meth-
ods underestimate the CCSD and CCSD(T) results system-
atically. A similar systematic underestimation was observed
when comparing DFT results to the benchmark data in Sec.
IV A. Over this subset, our best DFT method O-B97-3 gives
MRE, MARE, and SD values of —2.1%, 5.8%, and 0.0232,
respectively, compared with the CCSD values; compared
with the CCSD(T) values, the corresponding deviations are
—0.5%, 4.7%, and 0.0153, respectively. Given that these er-
rors are somewhat similar to those in Table X, it would seem
desirable to investigate further the current dependence of the
more accurate XC functionals in Table VI in an attempt to
obtain higher accuracy. The inclusion of a current depen-
dence may indeed aid in the interpretation of the results
since, in the present case, for example, error cancellations
may be introduced between the accuracy of the ground-state
density obtained from a given XC functional and the lack of
current dependence in the subsequent evaluation of the re-
sponse properties.

For the magnetizabilities a similar trend is observed. The
DFT functionals systematically overestimate the magnetiz-
ability in a similar fashion to the WY values, see Table XI.

TABLE X. Rotational g tensors: Statistical errors in WY(CC) values rela-
tive to the corresponding CC values (all-electron/aug-cc-pCVQZ values).

WY(CCSD) WY[CCSD(T)]
ME —0.0094 —0.0122
MAE 0.0095 0.0122
MaxE 0.0821 0.0777
MRE —2.7 —3.5
MARE 5.6 59
SD 0.0156 0.0183
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TABLE XI. Magnetizabilities: Statistical errors in WY(CC) values relative
to the corresponding CC values (all-electron/aug-cc-pCVQZ values). All
quantities are in SI units (1073° J T2).

WY(CCSD) WY[CCSD(T)]
ME 4.3 5.6
MAE 4.3 5.6
MaxE 134 19.9
MRE 1.5 2.0
MARE 1.5 2.0
SD 4.0 5.7

The best method is now the O-CAM-B3LYP method, giving
MRE, MARE, and SD values of 0.3%, 1.4%, and 4.6, re-
spectively, relative to the CCSD values and 0.0% 1.1%, and
3.6 relative to the CCSD(T) values. For HF and H,0, the
differences between the WY and coupled-cluster results we
observe are small, consistent with the previous study of
Handy and co-workers.*® For N, and CO, however, the shifts
are larger, consistent with the previous work, but have oppo-
site sign. Given that the previous study did not adequately
address the gauge-origin independence of the results ob-
tained, further investigation of the current dependence is
warranted.

V. CONCLUSIONS

In the present work, we calculated a set of benchmark
rotational g tensors and magnetizabilities using (rotational)
LAOs and coupled-cluster methods. The analysis of the
basis-set dependence in Sec. IV A revealed the importance of
augmenting the basis sets with diffuse functions rather than
core-correlating functions and that reasonably converged re-
sults are obtained at the aug-cc-pCVQZ level. Extrapolation
techniques were applied to the results from the two largest
basis sets to give an estimate of the basis-set-limit quantities.
We believe that this set of results provides a useful test set
for benchmarking a variety of ab initio methods. This was
corroborated in the case of rotational g tensors by a careful
comparison with accurate experimental results.

In Sec. IV B, we used our benchmark data set to com-
pare the accuracy of a variety of density functionals. The
importance of considering vibrational corrections in com-
parison with experimental values for the rotational g tensors
was clearly illustrated. Indeed, these corrections are essential
to reveal the true accuracy of the coupled-cluster calcula-
tions. Conversely, they degrade the DFT results systemati-
cally, the results being close to experiment without the con-
sideration of vibrational corrections but too low when these
corrections are added. For the magnetizabilities, a compari-
son with experiment was not possible because of the large
experimental error bars. However, a comparison with our
benchmark set revealed that the variations between the qual-
ity of the different XC functionals are not large and the re-
sults are not comparable in quality to the coupled-cluster
approaches. To reconcile this finding with the observations
for the g tensors, the relationship between the two properties
was discussed and relative errors for only the electronic con-
tribution to the g tensors (the nuclear contribution being

J. Chem. Phys. 131, 144104 (2009)

method independent) were compared, revealing a similarity
between the quality of the two properties at the various DFT
levels. In this context, it is clear that the calculation of mag-
netizabilities and rotational g tensors remains difficult for
DFT. It is noteworthy that, for both properties, the DFT and
coupled-cluster values approach the benchmark values (or
empirical equilibrium values) from opposite sides, the sys-
tematic nature of the improvements in the wave-function re-
sults being clearly evident in Figs. 2 and 4. While the DFT
functionals grouped by category show a general trend of im-
provement, this trend is not systematic. For practical appli-
cations one must, as always, bear in mind that the systematic
improvability and high accuracy of the coupled-cluster cal-
culations comes at a much higher computational cost than is
required for the DFT calculations.

The present study highlights the need for careful consid-
eration of vibrational corrections when developing new ap-
proximations in DFT and evaluating existing ones, as illus-
trated by the fact that the KT2 results are close to
experimental results but degrade when vibrational correc-
tions are considered. This is not a surprising result since the
data set on which this functional was trained did not fully
and uniformly consider vibrational effects. The OEP evalua-
tions clearly also benefit from some error cancellation when
compared directly with experiment. However, the systematic
improvement in moving from conventional to OEP evalua-
tions of the same functionals still remain when compared
with the benchmark values.

To make a more direct comparison between the DFT and
coupled-cluster results, we considered DFT calculations con-
strained to give the coupled-cluster densities. In these calcu-
lations, as in the other DFT calculations presented in this
paper, we employed the approximation E,[p.j]l=E.J[p],
which is common practice in the calculation of DFT mag-
netic response properties. The results presented in Sec. IV C
show that the errors in these WY calculations are similar to
those observed for the “best” DFT functionals in the present
study. Since one possible source of the difference between
the WY values and the pure coupled-cluster numbers is the
approximation introduced by neglecting the current depen-
dence of the functional in the response calculation, we are
led to suggest that further investigation of this dependence
employing LAOs may be fruitful. Only a few implementa-
tions of current-dependent DFT have been presented and
only a few current-dependent functionals have been pro-
posed; the present benchmark set could provide useful data
for benchmarking a current-dependent DFT implementation
of magnetic response property calculations with LAOs.
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