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Abstract

We develop a detailed linear instability and nonlinear stability analysis
for the situation of convection in a horizontal plane layer of fluid when
there is a heat sink / source which is linear in the vertical coordinate
which is in the opposite direction to gravity. This can give rise to a
scenario where the layer effectively splits into three sublayers. In the
lowest one the fluid has a tendency to be convectively unstable while in
the intermediate layer it will be gravitationally stable. In the top layer
there is again the possibility for the layer to be unstable. This results in
a problem where convection may initiate in either the lowest layer, the
upmost layer, or perhaps in both sublayers simultaneously. In the last
case there is the possibility of resonance between the upmost and lowest
layers. In all cases penetrative convection may occur where convective
movement in one layer induces motion in an adjacent sublayer. In certain
cases the critical Rayleigh number for thermal convection may display a
very rapid increase which is much greater than normal. Such behaviour
may have application in energy research such as in thermal insulation.

1 Introduction

Thermal convection in a plane layer in the presence of an internal heat source or
sink is a well studied phenomenon. In particular, the presence of a heat source
or sink may give rise to the idea of penetrative convection where part of the layer
has a tendency to move whereas the remainder of the layer will remain motion-
less until a certain point when movement in the rest of the layer “penetrates”
into the stable layer and a resultant motion then ensues, cf. Altawallbeh et al.
[1], van den Berg et al. [3], Berlengiero et al. [4], Capone et al. [5, 6, 7], Capone
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& de Luca [8], Capone et al. [9], Capone & Rionero [10], Carr [11], Chasnov
& Tse [13], Hetsroni et al. [19], Hill [20, 21], Imamura et al. [23], Kirillov
et al. [26], Krishnamurti [27], Kuznetsova & Sibgatullin [28], Larson [29, 30],
Machado et al. [32], Mharzi et al. [33], Papanicolaou et al. [36], Prudhomme
& Jasmin [37], Saravan & Nayaki [47], Shalbaf et al. [49], Siddheshwar & Titus
[51], Storesletten & Titus [52], Straughan [53, 55, 54, 60, 62], and Straughan &
Walker [64]. Straughan [54], section 17.2, pp. 316–318, shows that the penetra-
tive convection model with an internal heat sink is mathematically equivalent
to the adjoint of the model with no heat sink but with a quadratic dependence
on temperature in the buoyancy force in the momentum equation. However, the
mathematical equations are in some ways simpler since no nonlinearities arise
due to the nonlinear density in the buoyancy force.

The subject of penetrative convection is one with immense application. For
example, Straughan [54], chapter 17, discusses applications in geophysics, Kr-
ishnamurti [27], Larson [29, 30] and Berlengiero et al. [4] analyse applications in
atmospheric physics, Mharzi et al. [33] consider applications in building design,
Tikhomolov [65] shows penetrative convection occurs in the Sun, Kaminski et
al. [25] show that penetrative convection may be responsible for assisting the
rise of volcanic plumes into the Earth’s atmosphere, Kirillov et al. [26] discuss
penetrative convection in the Laptev Sea coastal pycnocline layer, van den Berg
et al. [3] investigate the deep mantle of exosolar planets while Imamura et al.
[23] analyse penetration in clouds surrounding Venus, Machado et al. [32] anal-
yse penetrative convective clouds in connection with cloud to ground electrical
discharges, and Prudhomme & Jasmin [37] study internal heat source convec-
tion when the heat source occurs in a porous biological material due to organic
decay involving microbial activity.

Resonance in thermal convection likewise has many applications since in-
teractions between the fluid layers may greatly increase the critical Rayleigh
number threshold for the onset of convection, which in turn is of interest to the
energy industry. In particular, with modern heat transfer devices being increas-
ingly employed on a micro - scale there is much need to understand penetrative
and resonant convection on a nanoscale, cf. Asadzadeh et al. [2], Duan [15],
Fan & Wang [18], Murshed et al. [34], Narasimhan & Reddy [35] Shojaeian &
Shojaeian [50], Straughan [58, 59, 62, 63]. MEMS (micro - electro - mechan-
ical - systems) will play an important part in future heat transfer technology,
cf. Shojaeian & Shojaeian [50], therefore, we believe our analysis of thermal
convection influenced by a heat sink / source is justified.

The goal of this paper is to develop a model for penetrative convection in-
volving a heat source which varies linearly with vertical height across the layer.
This allows us to obtain very strong resonance between sub-layers. The math-
ematical analysis involves a linear instability technique which yields a definite
instability boundary coupled with a global nonlinear energy stability analysis
which yields a definite stability threshold. It is worth pointing out that such
analyses for a constant heat source have been performed previously, cf. Joseph
& Shir [24], Roberts [43], Rionero & Straughan [42], although the richness of the
results for resonance obtained here are not found with a constant heat source
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or sink. Rionero & Straughan [42] did allow both gravity and the heat source
to depend on the vertical coordinate, but they did not investigate resonance.

2 Basic equations

Consider an incompressible fluid contained between the planes z = 0 and z = d.
The energy balance equation for such a fluid has form

∂T

∂t
+ vi

∂T

∂xi
= κ∆T +Q(z), (1)

where T and v are the temperature and the velocity at a point x at time t.
Standard indicial notation is used throughout with ∆ denoting the Laplacian,
κ is the thermal diffusivity, and Q(z) is the heat source or sink. We here take

Q(z) = Q̃0 + Q̃1z (2)

for constants Q̃0, Q̃1. Equation (1) holds in the domain {(x, y) ∈ R
2} × {z ∈

(0, d)} for t > 0.
To complete the system of equations we have the balance of mass equation

∂vi
∂xi

= 0, (3)

and the momentum equation

ρ0

(∂vi
∂t

+ vj
∂vi
∂xj

)

= − ∂p

∂xi
+ µ∆vi − gki ρ(T ) , (4)

where ρ(T ) is linear in temperature, and has form

ρ(T ) = ρ0(1 − α[T − T0]). (5)

In equation (5) α is the coefficient of thermal expansion and in deriving (4) we
have employed a Boussinesq approximation, cf. Straughan [54], pp. 47–49. The
constant ρ0 is the density of the fluid at temperature T0, g is gravity, µ is the
dynamic viscosity, and k = (0, 0, 1).

We seek a motionless steady solution of form

v̄i ≡ 0, T̄ = T̄ (z), p̄ = p̄(z).

From equation (1) we thus have to solve the ordinary differential equation

T̄ ′′ = −Q0 −Q1z (6)

where Q0 = Q̃0/κ and Q1 = Q̃1/κ. We impose a heat function Q such that T̄
has the profile shown in figure 1.

The temperature is kept constant on the boundaries z = 0, d, with T̄ = TL

at z = 0, and T̄ = TU at z = d, TL > TU .
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Figure 1: Steady state temperature profile
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In this situation there is a possibility of convective instability driven by the
sublayer (0, ζd) or by (ξd, d) where z = ζd and z = ξd are turning points for
T̄ (z). The solution to (6) which satisfies the boundary conditions is

T̄ (z) = −Q0

2
z2 − Q1

6
z3 +

(Q0d

2
+

Q1d
2

6
− β

)

z + TL , (7)

where β is the temperature gradient given by

β =
TL − TU

d
> 0.

The derivative T̄ ′ is then given by

T̄ ′(z) = −Q1d
2

[

Q0

Q1d

(z

d
− 1

2

)

+
1

2

(z2

d2
− 1

3

)

]

− β . (8)

The turning points for T̄ are found from (8) as

z = −Q0

Q1

± 1

Q1

√

√

√

√Q2

0
− 2Q1

(

β − Q0d

2
− Q1d2

6

)

. (9)

To achieve the profile of figure 1 we require Q1 > 0, Q0 < 0.
The momentum equation reduces to

∂p̄

∂z
= gρ0

[

α(T̄ − T0)− 1
]

and this yields the steady pressure p̄(z), up to a constant selected opportunely.
To study stability of the steady solution (v̄i, T̄ , p̄) we let (ui, θ, π) be pertur-

bations so that vi = v̄i + ui, T = T̄ + θ and p = p̄+ π. We derive equations for
(ui, θ, π) and then non-dimensionalize with length, time and velocity scales as
d, d2/ν, ν/d, where ν = µ/ρ0 is the kinematic viscosity. Then with temperature
scale T ♯ = Ud

√

Q1ν/καg, pressure scale P = νUρ0/d, we put

A1 =
∣

∣

∣

Q0

Q1d

∣

∣

∣
, B =

β

Q1d2

and define the Prandtl and Rayleigh numbers, Pr and Ra by

Pr =
ν

κ
, Ra =

d6Q1αg

κν
. (10)

With these scalings the non-dimensional perturbation equations are found to be

ui,t + ujui,j = −π,i +Rθki +∆ui,

ui,i = 0,

P r(θ,t + uiθ,i) = ∆θ +RF (z)w,

(11)
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where R =
√
Ra, u3 = w, and where F is minus the non-dimensional tempera-

ture gradient given by

F (z) = −A1

(

z − 1

2

)

+
1

2

(

z2 − 1

3

)

+B,

equations (11) holding on the domain R
2 × {z ∈ (0, 1)} × {t > 0}. On the

boundaries we have
ui = 0, θ = 0, z = 0, 1, (12)

and (ui, θ, π) satisfy a plane tiling periodic form in the (x, y) directions.
From equation (9) one may show

(

ξ
ζ

)

= A1 ±
√

A2

1
− 2B −A1 +

1

3
, (13)

and also

A1 =
ξ + ζ

2
, B =

ξζ

2
−
(ξ + ζ

4

)

+
1

6
. (14)

It is worth noting that if ξ + ζ = 1 then B = ξ(1 − ξ)/2 − 1/12 and then the
fact that B must be positive yields the restriction on ξ,

0.211325 ≈ 1

2
− 1√

12
< ξ <

1

2
+

1√
12

≈ 0.788675. (15)

These conditions ensure B > 0 and we cannot have ξ out of this range.
We may define different Rayleigh numbers Ra1 and Ra2 in terms of the

depths d1 = ζ and d2 = 1 − ξ and since Ra ∝ d6 this suggests resonance may
occur with d1 = d2, i.e. Ra1 = Ra2 when d61 = d62, so when d1 = d2. This
is investigated in detail in section 5. For some purposes it may be useful to
introduce the alternative Rayleigh numbers, RaC , the classical one, and Ra0,
based on Q0 rather than Q1, defined by

RaC =
αgβd4

κν
and Ra0 =

αgd5|Q0|
κν

. (16)

One may then check that these numbers are related to Ra by the formulae

Ra0 = A1Ra and RaC = Ra

(

ξζ

2
− ξ + ζ

4
+

1

6

)

.

3 Linear instability

To investigate linear instability we linearize equations (11) and then seek solu-
tions like ui = eσtui(x), θ = eσtθ(x), π = eσtπ(x). Then removing the pressure
π we may reduce the linearized system to

σ∆w = ∆2w +R∆∗θ,

σPrθ = RFw +∆θ,
(17)
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where ∆∗ = ∂2/∂x2 + ∂2/∂y2, and (17) hold on R
2 × (0, 1). We now put

w = W (z)f(x, y), θ = Θ(z)f(x, y), where f is a planform function which tiles
the plane and satisfies

∆∗f = −a2f (18)

for a wavenumber a. Such planforms are discussed in e.g. Chandrasekhar [12],
pp. 43–52, and Straughan [54], p. 51.

The above procedure results in having to solve the eigenvalue system

(D2 − a2)2W −Ra2Θ = σ(D2 − a2)W

(D2 − a2)Θ +RFW = σPrΘ,
(19)

where D = d/dz and z ∈ (0, 1). The boundary conditions for two fixed surfaces
are

W = DW = Θ = 0, z = 0, 1. (20)

System (19) together with the boundary conditions (20) is solved numerically
by the D2−Chebyshev tau method, cf. Dongarra et al. [14], and numerical
output is included in section 5.
Remarks.
1. If we consider equations (17), or (19), but replace the boundary conditions
(20) by those for two stress free surfaces then one can demonstrate that exchange
of stabilities holds. By this we mean that if σ = σr + iσi, then one can show
σi 6= 0 =⇒ σr < 0, cf. Straughan [54]. Thus, in that case oscillatory
convection cannot occur. Even for the fixed surface case considered here we still
find numerically that instability is by stationary convection.
2. Instead of employing a heat source / sink we can put Q ≡ 0 and replace
ρ(T ) in (5) with ρ(T ) a suitable cubic in T , cf. Straughan [61]. For suitable
choice of cubic a similar potentially three layer system like that in figure 1
is possible. However, with this approach the perturbation equation for the
momentum equation contains θ2 and θ3 terms which are harder to control in a
nonlinear analysis. Also, from a physical point of view it is not clear one could
manufacture a fluid with the precise density, whereas, in principle, a suitable
heat source / sink can always be constructed.

4 Global nonlinear stability

Linearised instability theory yields a threshold for Ra such that if this is ex-
ceeded then the solution is unstable. However, it yields nothing about stability.
One way to derive a global nonlinear stability bound (for all initial data) is to
use an appropriate energy method, cf. Straughan [54]. It is worth pointing
out that energy methods are increasingly employed to achieve sharp stability
boundaries, cf. Capone et al. [5, 6, 7], Capone & De Luca [8], Capone et al.
[9], Capone & Rionero [10], Falsaperla et al. [16, 17], Hill & Malashetty [22],
Lombardo et al. [31], Rionero [38, 39, 40, 41], Saravan & Brindha [44, 45], Sar-
avan & Sivakumar [46], Scott & Straughan [48], Straughan [54, 56, 57, 59, 62].
In this section we develop an energy stability theory for equations (11).
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Let V be a period cell for the disturbance and let ‖ · ‖ and (·, ·) be the norm
and inner product on L2(V ). Next, multiply equation (11)1 by ui and integrate
over V , then multiply equation (11)3 by θ and integrate over V . By introducing
a coupling parameter λ > 0 we may then derive

dE

dt
= RI −D, (21)

where the functions E and I are given by

E(t) =
1

2
‖u‖2 + λPr

2
‖θ‖2 , (22)

and
I(t) =

(

(1 + λF )w, θ
)

, (23)

with the dissipation D being defined by

D(t) = ‖∇u‖2 + λ‖∇θ‖2 . (24)

Define RE by
1

RE
= max

H

I

D
(25)

where H is the space of admissible functions, i.e. ui ∈ H1(V ),θ ∈ H1(V ), with
ui solenoidal and ui, θ satisfying the boundary conditions. Then from (21) we
derive

dE

dt
≤ −D

(

1− R

RE

)

. (26)

Poincaré’s inequality ensures that there is a constant c > 0 such that D ≥
cE and then if R < RE , one may show from inequality (26) that E decays
exponentially and we have global nonlinear stability, i.e. for all initial data.

The nonlinear stability threshold then requires the solution of (25). The
Euler-Lagrange equations which arise from (25) are

2∆ui +REFφki = −ω,i,

ui,i = 0,

2∆φ+REFw = 0,

(27)

where ω is a Lagrange multiplier, φ = λ1/2θ, and

F =
1 + λF√

λ
. (28)

By removing the Langrange multiplier, system (27) is reduced to

∆2w +RE
F
2
∆∗φ = 0

∆φ+RE
F
2
w = 0.

(29)
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Seeking a solution of form w = W (z)f(x, y), φ = Φ(z)f(x, y), we then have to
solve the eigenvalue problem

(D2 − a2)2W −RE
F
2
a2Φ = 0 ,

(D2 − a2)Φ +RE
F
2
W = 0.

(30)

System (30) is subject to the boundary conditions (20). This eigenvalue problem
is solved numerically by the D2 - Chebyshev tau method and numerical output
is discussed in section 5.

5 Numerical results and conclusions

We have computed many results for the eigenvalue system (19), (20) for linear
instability, and also for the system (30), (20), pertaining to nonlinear stability.
We report only a fraction of the results computed, and concentrate on describing
those which appear to be of most interest. Tables 1 - 3 give critical Rayleigh
and wave numbers for linear instability for (ζ, ξ) in the range (0.42, 0.58) to
(0.22, 0.78). As noted above, these are the parameter ranges we found to be
of most interest. While we present many values for the combination such that
ζ + ξ = 1, see table 1, we also show what happens when ζ + ξ 6= 1 in tables 2
and 3. Particularly noticeable is the rapid rise in Ra observed in table 3 as ζ
decreases, for fixed ξ.

5.1 Eigenfunction (streamfunction) behaviour

The eigenfunctions for W corresponding to the critical values displayed in tables
1 - 3 are shown in figures 2 - 17. What we observe is that for ζ = 0.42, ξ =
0.58 and for ζ = 0.35, ξ = 0.65, there is no penetrative convection and the
velocity reaches a maximum in the centre of the layer, see figures 2 and 3. The
temperature eigenfunction behaviour is, however, different. When ζ = 0.42, ξ =
0.58 the maximum temperature perturbation is achieved symmetrically and not
at z = 0.5, and the temperature perturbation changes strongly as ξ increases, as
observed with ζ = 0.35, ξ = 0.65 in figure 3. The W -profile flattens out in the
centre as ξ is increased with corresponding decrease in ζ as shown in figure 4,
where the temperature perturbation changes even more strongly in the centre of
the cell. We find that W is not a maximum at z = 0.5 for ξ = 0.664, ζ = 0.336
and this behaviour is exaggerated as ξ increases, see figure 5. The temperature
eigenfunction is similar to that in figure 4 excepting the change in the centre
of the cell is even greater. The behaviour of W displayed in figure 5 continues
when ξ = 0.671, ζ = 0.329 as shown in figure 6, with the depression in W at
z = 0.5 increasing, as is the change in the centre of the cell for Θ.
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5.2 Penetrative convection

When ξ = 0.672, ζ = 0.328 an abrupt change is observed and penetrative con-
vection occurs with symmetry about z = 0.5, see figure 7. The temperature
eigenfunction displays a similar effect with a notable convexity in the curve
when z = 0.5. This behaviour continues with increasing ξ, see figure 8, although
the temperature profile displays an even greater convexity near z = 0.5, nearly
flattening out. As ξ increases further W still displays penetrative convection but
with increasing convexity near z = 0.5, see figure 9, where ζ = 0.244, ξ = 0.756.
The temperature eigenfunction continues the strong variation near z = 0.5 and
displays strongly changing sign, see figure 9.

5.3 Multicellular convection

Once ξ increases further, maintaining ξ + ζ = 1, the W eigenfunction changes
shape completely as seen in figure 10. Here penetrative convection still occurs
but now with a small weak cell near z = 0.5 and two strong cells with opposite
circulation either side of this, i.e. a three cell structure. The temperature
eigenfunction likewise changes shape completely as seen in figure 10. As ξ
increases maintaining ζ + ξ = 1, the behaviour seen in figure 10 persists but
the convection cell in the centre increases in strength, see figure 11. We cannot
extend ξ much beyond this because we need to ensure the coefficientB is positive
as shown earlier, (15). The temperature eigenfunction in figure 11 displays the
characteristic behaviour of figure 10, but with deepening of the perturbation
near z = 0.5.

5.4 When ξ + ζ 6= 1

Figures 12 - 17 display the W eigenfunction when ζ + ξ 6= 1. In particular, in
figures 12, 13 we show the situation corresponding to ζ = 0.3, ξ = 0.7, namely
when ζ = 0.33, ξ = 0.7 and ζ = 0.3, ξ = 0.67. We still witness penetrative
convection but with a much stronger cell in the region where ζ or 1− ξ is larger.
This behaviour is also observed in figures 14, 15 where ζ = 0.28, ξ = 0.7 and
ζ = 0.3, ξ = 0.72, although the weaker cell is stronger than those in figures
12, 13. Figures 16, 17 show the W eigenfunction for ζ = 0.24, ξ = 0.77, and
ζ = 0.23, ξ = 0.76, the case of ζ = 0.23, ξ = 0.77 (not displayed here) being
similar to that of figure 11 for W , although the W value at z = 0.5 is not so
low. In figures 16, 17 we clearly see penetrative convection with a three cell
structure, although one cell is much stronger than the other two.

5.5 Rapid increase of Ra

What is observed as ξ increases from 0.58 to 0.78 in table 1 and figures 2 -
11, is that Ra displays a very rapid increase from the value of Ra = 169565
to Ra = 6460507. Such a strong increase is very noticeable, and may have
significant bearing on heat transfer, although one must recall the definition
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of Ra given in (10) involves the heat source coefficient Q1. One may easily
calculate the equivalent values of RaC and Ra0 as defined in (16), but a similar
rapid increase is still witnessed. In addition, the wavenumber increases from
3.18 to 8.85 over the same ξ range. Hence, the Rayleigh number as defined in
(10) increases over ten-fold whereas the wavenumber increases by over a factor
of two. This means that the convection cell decreases in width for fixed height
by a factor of more than one half.

5.6 Energy stability results

The nonlinear energy stability results are compared to the linear instability ones
in table 4. While there is a gap between these sets of values one should realise
that the nonlinear results ensure stability for all initial data. Nevertheless,
sub-critical instabilities are not precluded in the region between the linear and
nonlinear values.
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ξ ζ Ra a
.65 .35 585817 3.95
.67 .33 1021063 5.46

.671 .329 1043618 5.53

.672 .328 1062452 5.66

.68 .32 1151028 5.71

.69 .31 1298907 5.79

.7 .3 1468052 5.91

.71 .29 1703427 6.09

.72 .28 2014744 6.35

.73 .27 2422527 6.71

.74 .26 2943080 7.17

.75 .25 3589010 7.67

.756 .244 4043926 7.96

.758 .242 4206368 8.09

.76 .24 4360702 8.14

.77 .23 5268355 8.46

.78 .22 6460507 8.85

Table 1: Critical values of Rayleigh number and wavenumber, in linear insta-
bility theory, ζ + ξ = 1.

ξ ζ Ra a
.58 .38 197888 3.23
.58 .39 190480 3.21
.58 .40 183254 3.20
.58 .41 176269 3.19
.58 .42 169565 3.18

.60 .38 230552 3.24

.60 .39 217316 3.22

.60 .40 205017 3.21

.60 .41 193674 3.20

.60 .42 183255 3.20

.62 .38 273324 3.28

.62 .39 250507 3.25

.62 .40 230552 3.24

.62 .41 213130 3.23

.62 .42 197888 3.23

Table 2: Critical values of Rayleigh number and wavenumber, in linear insta-
bility theory, sum of ζ and ξ not always equal to one.
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ξ ζ Ra a
.76 .22 4247321 8.16
.76 .23 4307519 8.15
.76 .24 4360702 8.14
.76 .25 3575013 7.79
.76 .26 2946271 7.45
.76 .27 2444894 7.14

.77 .22 5232867 8.53

.77 .23 5268355 8.46

.77 .24 4307519 8.15

.77 .25 3525199 7.80

.77 .26 2906330 7.47

.77 .27 2412610 7.16

.78 .22 6460507 8.85

.78 .23 5232867 8.53

.78 .24 4247321 8.16

.78 .25 3476145 7.81

.78 .26 2866518 7.49

.78 .27 2380197 7.18

Table 3: Critical values of Rayleigh number and wavenumber, in linear insta-
bility theory, sum of ζ and ξ not always equal to one.

ζ ξ RaL RaE aL aE λ
.4 .6 2.05017× 105 1.74636× 105 3.21 3.31 85.4
.42 .6 1.83255× 105 1.59800× 105 3.20 3.29 79.8
.38 .6 2.30552× 105 1.89104× 105 3.24 3.35 88.7
.35 .65 5.85817× 105 3.25086× 105 3.95 3.68 110.5
.3 .7 1.468052× 106 8.29052× 105 5.91 4.66 95.6
.28 .7 1.520887× 106 9.13711× 105 6.18 4.90 83.1
.3 .72 1.520887× 106 9.13711× 105 6.18 4.90 83.1
.22 .78 6.460507× 106 2.866815× 106 8.85 4.99 40.7

Table 4: Critical values of Rayleigh number, wavenumber, and coupling param-
eter for linear instability and nonlinear energy stability theory.
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Figure 2: Linear instability eigenfunctions at criticality. The open circles repre-
sent W (z) whereas the crosses are Θ(z). Parameters as on graph. The vertical
dotted lines are where ζ = 0.42, ξ = 0.58.
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Figure 3: Linear instability eigenfunctions at criticality. The open circles repre-
sent W (z) whereas the crosses are Θ(z). Parameters as on graph. The vertical
dotted lines are where ζ = 0.35, ξ = 0.65.
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Figure 4: Linear instability eigenfunctions at criticality. The open circles repre-
sent W (z) whereas the crosses are Θ(z). Parameters as on graph. The vertical
dotted lines are where ζ = 0.34, ξ = 0.66.
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Figure 5: Linear instability eigenfunctions at criticality. The open circles repre-
sent W (z) whereas the crosses are Θ(z). Parameters as on graph. The vertical
dotted lines are where ζ = 0.33, ξ = 0.67.
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Figure 6: Linear instability eigenfunctions at criticality. The open circles repre-
sent W (z) whereas the crosses are Θ(z). Parameters as on graph. The vertical
dotted lines are where ζ = 0.329, ξ = 0.671.
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Figure 7: Linear instability eigenfunctions at criticality. The open circles repre-
sent W (z) whereas the crosses are Θ(z). Parameters as on graph. The vertical
dotted lines are where ζ = 0.328, ξ = 0.672.
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Figure 8: Linear instability eigenfunctions at criticality. The open circles repre-
sent W (z) whereas the crosses are Θ(z). Parameters as on graph. The vertical
dotted lines are where ζ = 0.3, ξ = 0.7.
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Figure 9: Linear instability eigenfunctions at criticality. The open circles repre-
sent W (z) whereas the crosses are Θ(z). Parameters as on graph. The vertical
dotted lines are where ζ = 0.244, ξ = 0.756.
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Figure 10: Linear instability eigenfunctions at criticality. The open circles rep-
resentW (z) whereas the crosses are Θ(z). Parameters as on graph. The vertical
dotted lines are where ζ = 0.242, ξ = 0.758.
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Figure 11: Linear instability eigenfunctions at criticality. The open circles rep-
resentW (z) whereas the crosses are Θ(z). Parameters as on graph. The vertical
dotted lines are where ζ = 0.22, ξ = 0.78.
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Figure 12: W eigenfunction at criticality, parameters as on figure; the vertical
dotted lines are where ζ = 0.33, ξ = 0.7.
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Figure 13: W eigenfunction at criticality, parameters as on figure; the vertical
dotted lines are where ζ = 0.3, ξ = 0.67.
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Figure 14: W eigenfunction at criticality, parameters as on figure; the vertical
dotted lines are where ζ = 0.28, ξ = 0.7.
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Figure 15: W eigenfunction at criticality, parameters as on figure; the vertical
dotted lines are where ζ = 0.3, ξ = 0.72.
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Figure 16: W eigenfunction at criticality, parameters as on figure; the vertical
dotted lines are where ζ = 0.24, ξ = 0.77.
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Figure 17: W eigenfunction at criticality, parameters as on figure; the vertical
dotted lines are where ζ = 0.23, ξ = 0.76.
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