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Abstract—This paper addresses and evaluates approaches to
incorporating personality data into a recommender system. Auto-
matic personality recognition is enabled by the LIWC dictionary.
Personality-aware pre-filtering techniques are developed and
discussed, with the introduced non-targeted stratified personality
sampling performing the best. A novel personality-aware model,
FFM-SVD, is proposed and shown to outperform alternative
models in prediction accuracy.

Index Terms—recommender systems, machine learning, per-
sonality, context-aware recommendations

I. INTRODUCTION

Recommender systems (RSs) are programs which employ
techniques to infer individual users’ preferences and provide
tailored item recommendations from a system’s domain, in
order to reduce information overload [1]. RSs which take
advantage of contextual data, e.g., time, mood, weather, are
known as context-aware recommender systems (CARS) [2].

This paper explored CARS that incorporate user personality.
Prior research indicated a relationship between personality
traits and decision making [3]. Hence, we proposed that
personality is an important factor to consider in generating a
user’s recommendations. Moreover, as personality traits appear
to be independent [4], i.e., unaffected by the domain of
usage, a personality-aware RS could learn personality-based
preferences to provide recommendations across domains.

Personality-aware RSs have been studied to some extent [5],
[6]. However, our study aimed to answer how automatic per-
sonality inference can be incorporated into a multi-domain RS
to improve recommendations. For these purposes, we reviewed
and evaluated different personality taxonomies and personality
acquisition methods, discussed and proposed methods for
incorporating personality data into an RS, and evaluated the
performance of RSs with and without personality data based
on different algorithms (SVD, tree-based, neural networks)
across multiple domains. In particular, this study contributed
by proposing and evaluating several new methods, including:
various data pre-filtering techniques, novel evaluation metrics
(i.e., RPE, MAP), implementation of a personality-aware
LightGBM, and the FFM-SVD model as a novel approach to
personality-aware RSs.

In the next sections we address the related work in
personality-aware RSs, methods and RS implementation, RS

evaluation results, and conclude with a discussion of the
findings and the study’s limitations.

II. RELATED WORK

RS techniques can generally be classified into two main
categories: collaborative filtering and content-based filtering.
A variety of underlying methods can then be used within these
techniques for generating predictions and recommendations,
including probabilistic approaches, Bayesian networks, deep
learning, singular value decomposition (SVD), fuzzy models,
nearest neighbour algorithms, etc.

Prior studies [7] compared model-based (e.g., Bayesian net-
work) and memory-based (e.g., nearest neighbour) approaches
in e-commerce RSs using Amazon reviews. They showed that
model-based approaches were more accurate, faster, and better
at generating relevant recommendations. A popular model-
based collaborative filtering method is SVD [8], [9], a matrix
factorisation algorithm, which was used in our study.

An alternative set of models are tree-based approaches.
Adapted random forest approaches can outperform SVD,
KNN, and softmax regression [1]. LightGBM, a tree-based al-
gorithm which has not yet been implemented with personality-
aware RSs, showed similar accuracy to gradient boosting in
other studies [10]. However, SVD algorithms may be more
suitable for multi-domain RSs [11].

CARS extend the conventional RSs with contextual data,
such as personality. The contextual data is incorporated into a
CARS via three schemes [12]: pre-filtering - context is used
for data selection and reduction; post-filtering - context is used
to adjust traditional results; contextual modelling - context
is incorporated directly into an RS. This study combined
contextual pre-filtering with contextual modelling.

Moreover, CARS require additional methods for acquiring
the contextual data. For personality, the context we focus
on, there are a number of instruments and taxonomies. A
common personality taxonomy for RSs [5] is the Five Factor
Model (FFM) [13]. FFM is often favoured as the results can
be quantitatively measured and represented through a simple
five-by-one vector indicating a user’s personality score in:
agreeableness, conscientiousness, extroversion, neuroticism,
and openness to experience. An alternative taxonomy is the
Myers-Briggs Type Indicator (MBTI), where personalities



are assigned to one of 16 distinct categories [14]. MBTI-
based collaborative filtering performed well on sparse data
and offered stable performance [15]. However, within short
test-retest intervals, large proportions of people can receive
different MBTI classifications and users with similar scores
can be assigned contrasting personality labels [16]. FFM,
MBTI, and two other personality-traits taxonomies - Eysenck
and HEXACO, were compared for a RS in [17]. In the cold-
start phase, where little or no initial data is present, Eysenck
and MBTI performed the best, while later FFM and HEXACO
were more accurate [18].

In addition to personality taxonomies, prior studies have
addressed personality acquisition methods. Personality fea-
tures were extracted from social media text in [19]. This
study used the Linguistic Inquiry and Word Count (LIWC)
dictionary text analysis method. LIWC is a form of text-based
automatic personality recognition (APR) which has achieved
an acceptable accuracy that is generally higher than multi-
media or behaviour-based APRs [20]. LIWC’s sensitivity to
identifying emotion expression has been validated in numerous
studies, e.g., [21], and the confidence in the results produced
by LIWC is high. Alternatively, personality data can be
obtained explicitly via questionnaire-based instruments. These
approaches have the potential to be more accurate than APR
methods [20], however, APRs are easier to apply to existing
data. They also do not induce the psychological factors (e.g.,
social desirability bias [22]) associated with explicit personal-
ity acquisition methods.

The use of personality, as contextual information, has been
studied in RS literature. In their personality-aware movie RS,
[5] combined FFM with collaborative filtering and showed
that users preferred the consideration of personality. More-
over, [23] showed that collaborative filtering with personality
data reduced rating prediction error and improved sensitivity
when compared to conventional collaborative filtering. This
improvement was also confirmed in [24], which additionally
concluded that cross-domain ratings can be used. The Hy-
PeRM study [25] proposed a hybrid recommender combining
content-based and collaborative filtering using demographic
and personality data, via FFM. Their results indicated an im-
provement of system accuracy with the inclusion of personality
data. The potential of deep learning methods was explored
for friend recommendations using personality differences [26].
Preference- and personality-based user similarities for a col-
laborative filtering recommender were studied in [27]. How-
ever, a comparison of personality-aware RSs across domains
was seldom addressed, as in, e.g., the related work review by
[20] and [28]. Moreover, very few studies have implemented
a multi-domain approach and compared the effectiveness of
personality inclusion in each.

In summary, the prior related work did not sufficiently
compare the impact of personality data on a RS when imple-
mented in different domains. To the best of our knowledge,
personality-aware LightGBM recommender has not been eval-
uated. SVDs were implemented in personality-aware systems
only as a means of pre-filtering users and not for contextual

Fig. 1. System Architecture

modelling. Moreover, research comparing the suitability of
SVD versus LightGBM for a multi-domain personality-aware
RS is currently not available. Our paper aims to remedy these
gaps.

III. RESEARCH METHODS AND SYSTEM IMPLEMENTATION

Fig. 1 illustrates the complete architecture of our system.
Initially, user profile data is used to automatically generate
personality trait scores. The data is balanced and pre-processed
before being pre-filtered. Personality data is incorporated into
both the models and pre-filtering approaches.

A. Data Exploration

The dataset chosen for the RS implementation and evalua-
tions is the collection of over 230 million Amazon Reviews
[29]. The dataset includes: user and item identifiers, ratings on
a 1-5 scale, and review text. Furthermore, the data was cleaned
by removing the items and users with fewer than five reviews.
This ensures that all users have some minimum amount of
data from which to create a personality profile, improving
system accuracy. The Amazon Reviews dataset was chosen



TABLE I
CHOSEN DOMAINS FROM AMAZON DATASET

Domain Num. Reviews Num. Users

Movies and TV 3,410,019 297,529
Music - CDs & Vinyl 1,443,755 112,395

Kindle Store 2,222,983 139,824
Video Games 497,577 55,223
Pet Supplies 2,098,325 236,987

Sports & Outdoors 2,839,940 332,447
Patio, Lawn, & Garden 798,415 103,431

Fig. 2. Pearson Correlation Matrix of Features in Movies Dataset

as it is one of the few available sources where user ratings are
accompanied by reviews and are categorised across multiple
domains. The selected seven domains (Table I) are expected
to be impacted by personality to varying degrees.

Extensive data exploration and analysis of APR results was
performed to determine how to include personality informa-
tion. Pearson correlations between the features and personality
traits within a specific domain were assessed, e.g. correlation
matrix in Fig. 2 for the Movies domain. This domain was
chosen as it contains the most data, is the least skewed, and has
a reasonable mean corpus length for each user after collating
their reviews. Analysed features in Fig. 2 include, respectively:
index as an identifier (included to validate expected correlation
behaviour), review verification status, time the review was
published, and overall rating given in the review.

To determine if some personality traits were more signifi-
cant for recommendations, we looked at how the presence of
traits differed across the ratings. The prominence metric was
introduced. First, for each rating value, all users’ personality
scores were summed for each personality trait. The promi-
nence scores were then normalised (L2 normalisation was used
throughout the study, to reduce the risk of over-fitting), as
shown in (1), for n items, with xi being the i-th item. In the
Movies domain (Fig. 3), extroversion was negatively correlated
with ratings. Similarly, openness to experience correlated pos-
itively. Other personality traits had weaker trends, suggesting

Fig. 3. Prominence of Personality Traits per Rating in Movies domain

that, e.g., conscientiousness would have a limited impact on
predictions. Similar prominence trends were shown for our
other domains. The aim of this analysis was to identify the
presence of trends which may assist the RS.

||x||2 =

√√√√ n∑
i=1

x2i (1)

B. Personality Acquisition

A text-based APR technique (Fig. 1) was chosen as it
was the least intrusive and required no additional engagement
from existing users. Given the limitations of the alternative
approaches (section II), this study used the FFM personality
taxonomy. The easily quantifiable nature of the FFM allows
for simpler comparison between reviewers and is more suitable
for regression-based methods.

For each user of each of the seven domains, we created
a corpus by merging all their text reviews. The LIWC2015
dictionary treats each word in a user’s corpus as a token,
assigned to one of the LIWC categories. The NIH study in
[30] used LIWC2001 to find correlations between LIWC2001
categories and the personality traits. Due to the differences
in categories between LIWC2001 and LIWC2015, not all
LIWC2015 categories could be included in this study. Each
user’s five personality trait scores were calculated by multiply-
ing the counts in each LIWC category with its correlation to
each personality trait, then adding and normalising the results.
The aim is to combine user review history to produce an
estimation of their personality profile.

C. Data Pre-Processing and Pre-Filtering

Given our limitations of computational resources, the
dataset size was reduced. User-item pairs with more than one
review were replaced with a single average score. However,
the full dataset was used in APR, for more accurate personality
score inference.



We further applied data balancing to ensure equal represen-
tation of classes and avoid class bias. Due to the small size of
the minimal category, undersampling was not a viable option.
Instead, an oversampling approach was used. Random over-
sampling [31], a common solution for imbalanced datasets,
involves a random selection and duplication of existing items
in a minority class. The extent of data imbalance in our dataset
required all items in the minority classes to be duplicated
several times. To address the relative differences in class sizes,
we designed and applied equal oversampling, where all items
are duplicated an equal number of times. Any non-majority
class is duplicated n times where n is the maximum number
of copies such that the size of the class does not exceed the
size of the majority class. We recognise, however, that data
reduction and balancing might have had an impact on the RS
accuracy.

We discuss next the various pre-filtering approaches that
were applied and compared in this study. The novel pre-
filtering approaches: targeted logarithmic stratified personality,
targeted linear stratified personality, and non-targeted stratified
personality, are compared against standard approaches such
as random sampling [32], a neighbourhood-selection based
approach, and the approach of selecting users to maximise
the amount of data available.

1) Non-Targeted Pre-Filtering: Non-targeted approaches
do not take the target user’s personality into consideration.
The first approach, most reviews (MR), aims to maximise the
amount of data available by only selecting the users which
have the most reviews, along with the chosen target user.
Alternatively, the random choice (RC) sampling approach
selects a random user. This reduces selection bias but intro-
duces standard errors [32]. In a novel stratified personality
(SP) sampling technique, for n desired users, each of the five
personality traits select the k

2 users with the highest score in
that trait, as well as the k

2 users with the lowest score, where
k = n

5 . This approach allows for the greatest range over all
personality traits. However, only one trait is focused on at a
time, hence, data skewing is possible.

2) Personality Neighbourhood Pre-Filtering: This ap-
proach uses the personality neighbourhood (PN) of the target
user. The summed absolute error between any user’s five
personality scores and the scores of the target user are found,
and only users whose absolute error is in the top p percent
are considered. The rationale is to reduce the dataset to a
neighbourhood of users most similar to the target user. Such
clustered sampling [32] can improve efficiency, although it
may also produce bias and result in reduced data variation.

3) Stratified Personality Pre-Filtering: We proposed for the
purpose of this study two new pre-filtering approaches based
on stratified sampling - linear and logarithmic. In the Linear
Stratified Personality (LinSP) pre-filtering approach, all users
are split into b brackets where b = blog2nc, for the n users
required. Each of these brackets contain a set range of values
for the summed absolute personality error between any user
and the target user. Next, bnb c users are randomly selected
from each bracket, with any additional n mod b being taken

from the bracket most similar to the target user. This approach
is a form of systematic stratified sampling [32] and aims to
improve accuracy by reducing sampling bias whilst utilising
the personality knowledge of the target user.

We additionally proposed Logarithmic Stratified Personality
(LogSP) pre-filtering. This operates similar to LinSP, however,
the number of users sampled from each bracket decreases
as the differences between the target user and that bracket
increases. Here, half of the users are randomly selected from
the lowest bracket (the most similar to the target user), a
quarter from the next lowest bracket, and so on. As in LinSP,
additional users are selected from the most similar bracket.
This approach gives priority to the more similar users whilst
still including representatives of the most different users.
LinSP and LogSP are among the main contributions of this
study.

D. Recommender System Techniques
We have implemented and compared a number of RS

techniques, with and without the inclusion of personality data,
see Fig. 1. As mentioned earlier, two of the most common
RS techniques are content-based and collaborative filtering. In
content-based filtering, the active user’s previously reviewed
items are used to predict future item preferences [25]. In
collaborative filtering, recommendations are influenced by
preferences of similar users. As personality data is the focus of
this study, intuitively, users would be compared to each other.
As such, a collaborative filtering technique was applied in this
study.

1) SVD & FFM-SVD: This paper used an SVD algorithm
[8], a model-based collaborative filtering technique in RSs
[33]. The SVD algorithm constructs a User-Item matrix, user
p matrix, qT matrix of latent factors by items, and predicts a
rating (2) [9]. If user u or item i are unknown, bias (bu, bi)
and factors (pu, qi) are assumed to be zero. We proposed
here FFM-SVD, named after the personality model, as an
adaptation of the SVD model that incorporates personality
data. FFM-SVD is described next.

r̂ui = µ+ bu + bi + qTi pu (2)

First, a conventional SVD model is created from a 2D ma-
trix of reviewer/user and item IDs. Next, five personality SVD
models are constructed. Here, a personality trait is chosen, and
the model is fit on the 2D matrix consisting of a rating score
and the reviewer’s personality trait score. The five personality
scores (0-1 range) are rounded to n decimal places, reducing
the personalities into buckets which may be then used in an
SVD model. This step is crucial as initially the obtained APR
personality scores were almost unique, akin to an ID value;
therefore producing identical results to the conventional SVD.
By first bucketing these scores, relationships are categorised
before the SVD is trained. The predictions produced by each of
the user-item SVDs and five personality SVDs are combined
using a weighted approach, see Fig. 4.

Due to the complex structure, when tuning the FFM-SVD
model, parameters had to be tested individually on only the



Fig. 4. FFM-SVD Architecture

Kindle domain. This domain was chosen due to it having
the least skewed data, high MAP correlations (Table IV), a
suitable number of users and reviews, and as it could still
execute in a reasonable time for the testing process. The
experimentally selected hyperparameters were: 100 factors,
20 iterations of SGD, 0 mean of normal distribution for
factor vectors initialisation, 0.2 standard deviation of normal
distribution for factor vector initialisation, 0.0062 learning
rate, and 0.01 regularisation term. Each of the personality
SVDs were given a fractional weighting equal to the pairwise
absolute correlation between their respective personality trait
and the ratings. The user-item SVD weighting is known
hereafter as the ID importance parameter. ID importance
should result from the personality correlations so that it is
identically weighted across domains where the strengths of
the personality correlations may differ. Due to this, the ID
importance is calculated by multiplying some γ by the sum of
the correlation scores. An experimentally determined value of
γ = 2.2 was chosen. Finally, our experiments indicated that
a bucketing precision of 2 for the FFM-SVD gave optimal
results across all datasets.

2) Tree-Based Regression: LightGBM is a tree-based gra-
dient boosting framework [10], that splits trees leaf-wise, and
has been previously used in RSs [34]. It was chosen for a
regression model in this study due to its speed, and higher
accuracy than random forests and other supervised learning
alternatives [35]. The experimentally-tuned hyperparameters
for our LightGBM implementation were: 0.3 learning rate, 550
estimators, maximum of 201 tree leaves, 100,000 subsamples
for bin construction, and no minimum child weight or number

of child samples.
3) Neural Network: To demonstrate the potential for deep

learning applications in personality-aware RSs, we imple-
mented a simple sequential neural network model with three
dense layers. The input layer included the five personality traits
and identifier. The first two layers were given ReLU activation.
Layer sizes were determined experimentally, and sizes of 20,
10, and an output size of 1, were chosen. MSE was used as
a loss function, with 5 epochs, and Adam optimizer due to
robustness to hyperparameter variations [36].

E. Evaluation Methods

This study focused on evaluating rating prediction accuracy
to allow for an RS performance comparison with related
work. The root mean squared error (RMSE) was selected as
a commonly used metric in the related studies. Additionally,
the adjusted R-squared and standard deviation were included
to observe if the model was learning effectively. Moreover,
we proposed for this study and applied two metrics: Relative
Percentage Error (RPE) for evaluating the effectiveness of
the pre-filtering approaches, and Mean Absolute Personality
(MAP) correlation for predicting the impact of personality on
different domains. We present next the methods that were used
at the different stages of system evaluation.

1) Model Evaluation: Three metrics were used for evalu-
ating the models that were implemented in this study: RMSE,
adjusted R-squared, and standard deviation. In RMSE (3), yj
is the predicted value and ŷj is the true value. The adjusted
R-squared (R2

a) is the goodness of fit. To avoid the effect of
irrelevant features on the model, R2

a was calculated as shown
in (4), where n is the number of observations, k is the number
of independent variables, SSr is the squared sum error of the
regression line, and SSm is the squared sum error of the mean
line. Finally, standard deviation was used to indicate if a model
was an unsuitable predictor, if this metric tended towards zero.

RMSE =

√√√√ 1

n

n∑
j=1

(yj–ŷj) (3)

R2
a = 1–(

n–1

n–k–1
· SSr
SSm

) (4)

2) Pre-Filtering Evaluation: The same datasets are used
when evaluating all aspects of the system. However, the pre-
filtered data will vary depending on the pre-filtering technique
used. In evaluating the pre-filtering approaches, RMSE was
calculated as a percentage difference between a result and the
best result within a single domain. The percentage difference
was used as any absolute error would give greater weighting to
domains with high RMSEs. To obtain the total RMSE score ar
for a specific pre-filtering approach, the percentage differences
for all the models were summed.

Furthermore, this study proposed and applied RPE, a metric
indicating which pre-filtering approach selects users with
reviewers that contribute most to recommender accuracy. RPE
(5) finds the product of the normalised ar scores and the
normalised number of reviews nr used, considering model



m ∈ M , domain d ∈ D, and RMSE scores s, for the score,
ar, for approach r ∈ R. This ensures that conclusions made
about the effectiveness of the pre-filtering approaches are not
influenced by the number of reviews, but solely by the degree
to which the reviews contribute to the system’s accuracy.

RPEr =
arnr∑

i∈R ai ·
∑

i∈R ni
, ar =

∑
m∈M

∑
d∈D

sm,d–sbest
s̄

(5)
3) Effect of Personality on Domain: We proposed and

applied the MAP metric to evaluate the effect of personality
on recommendations within a specific domain. MAP, (6),
calculates the mean Pearson correlation rj between each of
the five personality trait scores x and the ratings provided y,
where x̄ and ȳ are their respective means.

MAP =

∑5
j=1 |rj |

5
rj =

∑
(xi–x̄)(yi–ȳ)√∑

(xi–x̄)2
∑

(yi–ȳ)2
(6)

4) Test User Selection: Due to varying numbers of reviews,
users’ APR scores may be more or less informed, potentially
impacting the models’ performance. As such, numerous users
must be evaluated and their results combined to improve
confidence. We performed several experiments and opted to
select the top 0.1% of users ranked by their total number of
reviews, and then choose from these the n users with the best
distribution across the ratings categories.

IV. RESULTS

This section presents the evaluation results for the methods
used in our personality-aware RS.

1) Pre-Filtering Approaches: The individual pre-filtering
approaches (section III.C) were evaluated across all the se-
lected domains. Table II shows in bold the best results within
a domain, and standard deviation in brackets. The LightGBM
and FFM-SVD models used default hyperparameter values
(from [37] and [38], respectively), were trained on the five
personality traits and item IDs, and results were averaged over
top 10 users. A 70/30 train-test split on the target user’s data
was applied, as seen in prior related work [39].

We found that data balancing did not influence RPE results,
as indicated by a strong correlation of 0.9976 between results
from balanced and unbalanced data. Hence, equal oversam-
pling did not significantly impact the conclusions made in
this study. The RPE scores calculated for the pre-filtering
techniques are as follows: SP (0.015650), RC (0.016564),
LogSP (0.016889), PN (0.020149), LinSP (0.020435), MR
(0.066095). The SP approach performed the best while MR
performed worst. Therefore, the remaining findings in this
papers were based on the SP approach, with 5% of the users
in the chosen domain.

2) Model Performance: Table III compares the models -
LightGBM, FFM-SVD/SVD, and Neural Network - across
domains, with and without personality data. The models with-
out personality were trained only on user and item identifiers,
while the personality-aware models additionally include the

five personality traits. This minimal set of features ensured
that any difference between the models solely resulted from
the inclusion of personality data.

FFM-SVD consistently outperformed the alternative ap-
proaches. However, interestingly, the conventional SVD had
lower RMSE than the personality-aware LightGBM. The
personality-aware neural network outperformed the non-
personality LightGBM. The neural network was the least ac-
curate. The inclusion of personality data reduced the standard
deviation of the FFM-SVD when compared to the SVD but
significantly increased it in the case of LightGBM. Moreover,
FFM-SVD and personality-aware LightGBM in the Kindle
domain had R2

a scores of -0.6022 and -0.6358, respectively
(Table III), indicating a low effect of the included features on
the model’s performance.

3) Domain Analysis: The percentage improvement result-
ing from the inclusions of personality data within a domain is
presented in Table IV. The MAP correlation scores predicted
that the media domains would be most affected by personality.
The Movies and TV domain had the highest predicted score
of 0.254, while Pet supplies was lowest at 0.058. Despite this,
the actual percentage improvements indicate that the Sports &
Outdoors domain was in fact the most affected, followed by
Music and Garden, with Video Games being least impacted.

V. DISCUSSION

This study explored how automatic personality inference
can be incorporated into a multi-domain RS to improve
recommendations. It demonstrated that APR techniques can be
combined with pre-filtering approaches and regression models
to increase recommendation accuracy. Our findings showed
that the personality-aware SP pre-filtering approach outper-
formed alternatives. Furthermore, the personality-aware FFM-
SVD model outperformed the conventional SVD model and
personality-aware deep learning and tree-based alternatives.
In nearly all cases, the inclusion of personality reduced the
RMSE in predictions.

1) Pre-filtering Approaches: The SP approach was the
best performing as it aims to represent the entirety of the
data, irrespective of the target user. The worst performing
approach, MR, highlights how the performance of the models
is more impacted by the quality of the personality data than
the quantity, a desirable outcome for this study. The poor
performance of PN was likely as it excluded most of the
range of the personality data. The RC approach performed
surprisingly well, lending some merit to the sole aim of bias
elimination. The performance of LinSP and LogSP might have
been affected by using only absolute differences to the target
user, a system which could yield false neighbours, and no
guarantee that among the gathered users there was a fair
distribution between the personality traits.

2) Model Performance: Personality-aware LightGBM and
FFM-SVD outperformed their non-personality counterparts.
The LightGBM model (Table IV) had a mean improvement of
35.74% over the seven domains when including personality,
compared to an improvement of 2.79% between FFM-SVD



TABLE II
WEIGHTED AVG. RMSE OVER TOP 10 USERS, WITH EQUAL OVERSAMPLING, FOR PERSONALITY-AWARE LIGHTGBM AND FFM-SVD

Model Approach Movies Music Kindle Video Games Pet Supplies Sports & Outdoors Garden

FFM-SVD RC 1.07682 (0.364) 0.79623 (0.254) 0.67674 (0.217) 1.11272 (0.337) 1.00806 (0.455) 0.80579 (0.314) 0.85139 (0.319)
MR 1.02658 (0.442) 0.79607 (0.344) 0.69172 (0.283) 1.08869 (0.425) 0.96184 (0.446) 0.80100 (0.355) 0.80316 (0.360)
SP 1.07790 (0.286) 0.81619 (0.221) 0.69962 (0.132) 1.12691 (0.230) 0.97676 (0.402) 0.81042 (0.246) 0.89068 (0.251)
PN 1.03290 (0.432) 0.78092 (0.293) 0.69259 (0.270) 1.11071 (0.390) 1.01530 (0.471) 0.80394 (0.371) 0.83143 (0.330)

LinSP 1.06548 (0.365) 0.81881 (0.275) 0.68620 (0.228) 1.12032 (0.315) 1.00194 (0.422) 0.78313 (0.270) 0.88228 (0.313)
LogSP 1.05838 (0.356) 0.79980 (0.268) 0.69057 (0.217) 1.08936 (0.312) 1.04585 (0.385) 0.78617 (0.315) 0.84981 (0.341)

LGBM RC 1.22904 (0.549) 0.98298 (0.646) 0.78860 (0.446) 1.33131 (0.805) 1.18217 (0.609) 0.98541 (0.512) 0.87970 (0.559)
MR 1.25513 (0.360) 0.95447 (0.475) 0.76818 (0.282) 1.27815 (0.749) 1.19454 (0.453) 1.05970 (0.489) 0.94019 (0.568)
SP 1.26504 (0.565) 1.09314 (0.680) 0.73242 (0.294) 1.35656 (0.835) 1.04573 (0.557) 0.92952 (0.467) 0.94410 (0.529)
PN 1.24658 (0.516) 0.94973 (0.596) 0.79632 (0.416) 1.34940 (0.826) 1.16835 (0.514) 1.02119 (0.525) 0.88652 (0.543)

LinSP 1.26316 (0.616) 0.99581 (0.644) 0.77372 (0.414) 1.26235 (0.790) 1.20233 (0.652) 1.00782 (0.571) 0.93428 (0.596)
LogSP 1.27941 (0.572) 1.01477 (0.664) 0.78575 (0.411) 1.34781 (0.846) 1.13996 (0.619) 0.95210 (0.516) 0.88301 (0.599)

TABLE III
WEIGHTED AVG. RMSE (ST. DEV.) OVER TOP 10 USERS, 5% OF DOMAIN’S USERS, Stratified Non-targeted Personality (SP) PRE-FILTERING, 2 D.P. SVD
BUCKETING, 70/30 SPLIT, EQUAL OVERSAMPLING, FOR ALL MODELS WITH/WITHOUT PERSONALITY. RESULTS BELOW THE DASHED LINE (–) ARE NOT

CONSIDERED FURTHER.

Model Movies and TV Music Kindle Video Games Pet Supplies Sports & Outdoors Garden

LightGBM (Pers.) 1.26504 (0.565) 1.09314 (0.680) 0.73242 (0.294) 1.35656 (0.835) 1.04573 (0.557) 0.92952 (0.467) 0.94410 (0.529)
LightGBM 1.59871 (0.265) 1.75388 (0.264) 1.38887 (0.175) 1.60864 (0.423) 1.55321 (0.228) 1.81620 (0.189) 1.78838 (0.308)
FFM-SVD 1.07909 (0.356) 0.78746 (0.262) 0.67345 (0.174) 1.11798 (0.303) 0.95477 (0.420) 0.84098 (0.287) 0.93013 (0.307)

SVD 1.11694 (0.459) 0.82569 (0.339) 0.68132 (0.220) 1.11677 (0.403) 0.97852 (0.519) 0.89522 (0.390) 0.94892 (0.388)

NeuralNet (Pers.) 1.567354 (0.101) 1.500775 (0.177) 1.101958 (0.127) 1.491804 (0.167) 1.647030 (0.137) 1.857303 (0.053) 1.468831 (0.053)
NeuralNet 1.608173 (0.147) 1.721087 (0.079) 1.588961 (0.026) 1.544432 (0.114) 1.589423 (0.065) 1.793896 (0.000) 1.765196 (0.112)

TABLE IV
PERCENTAGE IMPROVEMENT: LIGHTGBM VS. PERSONALITY-AWARE

LIGHTGBM, AND SVD VS. FFM-SVD

Domain % Improvement Avg. of MAP
LightGBM FFM-SVD Normalized

Movies and TV 20.87% 3.39% 0.128 0.254
Music 37.67% 4.63% 0.194 0.155
Kindle 47.27% 1.16% 0.124 0.196
Video Games 15.67% -0.11% 0.029 0.152
Pet Supplies 32.67% 2.43% 0.127 0.058
Sports & Out. 48.82% 6.06% 0.253 0.066
Garden 47.21% 1.98% 0.145 0.113

and SVD. The non-personality SVD had lower RMSEs than
the personality-aware LightGBM, indicating that matrix fac-
torisation approaches are likely more suitable than tree-based
regression. This finding agrees with [11], where SVD was a
more suitable method when considering per-instance recom-
menders acting on clustered data. The personality-aware neural
network only outperformed its non-personality counterpart,
further indicating the benefit of personality data inclusion.

3) Domain Analysis: The highest MAP correlations were
found for media domains. This coincides with [27], who
found correlations between preference- and personalty-based
similarities in different domains where the Movies domain had
the highest correlations, followed by Books, and Music.

Despite the intuitive MAP correlation scores, there was a
negligible Pearson correlation of only 0.04 with the average
normalised percentage improvement (Table IV). This questions

either the accuracy of the MAP predictor or the validity of the
experimental results. Hence, more extensive testing is required
in future studies.

VI. CONCLUSION

This study researched whether personality data can improve
the performance of a multi-domain RS. The FFM personal-
ity taxonomy was adopted, with APR based on the LIWC
dictionary. Surprisingly, we found that including personality
had the greatest effect in the Sports & Outdoors domain.
This study contributed by proposing, designing and evaluating:
personality-based pre-filtering techniques (particularly LinSP,
LogSP, and SP), equal oversampling for data balancing, FFM-
SVD and personality-aware LightGBM models, and the RPE
and MAP metrics.

Our experiments with SVD, tree-based, and neural network
methods led to the development of the FFM-SVD model. To
the best of our knowledge, this study was the first to propose
a personality-aware LightGBM RS. LightGBM had higher
accuracy than random forest approaches, which was in line
with [10], indicating that this model is a suitable alternative
to FFM-SVD. Based on our findings, FFM-SVD was the
optimal model, with SP pre-filtering, bucketing precision of
2 d.p., 70/30 train-test split, and equal oversampling for data
balancing.

However, our study did have limitations. Future work should
consider the updated LIWC-trait correlations, and machine
learning methods for APR. Equal oversampling placed more
importance on the reviews in minority classes. A further
study with less requirement for data balancing could lead to



improved recommender accuracy and should be explored for
real-world implementation. Hyperparameter tuning and testing
was limited to the Kindle domain as a result of computational
cost. It must be recognised that a more extensive analysis
of hyperparameters over multiple domains could improve the
performance of the models. Due to FFM-SVD’s inflexibility to
the addition of new features, future work could consider hybrid
schemes or alternative deep learning approaches adaptable for
multi-domain RSs [40].
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