
A&A, 693, A157 (2025)
https://doi.org/10.1051/0004-6361/202450876
c© The Authors 2025

Astronomy
&Astrophysics

HYPERION: Broad-band X-ray-to-near-infrared emission of quasars
in the first billion years of the Universe

I. Saccheo1,2,? , A. Bongiorno2, E. Piconcelli2 , L. Zappacosta2 , M. Bischetti3,4, V. D’Odorico3,5,6 , C. Done7,
M. J. Temple7 , V. Testa2 , A. Tortosa2 , M. Brusa8,9 , S. Carniani5, F. Civano10, A. Comastri9 ,

S. Cristiani3,6,11 , D. De Cicco12,13,14, M. Elvis15, X. Fan16, C. Feruglio3,6 , F. Fiore3,6, S. Gallerani5,
E. Giallongo2, R. Gilli9, A. Grazian17 , M. Guainazzi18, F. Haardt19,20,21, R. Maiolino22,23,24, N. Menci2 ,

G. Miniutti25 , F. Nicastro2, M. Paolillo12,14 , S. Puccetti26, F. Salvestrini3 , R. Schneider2,27,28,29,
F. Tombesi30,31,2 , R. Tripodi32,3,4,6 , R. Valiante2,28, L. Vallini9 , E. Vanzella9, G. Vietri33 , C. Vignali8,9,

F. Vito9 , M. Volonteri34,35, and F. La Franca1,2

(Affiliations can be found after the references)

Received 25 May 2024 / Accepted 18 October 2024

ABSTRACT

Aims. We aim to characterize the X-ray-to-optical/near-infrared(NIR) broad-band emission of luminous quasars (QSOs) in the first gigayear (Gyr)
of cosmic evolution in order to decipher whether or not they exhibit differences compared to the lower-z QSO population. Our goal is also to
provide a reliable and uniform catalog of derivable properties for these objects (from fitting their spectral energy distribution), such as bolometric
and monochromatic luminosities, Eddington ratios, dust extinction, and the strength of the hot dust emission.
Methods. We gathered all available photometry –from XMM-Newton proprietary data in X-rays to rest-frame NIR wavelengths– for the 18 QSOs
in the HYPERION samples (6.0 ≤ z ≤ 7.5). For sources lacking uniform NIR coverage, we conducted NIR observations in the J, H, and K
bands. To increase the statistical robustness of our analysis across the UV-to-NIR region, we add 36 additional sources to our sample from the
E-XQR-30 sample with 5.7 . z . 6.6. We characterized the X-ray/UV emission of each QSO using average SEDs from luminous Type 1 sources
and calculated bolometric and monochromatic luminosities. Finally, we constructed a mean SED extending from the X-rays to the NIR bands.
Results. We find that the UV-optical emission of these QSOs can be modeled with templates of z ∼ 2 luminous QSOs. We observe that the
bolometric luminosities derived while adopting some bolometric corrections at 3000 Å (BC3000 Å) largely used in the literature are slightly overes-
timated, by 0.13 dex, as they also include reprocessed IR emission. We estimate a revised value of BC3000 Å = 3.3, which can be used to derive Lbol
in z ≥ 6 QSOs. We provide a subsample of 11 QSOs with rest-frame NIR photometry; these show a broad range of hot dust emission strength, with
two sources exhibiting low levels of emission. Despite potential observational biases arising from nonuniform photometric coverage and selection
biases, we produce an X-ray-to-NIR mean SED for QSOs at z & 6 that is a good match to templates of lower-redshift, luminous QSOs up to the
UV–optical range, with a slightly enhanced contribution from hot dust in the NIR.
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1. Introduction

Thanks to the use of wide-field optical surveys such as the
Sloan Digital Sky Survey (SDSS), the Canada-France High-
z Quasar Survey (CFHQS), and the Panoramic Survey Tele-
scope & Rapid Response System (Pan-STARRs), about 300
quasars (QSOs) have been discovered at z ∼ 6−7.6 to date (e.g.,
Jiang et al. 2016; Bañados et al. 2016; Mazzucchelli et al. 2017;
Fan et al. 2023, and references therein). These QSOs are pow-
ered by accretion onto supermassive black holes (SMBHs) with
masses of MSMBH > 108−109 M� and exhibit bolometric lumi-
nosities of Lbol > 1046 erg s−1 (e.g., Mazzucchelli et al. 2017,
2023; Shen et al. 2019).

The presence of fully grown SMBHs already at the epoch of
reionization (EoR; z & 5.5) presents a challenge to theoretical
models designed to help understand their formation in the early
stages of cosmic evolution (e.g., Volonteri 2010; Inayoshi et al.
2020; Volonteri et al. 2021). To grow SMBHs at such high
masses in a short amount of time, models usually employ two
distinct pathways, namely (a) super-Eddington accretion (e.g.,

? Corresponding author; ivano.saccheo@uniroma3.it

Madau et al. 2014; Volonteri et al. 2015; Pezzulli et al. 2016)
or (b) massive BH seeds with MBH,seed ∼ 103−104 M� (e.g.,
Volonteri 2010; Valiante et al. 2016). Scenario (a) allows SMBH
formation from lower-mass seeds, with MBH,seed ∼ 102 M�,
due to PopIII star remnants. Scenario (b) instead allows an
Eddington-limited accretion regime.

The upcoming Euclid and Legacy Survey of Space and Time
(LSST) surveys, which, according to the latest luminosity func-
tions (e.g., Shen et al. 2020), are expected to uncover thousands
of new QSOs at z ≥ 6, will provide a complete census of these
primeval sources and may help us to constrain their evolutionary
history.

So far, one finding concerning these first QSOs is that
their UV-to-near-infrared (NIR) broad-band emission resem-
bles that observed in lower-redshift counterparts (e.g., Fan et al.
2004; Iwamuro et al. 2004; Reed et al. 2019). Moreover, by
analyzing the UV-to-optical spectra of 50 QSOs at z ≥

5.7, Shen et al. (2019) found no significant major differences
from those observed in the SDSS sample (Vanden Berk et al.
2001). Nevertheless, some distinctions are reported, including
faster disk winds traced by CIV blueshifts (Meyer et al. 2019;
Schindler et al. 2020; Yang et al. 2021) and a higher occurrence
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of broad absorption lines (BALs; Bischetti et al. 2022) in high-z
QSOs compared to lower-redshift objects of similar luminosity.
At higher energies, the monochromatic UV-to-X-ray-luminosity
ratio shows no significant redshift evolution (Vito et al. 2019;
Wang et al. 2021) and follows a trend akin to that seen in lower-
z QSOs (e.g., Vignali et al. 2003; Just et al. 2007; Lusso et al.
2010); although Zappacosta et al. (2023) report evidence for a
mild deviation, which needs to be further investigated. In con-
trast, in the X-ray band, Zappacosta et al. (2023) recently pre-
sented results of an X-ray spectral analysis conducted on a sam-
ple of z ≥ 6 QSOs, namely the HYPerluminous quasars at
the Epoch of ReionizatION (HYPERION), showing that these
highly accreting sources have a significantly steeper photon
index Γ than similarly luminous z < 6 QSOs (see also Vito et al.
2018). This finding points toward a redshift evolution of Γ that
may be linked to a different accretion process taking place in the
region closest to the SMBH.

To date, the Lbol of high-redshift QSOs has mainly been com-
puted through optical bolometric corrections (e.g., Reed et al.
2019; Yang et al. 2021; Mazzucchelli et al. 2023), which have
been shown to be roughly constant over a wide range of
luminosities and redshifts (Duras et al. 2020, but see also
Trakhtenbrot & Netzer 2012). However, bolometric corrections
have an intrinsic dispersion of ∼0.25 dex (Duras et al. 2020) that
can be accounted for by the scatter in the slopes of the power
laws describing the optical continua of individual QSOs, and
therefore these corrections do not necessarily provide the most
reliable results for individual sources. Moreover, most measure-
ments of the optical luminosities do not account for dust extinc-
tion, which could lead to their underestimation.

In this work, we systematically investigated the X-ray-to-
NIR continuum emission of a sample of the 18 HYPERION
QSOs, for which their exists exhaustive multiwavelength cover-
age between these bands. We also included 36 additional sources
that show comparable redshift and luminosity distributions and
for which there exists rest-frame UV-to-NIR photometry in order
to increase the statistical significance of our analysis. Our main
goal is to provide accurate measurements of accretion-disk-
related properties (i.e., bolometric and monochromatic lumi-
nosities, and Eddington ratios) via fitting their spectral energy
distributions (SEDs; e.g., Elvis et al. 1994), and to use these
to construct a homogeneous reference catalog. In addition, we
derive a mean SED for these sources ranging from the X-ray to
the NIR and compare it to that measured for low-redshift QSOs
(e.g., Vanden Berk et al. 2001; Krawczyk et al. 2013). Through-
out this paper, we use a standard flat ΛCDM cosmology with
H0 = 70 km/s Mpc−1 and Ω0 = 0.27. Unless otherwise stated,
uncertainties are reported at 68% confidence level and upper lim-
its in the photometry are reported at the 3σ level.

2. The sample

To perform a reliable X-ray-to-NIR description of QSOs at
z > 6, we considered the sources in the HYPERION sam-
ple (Zappacosta et al. 2023), which were recently targeted by
a ∼700 h XMM-Newton Heritage Programme (PI L. Zappa-
costa) that provided the best-quality X-ray data for these objects
to date. The HYPERION sample includes the sources whose
SMBHs experienced the fastest mass-growth rates during their
formation. In particular, assuming an exponential, continuous
growth at the Eddington rate limit, the HYPERION QSOs have
been selected as the luminous (Lbol > 1047 erg/s) z > 6 sources
whose SMBH required (for its assembly) a seed black hole
(BH) mass (hereafter Ms,Edd) of >1000 M� (formed at z = 20,

Table 1. The HYPERION sample.

Name Redshift Log(MSMBH) Log(LBC) Ms,Edd Log(F0.3−7 keV)
[M�] [erg/s] [M�] [erg/s cm−2]

J1342+0928 7.541 8.90 47.19 19 120 −15.52± 0.06
J1007+2115 7.514 9.18 47.30 32 460 −15.16± 0.07
J1120+0641 7.087 9.41 47.30 18 230 −15.16± 0.07
J0038−1527 7.021 9.14 47.36 7983 <−16.09
J0252−0503 7.0 9.15 47.12 7679 −14.12± 0.05
J0020−3653 6.834 9.24 47.16 5753 −15.33± 0.08
J0411−0907 6.824 8.80 47.31 2019 −14.49± 0.09
J0244−5008 6.724 9.08 47.19 2814 −15.33± 0.03
J231−20.8 6.587 9.50 47.31 4708 −15.32± 0.05
J036+03.0 6.533 9.49 47.33 3776 −15.63± 0.09
J0224−4711 6.526 9.36 47.53 2730 −14.23± 0.07
J011+09 6.444 9.15 47.12 1279 −15.44± 0.20
J1148+5251 6.422 9.74 47.57 4627 −14.76± 0.35
J083+11.8 6.346 9.32 47.16 1324 −14.53± 0.06
J0100+2802 6.3 10.04 48.24 5799 −14.25± 0.05
J025−33 6.294 9.57 47.39 1392 −15.62± 0.06
J0050+3445 6.245 9.68 47.29 2072 −14.50± 0.05
J029−36 6.02 9.82 47.39 1220 −15.44± 0.05

Notes. Redshift and MSMBH reported have been all estimated from the
MgII line, see Zappacosta et al. (2023) for further references. X-ray
fluxes from Zappacosta et al. (2023) and Tortosa et al. (2024).

Valiante et al. 2016). Ms,Edd is a proxy for the growth-rate his-
tory experienced by SMBHs. More specifically, the HYPERION
selection requires that

Ms,Edd = MSMBH × exp(−t/ts) ≥ 1000 M�, (1)

where t is the time elapsed since the seed formation and ts =

0.45ε(1 − ε)−1λ−1
Edd f −1

duty is the e-folding time, where λEdd =
Lbol
LEdd

(=1), fduty (=1), and ε are the Eddington ratio, the duty cycle
(i.e., the fraction of time during which the QSO is active), and the
radiative efficiency (i.e., the fraction of accreting mass radiated
away), respectively.

Table 1 presents the HYPERION sources together with some
physical parameters, namely z, MSMBH, LBC (i.e., the bolometric
luminosity derived assuming a 3000 Å bolometric correction),
Ms,Edd, and measured X-ray fluxes (see Zappacosta et al. 2023;
Tortosa et al. 2024).

HYPERION is designed to provide the highest quality, and
therefore most reliable, determination of the X-ray nuclear prop-
erties of QSOs at the EoR so far. As mentioned, the results from the
analysis of first-year observations reported in Zappacosta et al.
(2023) indicate an average photon index of Γ ≈ 2.4 ± 0.1, which
is significantly steeper than the Γ ∼ 1.8−2 typically observed in
AGN at lower redshifts (e.g., Vignali et al. 2005; Piconcelli et al.
2005; Dadina 2008; Zappacosta et al. 2018, 2020). Moreover,
the far-infrared and submillimeter region of the SED of these
objects, as well as their dust and gas properties, are being inves-
tigated through ALMA and NOEMA data in a series of papers
(Tripodi et al. 2023, 2024; Feruglio et al. 2023).

To increase the statistical significance of our analysis in the
UV-to-NIR bands, we included a complementary sample from the
Ultimate XSHOOTER legacy survey of quasars at z ∼ 5.8−6.6
(D’Odorico et al. 2023, hereafter E-XQR-30), which consists of
42 bright sources (imag < 20) at z & 5.7. Notably, six QSOs,
namely J231−20.8, J0224−4711, J029−36, J036+03.0, J025−33,
and J0100+2802, belong to both HYPERION and E-XQR-30,
and thus the considered E-XQR-30 subsample consists of 36
sources.
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Multiwavelength photometric data

In addition to the good-quality X-ray fluxes measured
for all HYPERION QSOs by Zappacosta et al. (2023) and
Tortosa et al. (2024), to construct the rest-frame X-ray-to-NIR
SED of the HYPERION QSOs, we gathered all NIR and mid-
infrared (MIR) photometric data available in the literature,
specifically from the z, Y , J, H, and K filters plus the four WISE
(3.4, 4.6, 12, and 22 µm, called W1, W2, W3, and W4, respec-
tively) bands. Filters bluer than the z filter correspond to rest-
frame wavelengths of shorter than the Lyα for all sources and
therefore were not considered.

Only 2 sources, J1148+5251 and J0100+2802, have com-
plete photometric coverage from z to W4, while for 12 QSOs we
find photometry in all bands from z to W2; 3 sources lack data
in the H and K filters, and for the remaining 4 QSOs only the
H band is missing. For roughly half of the sources in the sam-
ple, multiple data are available in the same band for at least one
filter. When possible, we gave preference to data obtained from
targeted observations or data already published over data from
surveys. In terms of survey catalogs, we made use of the Vista
Hemisphere Survey (VHS; McMahon et al. 2021), UKIDSS-
LAS (Lawrence et al. 2012), the Dark Energy Survey (DES;
Abbott et al. 2021, we used the 3 arcsec aperture magnitudes),
and the Pan-STARRS survey (Kaiser et al. 2010, PSF magni-
tudes reported). Two sources (J0411−0907 and J036+03.0) have
their Y band covered by multiple catalogs, with their values in
agreement within 0.1 mag; in this case, we decided to use the
DES values.

For the WISE data, we relied on the unWISE Catalog by
Schlafly et al. (2019) for W1 and W2 filters, and on the AllWISE
catalog (Cutri et al. 2013) for W3 and W4. Given the wide PSF in
these bands (∼7.3 and 12 arcsec respectively), and the possibility
of contamination from nearby projected companions, we did not
use them in the fitting routine.

J1120+06 and J1148+52 have Spitzer IRAC and MIPS
observations in 3.6 and 4.5 µm filters from Jiang et al. (2006)
and 3.6, 4.5, 5.8, 8.0, and 24 µm bands from Barnett et al. (2015),
respectively. For these two QSOs, as well as for the six E-XQR-
30 sources with available Spitzer data, we used the 3.6 and
4.5 µm bands instead of W1 and W2. Moreover, for J1120+0641
we also included the 1 µm luminosity derived by Bosman et al.
(2024) from its JWST/MIRI spectrum; that is, λL1 µm = 1.37 ±
0.08 × 1046 erg/s.

We complement the multiwavelength photometric data
described above with additional proprietary NIR observations
(see Appendix A) in order to achieve homogeneous and com-
plete coverage of the emission from these sources. A detailed
description of the NIR observations can be found in Appendix A,
while the AB magnitudes used and their references of the
HYPERION sample are available on Zenodo1. The multiwave-
length data used for the E-XQR-30 sample are also hosted
on Zenodo. For more details on their properties, we refer to
Bischetti et al. (2022); D’Odorico et al. (2023, J, H, and K
bands), Ross & Cross (2020, z, Y and W1 to W4 bands), and
Leipski et al. (2014, Spitzer IRAC 3.6, 4.5, 5.8 and Spitzer MIPS
8.0 and 24 µm).

3. SED fitting

3.1. UV-to-NIR SED fitting

To analyze the SEDs for our QSOs, we performed SED fitting on
the UV-to-NIR data using empirically derived pure AGN tem-

plates. Indeed, given the high-luminosity regime probed by the
sources in our sample, we only accounted for the QSO emission,
assuming a negligible contribution to the photometric points
from the host galaxy (e.g., Shen et al. 2011).

Among the different templates in the literature, we used
the two mean SEDs derived from samples that best match the
luminosity distribution of our sources. These templates are the
mean SED computed by Krawczyk et al. (2013) for their high-
luminosity subsample (Log(L2500 Å) ≥ 45.85 erg/s, 0.5 . z .
4.8), hereafter referred to as lum-K13, and the mean SED com-
puted using the WISSH hyperluminous QSOs (Saccheo et al.
2023), hereafter WISSH-S23, which span a luminosity range
that is even closer to that of the analyzed sample (log(Lbol) >
47 erg/s, 1.8 ≤ z ≤ 4.8).

To account for intrinsic variations in the QSO SEDs that
are not captured by the mean SED, we quantified the typical
scatter of observed QSO SEDs relative to their average tem-
plate. This step is needed because, even when restricting to
very luminous sources, QSO SEDs show significant variations
in their shapes (e.g., Richards et al. 2006; Temple et al. 2021a).
Since the amount of scatter depends on the wavelength, this cor-
responds to assigning greater weights to the points where the
SEDs show fewer variations. To calculate this scatter, we nor-
malized the luminosity points of the QSOs originally used to
compute the lum-K13 and WISSH-S23 templates using their
Lbol. These normalized points were then binned into equally
spaced bins on a logarithmic scale. The scatter in each bin was
computed using the median absolute deviation (MAD), which is
σSED = MAD(ȳ− f ), where f is the median value of the template
in that bin normalized by the Lbol of the SED, and ȳ is the set of
luminosity points within the bin.

For the lum-K13 template, we find that the scatter, σSED/ f ,
increases as a function of wavelength, ranging from 0.06 to
approximately 0.2 for λ between 1216 Å and 1 µm, and reach-
ing up to 0.3 in the IR at λ ≈ 5 µm. In contrast, the WISSH-S23
template exhibits a more constant trend, with σSED/ f ≈ 0.15
between λ= 1216 Å and 3 µm, although with considerable fluc-
tuations likely due to the small sample size.

With reference to photometric points, we accounted for the
contribution of emission lines to the observed magnitudes. Emis-
sion from the BLR can contribute up to 30% of the observed
luminosity (e.g., Miller et al. 2023). Therefore, when an emis-
sion line falls within a filter’s transmission curve, it can lead to
a significant overestimation of the primary emission of a QSO.
To estimate the contribution of emission lines, we employed an
approach analogous to that used by Krawczyk et al. (2013) and
Saccheo et al. (2023), which involves the determination of the
difference between the magnitudes obtained by convolving the
composite spectrum from Vanden Berk et al. (2001) with the fil-
ters and those obtained using only the underlying continuum.
The resulting magnitude difference, ∆m, which varies depend-
ing on redshift and the filter considered, is then subtracted from
the observed magnitudes (i.e., resulting in larger corrected mag-
nitudes). To verify the consistency of this procedure, we repeated
the analysis using the E-XQR-30 composite spectrum1. As this
spectrum was derived from QSOs in our sample, it is more
representative of the spectral features of the sources analyzed.
However, we found only minimal differences between the two
approaches (∆mXQR30 − ∆mVB+01 . 0.005). Consequently, we
chose to use the composite spectrum from Vanden Berk et al.
(2001) as it extends beyond λ= 3500 Å, allowing us to estimate
the contributions from the Hα and Hβ lines as well.

1 https://github.com/XQR-30/Composites
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SED fitting on the corrected photometric points was per-
formed for each of the two templates using the Python package
EMCEE (Foreman-Mackey et al. 2019) to maximize the poste-
rior arising from the likelihood,

L(K, E[B − V]) = −
∑

i

 (yi − K fi10−0.4Aλ )2

σ2
i,tot

+ log(2πσ2
i,tot)

 ,
(2)

where fi denotes the flux obtained by convolving the SED tem-
plate with the i-th filter transmission, Aλ is the dust-reddening
law by Prevot et al. (1984), which accounts for a possible con-
tribution from dust extinction (see also Bongiorno et al. 2012),
and σ2

i,tot = σ2
i,L + σ2

i,SED is the sum of the squared uncertain-
ties on the luminosity points and the scatter of the template SED
at that wavelength, which also depends on the normalizing con-
stant K. Data points falling at λ < 1216 Å were not taken into
account in the fit. For both K and E[B − V], we assumed con-
stant, non-negative priors and derived their best-fit values as the
mean of the posterior distribution, with uncertainties taken from
the 16th and 84th percentiles. We note that this SED-fitting pro-
cedure assumes that each QSO has an intrinsic continuum that
is the same as that of the employed template and any deviation
from it is interpreted as the effect of dust extinction. As it is
possible for the QSO to be intrinsically redder than the average
template (see e.g., Richards et al. 2003; Krawczyk et al. 2015),
we advise caution particularly with very low measured E[B−V]
values.

3.2. Results

We find that, for 73% of our sources, the lum-K13 template
achieves better results –in terms of χ2

ν– in describing the broad
band SED of our QSOs, with a median χ2

ν = 1.3, compared to
χ2
ν = 1.8 obtained with WISSH-S23. For this reason, throughout

the paper, all values reported (i.e., Lbol, E[B − V]) are derived
from the fitting obtained with the lum-K13 template. Examining
the SEDs in detail (e.g., J083+11.8, shown in Fig. 1), we note
that the WISSH-S23 template yields poorer results due to a flat-
ter UV continuum for λ < 2000 Å, a feature not found in most
of our EoR QSOs.

The HYPERION QSO SEDs with the final best fits for both
lum-K13 and WISSH-S23 templates are reported in Fig. 2, while
the figures showing the modeling with lum-K13 for the E-XQR-
30 sample are available on Zenodo. Upon visually inspecting the
fitted SEDs, we observe that the data points with λ < 1 µm are
generally well fitted, while those at longer wavelengths exhibit
larger discrepancies from the model (see also Sect. 7). This out-
come is expected: as previously discussed, QSOs tend to show
greater scatter around their mean value in the NIR region.

Two notable exceptions with particularly poor fits in the
UV–optical region –although their χ2

ν are not the worst– are
PSOJ023−02 and SDSSJ0836+0054. PSOJ023−02 has a very
flat SED, which is not well modeled by reddening and may be
intrinsic in nature, as it does not display the typical curling of the
SED caused by dust extinction (i.e., the reddening is stronger
at shorter wavelengths; see Hopkins et al. 2004). In contrast,
the fit for SDSSJ0836+0054 is quite accurate for most points,
except for the Spitzer S4.5 data point, which is significantly more
luminous than the modeled SED. While we cannot definitively
explain this discrepancy, a plausible reason could be that the S4.5
flux is overestimated. This is supported by the fact that, although

Fig. 1. SED fitting results for J083+11.8 at z = 6.346 using lum-
K13 (blue) and WISSH-S23 (red) templates. The thickness of the lines
denotes the ±1σ interval. Gray points denote photometry below the
Lyα. The cyan shaded area and the dashed red lines denote the ±1σSED
region associated to the best fit for the lum-K13 and WISSH samples,
respectively; see Sect. 3.1.

probing almost the same wavelength range, the value reported
for the W2 filter is 0.28 mag fainter.

3.3. X-ray and EUV SED modeling

To model the SEDs in the unobserved extreme UV (EUV;
12.4 ≤ λ/Å < 1216), we followed the method discussed in
Lusso et al. (2012) and Shen et al. (2020), who use a power-
law with a fixed slope of λLλ ∝ λ0.8 in the range between
500 ≤ λ/Å ≤ 1216, which was derived from HST observations
of local AGN (Zheng et al. 1997; Telfer et al. 2002; Lusso et al.
2015), plus a power law with a free-to-vary spectral slope α that
links L500 Å with the 1 keV luminosity. Thus, the full SED tem-
plate takes the following form:

f SED(λ) at λ > 1216 Å, f SED(λ) = lum-K13 or WISSH-S23
λLλ ∝ λ0.8 at 500 Å < λ ≤ 1216 Å
λLλ ∝ λ−(α+1) at 12.40 Å < λ ≤ 500 Å.

(3)

The derived α for HYPERION QSOs are reported in Table 2.
The same is valid for the E-XQR-30 QSOs but, as there are no
1 keV luminosities, we employed the value obtained as the geo-
metric mean of the HYPERION sample, which is Log(λL1 kev) =
45.01±0.08 erg/s. The advantage of using a double power law to
describe EUV emission lies in the fact that it allows us to make
use of both the information available on the QSOs emission just
below the Lyα line (from low-z sources) and the high-quality X-
ray data obtained for these sources at z≥ 6. This would not have
been possible if using a fixed template or extrapolating with a
single power law.

As the EUV contributes nearly 50% of the QSO emis-
sion, different modelings could lead to significantly different
derived Lbol, which is the main value we want to derive. There-
fore, we tested the impact of different modelings on the inte-
grated luminosity under the EUV region. Our double-power-law
parametrization yields, on average, EUV luminosities that are
∼20% larger than those derived using the EUV modeling of
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Fig. 2. Results of the SED fitting of the HYPERION QSOs using the lum-K13 (blue) and S23 (red) templates. The dotted blue and dashed red lines
give the unextincted SEDs, which have been extended below the Lyα with a double power law as explained in Sect. 3.3; Lbol is the integral under
the dotted/dashed lines. Data at UV wavelengths shorter than Lyα were not considered in the fitting and are colored gray. The cyan stars indicate
measured 1 keV luminosities; see Table 3. The subpanels show the residuals with respect to the K13 best-fit SED. The black circles refer to the
residuals computed using only the uncertainties on the photometric points, while the red crosses represent residuals for which also the scatter on
the SED template was taken into account.

lum-K13, with differences of up to 40%. Conversely, employ-
ing a single-power-law extrapolation yields an average decrease
of 8%, with a maximum deviation of 38%. Finally, by employ-

ing the far redder EUV spectral slope recently proposed by
Cai & Wang (2023), we obtain EUV luminosities that are 70%
lower than those obtained when using the double-power-law
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Table 2. Spectral slopes of the HYPERION QSOs.

Name αEUV βUV γopt

J1342+0928 −1.88 −0.15± 0.17
J1007+2115 −2.01 −0.74± 0.29
J1120+0641 −1.83 −1.21± 0.39 0.09± 0.11
J0038–1527 −2.0 −0.61± 0.22
J0252–0503 −1.84 −0.42± 0.25
J0020–3653 −1.73
J0411–0907 −2.04 −0.55± 0.15
J0244–5008 −1.65 −0.44± 0.12
J231–20.8 −2.07 −0.31± 0.25
J036+03.0 −2.21 −0.23± 0.13
J0224–4711 −1.89 −1.38± 0.14
J011+09 −1.81 −0.52± 0.11
J1148+5251 −1.93 −0.45± 0.19 −0.51± 0.10
J083+11.8 −2.28 −0.61± 0.14
J0100+2802 −1.94 −0.34± 0.11
J025–33 −2.02 −0.48± 0.09
J0050+3445 −2.12 −1.26± 0.22 −0.24± 0.16
J029–36 −1.9 −0.29± 0.16

Notes. EUV (12.4 ≤ λ/Å ≤ 500, not fitted), UV (1300 ≤ λ/Å ≤ 3000)
and optical (3000 ≤ λ/Å ≤ 11 000) derived spectral slopes for the
HYPERION sample.

Fig. 3. Different parametrizations considered for the EUV modeling of
the SEDs applied to J036.5+03.0; see Sect. 3.3.

parametrization. Figure 3 shows these three different modelings
for the case of J036+03.0, which, in terms of optical-to-X-ray
ratio, can be considered as representative of the entire HYPER-
ION sample (see Zappacosta et al. 2023).

We also tried to quantify the possible uncertainties associ-
ated with the fact that we assumed an average L1 keV calculated
from the HYPERION sample for E-XQR-30 sources. Indeed,
although the proper X-ray emission –that is, ∼20 Å−1 keV– only
accounts for less than 1% of Lbol in these luminous QSOs (e.g.,
Duras et al. 2020), the 1 keV luminosity constrains the slope of
the second power law in our modeling of the unseen EUV SED,
and thus may potentially affect Lbol. To quantify the impact of
this assumption, we simulated a QSO with log(L2500 Å) = 47 erg/s
and we calculated how much Lbol varies in the case where it has
an X-ray luminosity of twice (half of) that predicted by the rela-

tion by Lusso et al. (2010), finding an increase (decrease) in Lbol
of ∼4%.

4. Bolometric luminosities, E[B − V], and
bolometric corrections

The bolometric luminosities for the HYPERION and E-XQR-
30 QSOs were computed by integrating their dereddened SEDs
obtained using the lum-K13 template between 1 keV and 1 µm,
where the choice of integration limits ensures that reprocessed
radiation is not included and thus that the same contribution is
not counted twice (see Marconi et al. 2004). Assuming that Lbol
were computed without dereddening the SED, we would obtain
lower values for Lbol, with a difference of ∆ log(Lbol) ≈ 4×E[B−
V], which is nearly linear within the range of E[B− V] explored
by our sources. Lbol values are provided in Table 3 (HYPER-
ION sources) and on Zenodo (E-XQR-30 sources), together with
monochromatic luminosities at various wavelengths obtained
by interpolating two adjacent photometric points and correct-
ing for the SED-fitting-derived E[B − V] of the source. We
also calculated λEdd assuming the MSMBH derived from the
MgII line, single-epoch virial-mass estimator (see Table 1 and
Zappacosta et al. 2023; Mazzucchelli et al. 2023, for further ref-
erences and for the associated uncertainties).

In Fig. 4, we show the luminosity distributions of both the
HYPERION and E-XQR-30 samples, which range within 46.5 .
log(Lbol/[erg/s]) . 48.1; performing a Kolmogorov-Smirnov
test on the Lbol distributions of the two samples gives a p-value
of ∼0.05 (i.e., it does not reject the hypothesis that both samples
have been drawn from the same distribution), thus strengthening
our choice of using the E-XQR-30 QSOs as a complementary
sample to HYPERION.

In Fig. 5 we compare Lbol with those computed via BC and
LBC (Mazzucchelli et al. 2023; Zappacosta et al. 2023, and ref-
erences therein). We find that, when integrating the full SED,
we obtain systematically lower values with 〈∆(Lbol)〉 = 0.13 ±
0.08 dex on average (i.e., LBC are overestimated by 34%) and
discrepancies of up to ∼0.25 dex in a few QSOs. However, we
note that LBC were derived using the 3000 Å bolometric cor-
rection BC3000 Å = 5.15 (Richards et al. 2006; Shen et al. 2011),
which is obtained by integrating the entire SED between 10 keV
and 100 µm. Therefore, including also X-ray and IR reprocessed
emission leads to overestimation of Lbol when compared to our
values. This overestimation also impacts the determination of
λEdd, which we find to be 0.12± 0.06 dex lower than the previous
measurement on average.

Regarding the derived E[B − V], the distribution is domi-
nated by sources not affected by dust reddening, that is, with
E[B − V] = 0; see the right panel of Fig. 4. However, we notice
a slight disagreement between the HYPERION and E-XQR-30
samples; while only J0224−4711 among the HYPERION QSOs
has E[B − V] ≥ 0.05, there are 11 E-XQR-30 sources with
E[B − V] values exceeding this value (excluding J0224−4711).
Given the relation between dust extinction and the presence of
BAL features (Gallagher et al. 2007; Bischetti et al. 2022), this
difference can be accounted for by the fact that, while broad
absorption lines are found in 47% of E-XQR-30 sources, only
J0038−1527 (Wang et al. 2018) and J231−20 (Bischetti et al.
2022) have published BAL features among HYPERION QSOs
(although, to date, no BAL feature analysis has been performed
as systematically and consistently as that carried out for the E-
XQR-30 QSOs). A potential caveat regarding the correlation
between BAL troughs and increased dust extinction is that QSOs
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Fig. 4. Bolometric and monochromatic lumi-
nosities and E[B−V] distributions for the HYPE-
RION (blue) and E-XQR-30 (purple) samples.

may appear reddened not due to genuine reddening but because
their intrinsic fluxes are underestimated in regions of the spec-
trum affected by absorption features. However, while this could
indeed be true for low measured E[B − V] values (∼0.01−0.03),
the absorption features typically observed in the E-XQR-30 sam-
ple are not deep enough to influence flux measurements to the
extent that they could mimic the effects of significant E[B − V].
Moreover, Bischetti et al. (2022) already noted that BAL QSOs
in the E-XQR-30 sample exhibit redder W1 −W2 colors, which
are bands that do not probe wavelengths affected by absorption
troughs.

As mentioned, the measurement of Lbol for high-z QSOs usu-
ally relies on the application of a bolometric correction, espe-
cially the 3000 Å one. As the values we used were derived from
lower-z sources, we investigated whether these values are appro-
priate for objects at the EoR or it is necessary to use differ-
ent values. In the left panel of Fig. 6, we show our derived
BC3000 Å for the HYPERION and E-XQR-30 QSOs compared
to the constant bolometric correction by Richards et al. (2006),
of namely BC3000 Å = 5.15, which has been adopted in the lit-
erature as a standard BC3000 Å for z> 6 QSOs (e.g., Wu et al.
2015; Bañados et al. 2018; Reed et al. 2019; Shen et al. 2019;
Yang et al. 2021; Farina et al. 2022; Mazzucchelli et al. 2023;
Fan et al. 2023; Zappacosta et al. 2023). We also show a re-
evaluation of this value by Runnoe et al. (2012), of namely
BC3000 Å = 3.11, who exclude reprocessed IR emission, which
allows a fair comparison with our value. The BC3000 Å distri-
bution of HYPERION and E-XQR-30 sources ranges between
2.64 and 3.94, with a mean value of 3.30± 0.3. The major-
ity of derived BCs are higher than the recalculated BC3000 Å
by Runnoe et al. (2012), although they are still in full agree-
ment within the uncertainties. This small discrepancy, rather
than arising from a different SED shape in our objects, can be
attributed to our more careful modeling of the EUV (i.e., with
the double power law) which, as mentioned above, results in
higher Lbol (and consequently higher BC) than those obtained
using an average SED template. The right panel of Fig. 6
illustrates that when computing Lbol with the lum-K13 EUV
recipe, the BCs are fully consistent with the predictions by
Runnoe et al. (2012).

Given our more refined treatment of the UV-X-ray SED,
which gives more accurate Lbol measurements, we recommend
using the revised BC3000 Å value instead of 5.15 to recover a more

Fig. 5. Lbol already published (Zappacosta et al. 2023; Mazzucchelli
et al. 2023) vs Lbol computed in this work. Lbol has been computed in the
literature using the 3000 Å BC (Lbol = 5.15 L3000 Å). The black line gives
the 1:1 ratio, while the gray shaded area delimits the 0.1 dex difference
region.

accurate Lbol for z > 6 QSOs. This allows the removal of a fur-
ther source of inaccuracy in the determination of λEdd, which
is already affected by systematic uncertainties from the mass
determination.

Additionally, we computed optical bolometric corrections at
4400 Å and 5100 Å, comparing them to relationships established
for lower-z sources, as depicted in Fig. 7. For λ = 4400 Å,
the bolometric corrections demonstrate a good agreement with
the average value reported in Duras et al. (2020) for a large
collection of AGN at 0 . z . 3, resulting in a mean of
4.9± 0.7. In the case of 5100 Å BC, our derived BC5100 Å val-
ues are consistent with the predictions at higher luminosities
extrapolated from the relationship provided by Runnoe et al.
(2012). However, they almost all exceed the value reported in
Krawczyk et al. (2013), although our mean value of BC5100 Å =
5.7±0.9 remains in agreement within 2σ with that of these latter
authors.
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Fig. 6. BC3000 Å vs Lbol for HYPERION and
E-XQR-30 QSOs with their weighted mean
value reported as a dark-blue square. The left
panel illustrates Lbol computation using Eq. (3),
while the right panel showcases results obtained
through the lum-K13 modeling of the EUV. The
constant 3000 Å BCs proposed by Richards et al.
(2006) are overplotted. The original value of 5.15
is depicted as a black dot-dashed line while, the
version recomputed by Runnoe et al. (2012) to
exclude IR emission is represented as a red solid
line.

Fig. 7. Bolometric corrections at 4400 (left) and
5100 Å (right) with their weighted mean values
reported as blue squares. Overplotted are the rela-
tionships by Duras et al. (2020), Krawczyk et al.
(2013, with the associated uncertainties as dotted
lines), and Runnoe et al. (2012).

5. Predicting X-ray luminosity with a physically
motivated AD model

We made use of QSOSED (Kubota & Done 2018), a physically
motivated model for disk and corona emission, to describe the
nuclear emission of QSOs. Specifically, we aimed to determine
whether or not these models can accurately predict the coronal
emission (i.e., the 1 keV luminosities) by fitting only the accre-
tion disk data, which include the rest-frame UV and optical pho-
tometric points. Accordingly, our analysis is limited to the 18
HYPERION QSOs. QSOSED assumes that the emitted radia-
tion originates from three distinct regions at increasing radial
distances: (i) a hot (kB T & 10 keV) comptonizing plasma (i.e.,
the corona; e.g., Haardt & Maraschi 1991) at RISCO < r ≤ Rhot,
which is responsible for the power-law-like X-ray continuum
emission, (ii) a warm (kB T . 5−10 keV) comptonizing plasma
in an intermediate region, Rhot < r ≤ Rwarm, which contributes
to the soft excess (Petrucci et al. 2018), and (iii) a standard, geo-
metrically thin, optically thick accretion disk at r > Rwarm. Fur-
thermore, QSOSED assumes that the hot corona radiates 2% of
the Eddington luminosity of a source, regardless of its Lbol.

SED templates calculated by QSOSED were generated
through the X-ray spectral fitting program XSPEC (Arnaud
1996) by taking into account four main free parameters, namely
MSMBH, the BH spin, the specific mass-accretion rate, ṁ, and
the cosine of the inclination angle i, cos(i). Given the high prob-
ability of resulting in degenerate templates given the relatively
low number of degrees of freedom (i.e., photometric points),
we fixed the BH spin to zero, MSMBH to the values listed in
Zappacosta et al. (2023), and the viewing angle to 30◦, which
is an average value among those expected for type-1 QSOs (e.g.,

Mountrichas et al. 2021). Accordingly, the only parameter left
free to vary is log(ṁ), which ranges from −1 to 0.4 in steps
of 0.1. Furthermore, we did not account for dust reddening as
we derived it from the empirical modeling, finding it to be neg-
ligible for the vast majority of the sources (see Table 3). In
QSOSED, the luminosity from the QSOs and thus the observed
flux at each wavelength are predetermined without any normal-
ization. Given the many assumptions on our input parameters,
and the systematic uncertainties on MSMBH, (∼0.55 dex; e.g.,
Mazzucchelli et al. 2023), we expect a limited accuracy in the
SED description, which, we emphasize, is not the main result
we aim to achieve with this analysis. In this model, we cannot
continuously explore the parameter space, as the allowed values
of ṁ are discretized. Thus, the best fit was determined via χ2

ν
minimization, while uncertainties were estimated by identifying
the range of ṁ that resulted in ∆χ2

ν ≤ 1 from the best fit, corre-
sponding to a 1σ confidence interval (e.g., Avni 1976).

The results from the fits, shown in Fig. 8 together with the
derived ṁ, indeed reveal a relatively large range of χ2

ν values,
varying from 1.4 for J1120+0641 to ∼20, with J029−26 being
a notable outlier with χ2

ν = 77 and a χ2
ν median value of 7.2.

Interestingly, among the 13 QSOs for which the QSOSED tem-
plate provides an acceptable fit (arbitrarily chosen to be those
with χ2

ν ≤ 15), the 1 keV fluxes predicted by QSOSED are con-
sistent with the measured ones within 3σ for 7 sources (54%)
and within 5σ for 9 sources (70%). By examining the differ-
ence in the ratio of predicted to measured fluxes, QSOSED
models deviate by a median factor of 1.6, with a maximum
discrepancy factor of 6.3 in the case of J083+11.8. This out-
come highlights the effectiveness of QSOSED in predicting X-
ray emission based solely on the observed luminosity from the
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Fig. 8. Same as Fig. 2 but with QSOSED
generated templates. Each panel presents
the mass accretion and the χ2

ν derived by the
fit.

accretion disk even in the case of the most distant QSOs. We
note that, for the three sources showing a significant difference
between observed and QSOSED predicted X-ray fluxes (namely,
J0411−0907, J083+11.8, and J0050+2445), the observed X-ray
flux is always lower than the predicted one by factors of 2.7, 6.3,
and 3.8, respectively.

The deviation of the QSOSED prediction at 1 keV from the
actual data may reflect either (i) the deviations from intrinsic
physical properties (e.g., mass measurement, spin assumption,
source inclination, and lack of extinction) for some sources or
(ii) the underlying assumptions on which this model is based,
such as the fraction of the X-ray coronal emission in terms of
LEdd, and Rhot and Rwarm, the temperature of the hot and warm
Comptonizing regions. An investigation into the cause of the
disagreement is beyond the aim of this paper and is deferred to
future work.

Finally, in light of the good predictive results demonstrated
by QSOSED, we performed the fitting on E-XQR-30 QSOs, tak-
ing into account the same assumptions (i.e., i = 30◦, spin = 0),

in order to estimate their 1 keV fluxes, which are reported, con-
verted to luminosities, on Zenodo, along with the other derived
properties.

6. Ultraviolet and optical slopes

The optical–UV SED is usually modeled as a broken power
law, with the break between the two slopes falling at
λ = 3000−5000 Å (e.g., Vanden Berk et al. 2001; Temple et al.
2021a). To derive the slopes of the HYPERION and E-XQR-30
QSOs, we opted to follow Lusso & Risaliti (2016), that is, we
set the break at λ = 3000 Å; although we extended the UV inter-
val down to 1300 Å instead of 1450 Å in order to include the Y
band photometric point for a greater number of QSOs, without
being affected by the peak of the Lyα emission. Therefore, we
refer to βUV as the UV slope, characterizing the accretion disk
emission between λ= 1300 Å and 3000 Å, and γopt as the opti-
cal slope, describing the emission at longer wavelengths, up to
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λ= 1.0 µm, where the SED shows an inflection due to the aris-
ing contribution from hot dust. Spectral slopes are reported in
luminosity density units, that is, in the form Lν ∝ νβ.

Slopes were computed independently via least-square min-
imization by fitting a straight line to the photometric points in
the log-log space. To compute the slope, we required the QSOs
to have at least three photometric points in the wavelength inter-
val of interest; this requirement limits the number of QSOs with
measured βUV and γopt to 39 and 30, respectively. In particular,
all but three sources with computed γopt belong to the E-XQR-
30 sample, as they have lower redshifts (indeed at z & 6.3, the K
band moves to shorter wavelengths than 3000 Å). Figure 9 shows
the computed βUV and γopt distribution (reported in Table 2 for
HYPERION QSOs and on Zenodo for E-XQR-30 ones). For
comparison, we also show the contour enclosing the 39th and
86.4th percentiles (respectively 1 and 2σ under the assumption
of a bivariate normal distribution) of the values derived from the
Krawczyk et al. (2013) luminous subsample following an analo-
gous methodology. Additionally, as the derived slope could vary
as a function of z simply because the filters are sampling differ-
ent regions of the SED, we also overplot the mean ±1σ values
obtained by redshifting the lum-K13 template at 5.5 ≥ z ≥ 7.5
and generating mock observations with UKIDSS YJHK plus W1
and W2 filters for different levels of E[B − V].

The HYPERION and E-XQR-30 sources are in complete
agreement with the ranges of values observed in luminous QSOs
at lower z, and, considering the uncertainties –which are quite
large due to the fact that the fitting is performed on a limited
number of points–, the bulk of the sample agrees with the point
obtained from the lum-K13 template without dust extinction.
QSOs with a lower βUV (i.e., a flatter SED) can be explained
through dust reddening and indeed they are generally those with
higher E[B − V] values. In particular, the three HYPERION
sources with lower βUV are those with measured E[B−V]≥ 0.03
(see Table 3). Conversely, two E-XQR-30 QSOs exhibit bluer
βUV than the rest of the population, although still within ∼2σ
of the distribution observed in Krawczyk et al. (2013), while
PSOJ023−02, located in the bottom-right corner of Fig. 9, shows
a γopt value that is in significant disagreement with the rest of
the distribution. As already mentioned in Sect. 3.1, this object
has a rather flat spectrum and hence the low γopt is expected.
Finally, we tested for potential correlations between βUV and
both the photon index Γ and the UV-to-X-ray ratio αOX, defined
as −0.384 log

(
Lν,2 keV/Lν,2500 Å

)
and reported in Zappacosta et al.

(2023) and Tortosa et al. (2024). However, we find no evidence
of correlation among these parameters. Indeed we simulated
multiple realizations of the datasets by generating synthetic val-
ues normally distributed around the best-fit value and with a
σ equal to their uncertainties and, performing Spearman tests
for each of them, obtained mean correlation coefficients and p-
values of 0.22 and 0.4 for the Γ versus βUV relation and −0.05
and 0.6 for αOX versus βUV.

7. Near-infrared modeling of the hot-dust
component

It is intriguing to compare the positions of MIR points (Spitzer
MIPS 24 µm, W3, and W4) to what is expected from the nor-
malized SED templates. Previous studies (e.g., Jiang et al. 2006;
Leipski et al. 2014; Bosman et al. 2024) reported a NIR emis-
sion of QSOs at the EoR resembling that of luminous objects
at lower z, characterized by a black-body-like continuum origi-
nating from a hot-dust component close to its sublimation tem-

Fig. 9. βUV (1300<λ/Å< 3000) and γopt (3000<λ/Å< 10 000) distri-
butions for the sample. Only the UV slope has been measured for the
points along the constant line γopt = −1.5. Blue stars represent the val-
ues obtained from the lum-K13 template assuming E[B−V] values of 0,
0.05, and 0.1, and assuming observations in the UKIDSS YJHK bands
plus W1 and W2 for QSOs at 5.5 ≥ z ≥ 7.5. The shaded light-blue
areas delimit the 1 and 2σ confidence intervals for the luminous QSO
subsample in Krawczyk et al. (2013).

perature. However, there are several indications suggesting a
higher fraction of dust-poor objects at the EoR, with a lower-
than-average NIR-to-optical emission ratio (Jiang et al. 2006;
Leipski et al. 2014) or even dust-free sources (Jiang et al. 2010).
In these cases, the NIR can be well-modeled by assuming only
emission from the accretion disk, which is modeled as a power
law, without the need to add emission from hot dust. The cause
of the observed lack of dust in these QSOs remains uncertain.
It could be attributed to a genuine deficiency of dust, possibly
linked to these sources being in the early stages of the Universe
(Jiang et al. 2010). Alternatively, it may be associated with a dis-
tinct torus structure, characterized by a lower covering factor,
resulting in less dust being directly exposed to the primary radi-
ation (see Lyu et al. 2017).

In total, we have 11 QSOs where the 24 µm or the W4 pho-
tometry is available, which is necessary to constrain the hot dust
emission. We find that in 4 of these, the lum-K13 SED agrees
with the true NIR luminosity, while 5 objects have enhanced NIR
emission and 2 objects have substantially lower emission.

To better quantify the strength of the hot-dust emission, fol-
lowing the approach by Temple et al. (2021b), we computed
XHD = LBB/LAD for our sources, which is the ratio at λ =
2 µm between the hot-dust and accretion disk components. More
specifically, we modeled the QSO SEDs at λ > 3000 Å with a
power law describing the emission from the accretion disk plus
a single-temperature black-body, which represents the emission
from hot dust located in the innermost layer of the torus, that is,

λLλ = K1λ
γopt + K2

1
λ4

1
exp(hc/λkBT ) − 1

·

Following Temple et al. (2021b), we fixed both the temperature
of the black body (T = 1280 K) and the slope of the power
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Table 3. Bolometric and monochromatic luminosities of the HYPERION QSOs.

Name Lbol λL2500 Å λL3000 Å λL4400 Å λL5100 Å E[B − V] λEdd λL1 keV

J1342+0928 47.05± 0.04 46.60± 0.02 46.46± 0.02 46.20± 0.05 46.14± 0.07 0.01 1.11± 0.38 44.93± 0.09
J1007+2115 47.19± 0.07 46.75± 0.03 46.67± 0.02 46.50± 0.03 46.44± 0.04 0.03 0.81± 0.16 44.87± 0.18
J1120+0641 47.22± 0.05 46.84± 0.05 46.76± 0.05 46.59± 0.01 46.49± 0.01 0.05 0.50± 0.28 45.19± 0.07
J0038−1527 47.25± 0.06 46.87± 0.03 46.78± 0.03 46.53± 0.02 46.42± 0.03 0.03 1.00± 0.23 44.96± 0.16
J0252−0503 47.00± 0.06 46.59± 0.04 46.48± 0.04 46.24± 0.04 46.15± 0.06 0.01 0.56± 0.08 44.95± 0.19
J0020−3653 47.10± 0.06 46.69± 0.05 46.66± 0.04 46.46± 0.02 46.35± 0.03 0.02 0.58± 0.13 45.21± 0.09
J0411−0907 47.17± 0.04 46.74± 0.02 46.66± 0.02 46.47± 0.02 46.43± 0.03 0.01 1.84± 0.24 44.82± 0.08
J0244−5008 47.07± 0.04 46.58± 0.03 46.54± 0.02 46.41± 0.01 46.37± 0.02 0.01 0.77± 0.27 45.31± 0.05
J231.6−20.8 47.13± 0.05 46.70± 0.04 46.59± 0.07 46.29± 0.06 46.21± 0.10 0.01 0.34± 0.15 44.73± 0.13
J036.5+03.0 47.23± 0.04 46.79± 0.03 46.72± 0.03 46.50± 0.02 46.40± 0.03 0.0 0.44± 0.13 44.61± 0.14
J0224−4711 47.47± 0.05 47.04± 0.02 47.04± 0.02 46.82± 0.01 46.75± 0.01 0.07 0.75± 0.19 45.35± 0.06
J011+09 46.87± 0.04 46.39± 0.02 46.42± 0.02 46.06± 0.04 45.92± 0.05 0.01 0.42± 0.04 44.86± 0.11
J1148+5251 47.48± 0.04 46.95± 0.02 46.91± 0.02 46.81± 0.01 46.76± 0.01 0.02 0.44± 0.05 45.30± 0.09
J083.8+11.8 47.13± 0.04 46.71± 0.03 46.64± 0.03 46.48± 0.02 46.38± 0.03 0.01 0.51± 0.16 44.41± 0.07
J0100+2802 47.99± 0.03 47.54± 0.03 47.57± 0.06 47.37± 0.01 47.32± 0.01 0.0 0.70± 0.11 45.79± 0.03
J025−33 47.38± 0.04 46.93± 0.01 46.89± 0.01 46.69± 0.01 46.64± 0.01 0.01 0.52± 0.04 45.06± 0.14
J0050+3445 47.24± 0.06 46.84± 0.02 46.78± 0.03 46.55± 0.01 46.51± 0.01 0.04 0.29± 0.06 44.76± 0.09
J029−36 47.17± 0.06 46.66± 0.03 46.60± 0.02 46.48± 0.01 46.42± 0.01 0.02 0.17± 0.03 45.03± 0.09

Notes. Logarithm of bolometric and monochromatic luminosities of the HYPERION sample in units of [erg/s] derived from the lum-K13 best fit.
Monochromatic luminosities are corrected for the E[B−V]. The Eddington ratios λEdd were computed assuming the MBH reported in Table 1. L1 keV
was derived from the observed 0.3−7 keV fluxes by adopting the photon index Γ reported in Zappacosta et al. (2023) and Tortosa et al. (2024).

law (γopt = −0.16). We kept T fixed, as the only point use-
ful to constrain the black-body emission is the Spitzer 24 µm
one (or, alternatively, W4), while we fixed γopt to compare our
results against those by Temple et al. (2021b), who showed that
the derived XHD values strongly depend on the assumed γopt.
However, we note that the assumed slope is remarkably close to
the one we obtain in Sect. 8 for the mean SED and can therefore
be considered as an average value; although it is slightly differ-
ent from the mean of the individual γopt computed in Sect. 6,
which is 〈γopt〉 = −0.23. In addition, by visually inspecting the
fitting results, we find that the optical emission of the 11 ana-
lyzed sources is generally well described by this power law. As
done for the SED fittig routine, the constants of normalization
K1 and K2 were derived by minimizing the likelihood.

The results of the fitting are shown in Fig. 10. For each of the
analyzed QSOs, it is necessary to add a hot-dust component, and
therefore there are no QSOs without a dust component in our
sample. We find the median value of XHD to be 2.4, with a MAD
of 1.4, which is in agreement with the 2.5 median value reported
in Temple et al. (2021b); moreover, a K-S test (p-value = 0.19)
indicates no evidence of a different underlying XHD distribution
compared to that derived by Temple et al. (2021b).

Specifically, two sources, namely J0100+2802 and
SDSSJ0836+0054, exhibit XHD ≤ 1. While only J0100+2802
can be considered –within 1σ– as properly dust poor accord-
ing to the criterion set by Jun & Im (2013), which requires
XHD ≤ 0.15 (see Temple et al. 2021b), both sources clearly
show much lower dust emission than expected. Notably,
SDSSJ0836+005 was previously identified as a QSO with
dust deficiency by Leipski et al. (2014). On the other hand,
three QSOs, ULASJ0148+0600, SDSSJ0842+1218 and
SDSSJ0927+20, are found to have XHD ≥ 4.7.

Temple et al. (2021b) reported a positive correlation between
XHD and the velocity of the CIV emission line relative to
the systemic MgII-derived redshift (hereafter, CIV blueshifts),
suggesting objects with faster winds have stronger hot-dust
emission. Figure 11 shows the addition of the 11 HYPER-

ION and E-XQR-30 sources to the original plot of these lat-
ter authors. Our sources do not show any clear CIV-XHD cor-
relation. However, this result is primarily due to two factors.
First, the very small sample size poses challenges in deter-
mining the correlation. As a test, we randomly selected 11
sources from the data presented in Temple et al. (2021b), and
only in 25% of the cases did we recover a positive corre-
lation with a p-value< 0.05. Second, and more importantly,
our sources exhibit significantly faster winds compared to the
QSOs in Temple et al. (2021b), as expected for such lumi-
nous sources (Fiore et al. 2017; Vietri et al. 2018; Meyer et al.
2019; Timlin et al. 2020; Schindler et al. 2020). Consequently, a
majority of our objects lie outside the contour enclosing 86.4%
(i.e., 2σ) of the Temple et al. (2021b) QSOs.

8. The mean spectral energy distribution of
luminous, z >6 QSOs

We generated a mean SED based on the combined HYPERION
and E-XQR-30 samples to obtain a more comprehensive view
of the broadband emission of luminous high-redshift QSOs.
As our sample consists of QSOs with a relatively narrow red-
shift range, each observed band probes similar rest-frame wave-
lengths across all QSOs. Therefore, instead of constructing a
continuous SED template, we determined the mean luminos-
ity value for each band. With this approach, we do not need
to extrapolate the SED to wavelengths not covered by certain
QSOs. We also grouped Spitzer IRAC 3.6 and W1, Spitzer IRAC
4.5 and W2, Spitzer MIPS 24 and W4 as the same band; the
J1120+0641 1 µm luminosity point was included with Spitzer
MIPS 8 µm. To minimize the scatter due to the small sample
size of our analyzed QSOs, we normalized their SEDs at 3500 Å.
The normalization is particularly relevant for the W3 and W4
bands, where most sources in our sample have not been detected.
Indeed, as brighter QSOs are more likely to be detected, using
non-normalized data would result in a mean NIR emission that
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Fig. 10. NIR SEDs for the 11 QSOs with MIR
photometry. The blue line gives the accretion
disk emission modeled as a power law with
a spectral index of −0.16, while the gold line
describes the emission from hot dust modeled
as a black body with T = 1280 K. The red lines
show the sum of the two components.

is not representative of the true mean properties of the sources.
Although there is no physical reason to choose a specific nor-
malization wavelength, we tested various wavelengths within
the range of 2000 Å<λ< 7000 Å and found that normalizing at
3500 Å resulted in the lowest scatter across all bands. Therefore,
we adopted this wavelength as our normalization point.

Figure 12 shows the resulting mean SED, with the uncertain-
ties given as the standard deviation divided by the square root
of the number of QSOs in each band, along with a comparison
with the mean SEDs derived in Krawczyk et al. (2013) for both
their luminous and whole QSO sample (dot-dashed blue line
and dotted purple line, respectively) and WISSH-S23 (dashed
green line).

As visible in Fig. 12, we do not find any significant devi-
ations from the mean SEDs of luminous QSOs at lower z
(i.e., lum-K13 and WISSH-S23), while the average SED by
Krawczyk et al. (2013), labeled “all-K13”, has a flatter UV-
optical slope and, depending on the chosen normalization wave-
length, predicts larger emission at λ ∼ 6000−9000 Å as in
Fig. 12, or a lower UV bump. Therefore, we do not find any
evolution of the SED with redshift, at least for the 1000 Å–1 µm
wavelength interval. While there might be a selection effect,
given that all our sources were identified by targeting objects
with typical colors of lower-z QSOs (e.g., Reed et al. 2019), and
therefore may not be universally applicable to the entire popula-
tion of high-z AGN, this result strengthens our choice to employ
templates of luminous QSOs for computing bolometric lumi-
nosities.

At wavelengths above 1 µm, the distribution of rest-frame
NIR points shows a considerable spread; there is an indication
of even stronger NIR emission than in the IR-selected WISSH

QSOs, although this needs to be further investigated, as the cur-
rently limited data do not allow robust conclusions to be made.
Moreover, the W3 and W4 points are likely biased toward NIR-
bright sources, as the limiting magnitudes in these bands are
much shallower than those of W1 and W2.

We fitted the mean SED with a broken power law jointed
at λ= 3000 Å, plus a blackbody with a fixed temperature of
T = 1280 K, as described in Sect. 7. For all parameters, we
assumed flat priors. We find βUV = −0.63 ± 0.05, which is in
agreement with both the value reported in Telfer et al. (2002, i.e.,
−0.69, from the analysis of 184 QSOs with HST spectra) and
that presented by Lusso et al. (2015, i.e., −0.61, derived from
53 luminous sources at redshift z ∼ 2.4). This value of βUV is
instead softer than both what is found in the composite spectrum
by Selsing et al. (2016) derived from 102 QSOs at z = 1−2.1 and
also that found by Temple et al. (2021a) from a subsample of
bright SDSS QSOs (18.6 < i < 19.1), that is, βUV = −0.30
and −0.349, respectively. The power law modeling the mean
SED redwards of 3000 Å is found to be steeper with a slope of
γopt = −0.14± 0.04. Interpreting γ as the mean optical slope, we
confirm that high-luminosity QSOs have a steeper optical con-
tinuum (e.g., Richards et al. 2006; Krawczyk et al. 2013) even at
high redshift with respect to the bulk of the population at lower
luminosities (i.e., γopt = −0.46; Vanden Berk et al. 2001). Inter-
estingly, computing the hot dust-to-AD ratio with this modeling
gives XHD = 3.28 ± 0.5, which is higher than both the median
value found by Temple et al. (2021b) and that calculated as the
mean of the individual QSOs.

The continuous SED template obtained by the broken power-
law plus black-body modeling is shown in Fig. 13. To connect
the template with the mean 1 kev luminosity, we extended the

A157, page 12 of 17



Saccheo, I., et al.: A&A, 693, A157 (2025)

Fig. 11. XHD vs CIV blueshift adapted from Fig. 3 in Temple et al.
(2021b) with the inclusion of HYPERION and XQR-30 QSOs. E-XQR-
30 blueshifts are taken from Mazzucchelli et al. (2023), while HYPE-
RION values are computed as the mean of all the blueshifts reported
in the literature for each QSO; see Tortosa et al. (2024). Errors on XHD
are given as the 16th and 84th percentiles. Cyan stars indicate QSOs
with Spitzer MIPS 24 µm fluxes, while red stars have W4 photome-
try. The histograms show the distributions of CIV blueshift and XHD
in Temple et al. (2021b, shown here in gray, and normalized by a fac-
tor of 500) and for the HYPERION and E-XQR-30 QSOs (red). The
p-values obtained by performing a K-S test on the two distributions are
reported next to the histograms.

SED in the EUV region using the same recipe as that reported in
Eq. (3).

We also computed the mean SEDs of several subsamples
obtained by splitting the sample based on the median of several
physical properties (MSMBH, CIV blueshift, Lbol) or on the cri-
terion adopted to assemble the HYPERION sample (i.e., using
Ms,Edd = 1000 M� as threshold) but found no significant differ-
ence either between them or with respect to the overall average
SED (see Fig. 14). This result holds true even when comparing
the mean values of βUV and γopt of each subsample, as shown in
Fig. 15. Indeed, each pair of values is in agreement with that of
its complementary subsample within 2σ.

9. Summary and conclusions

In this work, we characterize the X-ray-to-NIR broad-band emis-
sion of luminous QSOs at the EoR with the main goal being
to provide the first systematic investigation of the SED of these
sources. Our main results can be summarized as follows:

– We produced X-ray-to-NIR SEDs for the 18 QSOs belong-
ing to the HYPERION sample (Zappacosta et al. 2023;
Tortosa et al. 2024). Exploiting the unprecedented quality
of X-ray data from the HYPERION QSOs, we employed
a double power law to characterize the X-ray to UV SED
(Lusso et al. 2012, see Eq. 3); given the absence of data in
that wavelength range, this modeling ensures the most reli-
able representation of the EUV region achievable at present.
The UV-to-NIR SED of the QSOs was instead modeled

Fig. 12. Photometry points for the HYPERION and E-XQR-30 sam-
ples, normalized at λ= 3500 Å. The red diamonds show the geomet-
ric mean value for each band with the associated 1σ as an error bar.
Overplotted are also the mean SEDs by Krawczyk et al. (2013) (whole
and luminous QSOs samples, purple dotted and blue dot-dashed lines,
respectively) and the WISSH hyperluminous mean SED (dashed green
line). The vertical dotted lines indicate the position of the Lyα at 1216 Å
and the normalization wavelength.

Fig. 13. Continuous mean SED obtained by fitting the mean points (red
diamonds) with a broken power law (λbreak = 3000 Å) plus a single tem-
perature (T = 1280 K) black body. The EUV SED (λ < 1216 Å) was
reconstructed as discussed in Sect. 3.1. The light blue and gold shaded
area describe the best-fit broken power law and black body, respectively.
The gray diamond was excluded from the fit as it is also the average of
points falling below the Lyα. The black dotted lines indicate the Lyα
and the normalization wavelength at 3500 Å.

using templates derived from luminous QSOs at lower z,
namely lum-K13 (Krawczyk et al. 2013) and WISSH-S23
(Saccheo et al. 2023). We find that, for all QSOs, the optical–
UV region is well described by the lum-K13 SED (see
Fig. 2), while we obtained, on average, poorer results when
employing the WISSH-S23 SED; although these latter span
a luminosity range closer to the HYPERION sources.

– We increase the statistical significance of our analysis in
the UV-to-NIR region by including an additional 36 QSOs
drawn from the E-XQR-30 sample (D’Odorico et al. 2023),
which share similar properties with HYPERION sources in
terms of redshift and luminosity. We confirm that the lum-
K13 template also provides excellent results in describing
the SED of these sources.
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Fig. 14. Mean SEDs derived by splitting the sample according to the
median value of several physical properties. Each panel reports the
threshold value used to split the sample. Filled markers refer to QSOs
above the threshold, while empty ones indicate QSOs below the thresh-
old.

Fig. 15. Mean γopt vs mean βUV computed for each subsample. Errors
are reported as the standard deviation of the values divided by the square
root of the number of sources in the subsample. The yellow triangle
shows the mean value for the full sample. As in Fig. 14, filled markers
refer the subsample above the threshold, while empty ones refer to the
one below.

– By integrating the SEDs, we homogeneously computed
bolometric luminosities for all 54 objects. Their values range
from 46.8 ≤ log(Lbol) ≤ 48.1, as shown in Fig. 4. We find
that our derived Lbol are systematically lower than the ones
already reported in the literature, with an average discrep-
ancy factor of 0.13 dex.

– We calculated bolometric corrections at 3000, 4400, and
5100 Å for QSOs with redshifts of z ≥ 5.5 and check
their consistency with those derived from lower z sources.
Given the similarity of the SEDs of our QSOs to those of
their lower z counterparts, the obtained bolometric correc-
tions are broadly consistent with literature findings. How-
ever, we observe that the values for λ= 3000 Å and 5100 Å
are systematically larger than the bolometric correction val-

ues largely used in the literature. As an improved estimate
for these sources, we show that better results are obtained
when using BC3000 Å = 3.3 and BC5100 Å = 5.7 to derive Lbol.

– Taking advantage of the X-ray coverage of HYPERION, we
verified the accuracy of theoretical models (Kubota & Done
2018) in predicting coronal emission from that of the accre-
tion disk for these high-z sources. Despite the many crude
assumptions we make regarding the parameters, we surpris-
ingly find that models and observations deviate by a median
factor of just 1.6.

– We investigated the hot-dust emission in 11 QSOs with avail-
able MIR data by modeling their rest-frame NIR using a
combination of a power law and a black body (see Sect. 7
and Fig. 10). Our analysis reveals that, for all these sources,
the inclusion of a dust component is necessary, although to a
varying extent. We quantified the hot-dust emission strength
by computing the hot-dust to accretion-disk emission ratio
XHD (Temple et al. 2021b). The overall XHD distribution is
consistent with that found by Temple et al. (2021b, cf. our
Fig. 11), but two QSOs exhibit a notably low XHD, with one
source, J0100+2802, being within 1σ of the threshold out-
lined in Jun & Im (2013) for classification as dust poor. On
the other hand, three sources have a XHD that is approxi-
mately twice the average value observed in luminous QSOs.

– Finally, we derived a mean SED for these high-z QSOs
extending from the X-ray to NIR (i.e., from 1 keV to about
3 µm); see Figs. 12 and 13. This average SED is in excellent
agreement with the mean SEDs of luminous QSOs, demon-
strating that, for the analyzed sample, we do not find any
redshift evolution of the shape of the SED, at least in the
optical-UV region. As typically reported for luminous QSOs
at lower-z, we find that optical emission at 3000 Å<λ< 1 µm
is well described by a power law with a steeper slope (Fν ∝

ν−0.14) than observed in the bulk of the low-luminosity AGN
population; that is, Fν ∝ ν

−0.46 (Vanden Berk et al. 2001).
As a natural extension of this work, we aim to (i) increase the
sample size of QSOs at z > 6−7 with good X-ray data and
(ii) include rest-frame photometric points at λ > 1 µm thanks
to JWST/MIRI observations in order to obtain a uniform NIR
coverage. Improving these aspects will be fundamental for high-
lighting potential redshift-dependent properties, which we have
so far been unable to constrain in a significant way. To this end, a
recently accepted XMM-Newton Large Program (PI Zappacosta)
will allow the investigation of X-ray emission also in sources
with low Ms,Edd. In the NIR, it will instead be critical to increase
the number of sources with photometric coverage to confirm the
tentative indication from the computed mean SED that, on aver-
age, EoR sources exhibit enhanced emission from hot dust com-
pared to average templates. JWST/MIRI observations will play
a crucial role in adequately sampling the SED in the 1 to 2.5 µm
region, providing a systematic characterization of hot-dust emis-
sion in these early quasars.

Data availability

All the photometric data used in this work are available on Zen-
odo at https://zenodo.org/records/14181275. The same
repository also contains the derived bolometric and monochro-
matic luminosities, as well as the spectral slopes, for both the
HYPERION and E-XQR-30 samples.
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Table A.1. Diary of NIR imaging observations for the HYPERION
sample.

Name Instrument Filters Exp. time Date
J1342+0928 NICS J, H, K 62, 60, 123 25/05
J1120+0641 NICS J, H, K 7, 15, 10 18/04

J0038-1527 SOFI J, H, K 12, 6, 6 03/11
NICS J, H, K 6, 7, 9 02/11

J0252-0503 SOFI J, H, K 7, 10, 15 03/11
NICS Y, J, H, K 10, 15, 18, 22 02/11

J0020-36 SOFI J, H, K 9, 15, 15 03/11

J0411-0907 SOFI J, H, K 18, 21, 30 03/11
NICS Y, J, H, K 6, 11, 11, 12 02/11

J0244-5008 SOFI J, H, K 21, 10. 10 03/11
J231-20.8 NICS Y, J 10, 23 24/04
J036+03.0 NICS Y, J, H, K 5, 15, 20, 31 16/09
J0224-4711 SOFI J, H, K 6, 6, 6 03/11

NICS Y, J, H 44, 50, 40 04/09
J011+09 NICS K 60 16/09

NICS Y, J, H, K 21, 44, 50, 60 02/11
J083+11.8 SOFI J, H, K 18, 21, 27 03/11

J0050+3445 NICS Y, J, H, K 15, 20, 30, 30 16/09
NICS Y, J, H, K 6, 10, 11, 16 02/11

J029-36 SOFI J, H, K 18, 18, 18 03/11

Notes. Exposure times are in minutes. All observations were conducted
in 2022.

Appendix A: Proprietary NIR observations and data
reduction

New NIR (Y, J, H and K bands) observations have been obtained
for 15 sources with NICS at the INAF funded telescope TNG
during programmes AOT45 and AOT46 (PI L. Zappacosta and
F. La Franca respectively) and with SOFI at ESO/NTT, run
110.244M.001, (PI I. Saccheo). Details about the observations
and the net exposure time per band are reported in Table A.1.
Data were collected adopting a dithering strategy and acquiring
at least 5 images per filter and were reduced with the follow-
ing steps: we first applied a median stacking technique with a
clipping algorithm to produce an empty sky-frame. This frame
was then subtracted from all the raw frames to obtain a set
of images with a median background level equal to zero. This
step also removes bias and dark current levels. We then divided
the sky-subtracted frames by the normalized flat-field image,
obtained by twilight sky frames (for TNG) or already provided
by the telescope staff (SpecialDomeFlat, see SOFI User man-
ual). The flat-fielded images were then astrometrically registered
and co-added obtaining the final frames for each filter. We per-
formed photometry extraction using the python package pho-
tutils (Bradley et al. 2022) and utilized an 8 pixel radius (e.g.,
∼ 2 arcsec) to perform aperture photometry since we deal with
point-like sources in not crowded fields. Errors on fluxes were
computed as is done in IRAF package DAOPHOT, i.e. σ2

f =

f /epadu + A fσ
2
bkg(1 + A f /Abkg) where f is the flux measured in

the aperture area A f , σbkg is the standard deviation of the back-
ground computed in a circular annulus of area Abkg and epadu
is the telescope gain expressed in electrons per count. Instru-
ment magnitudes were then calibrated by using nearby standard
stars observed immediately before and after the QSO observa-
tions (J, H and K bands for NTT and Y band at TNG) or by
using stars in the field also observed in the 2MASS survey (J, H
and K bands at TNG Cutri et al. 2003). For sources observed at

both TNG and NTT, we found that SOFI images provided more
accurate (in terms of S/N ratio) but still compatible data and
thus we report the SOFI measurements. In 3 cases (J1120+06,
J231-20 and J036+03) observations were significantly affected
by poor sky conditions (i.e. seeing > 1.7 arcsec); we discarded
those observations.
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