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ABSTRACT
We explore the use of the PRIMM methodology (Predict, Run, In-
vestigate, Modify, Make) within a higher education introductory
programming setting, particularly focusing on the three first three
steps. Formative prediction questions on the effects of changes to
HTML, CSS or JavaScript code are constructed by students using
PeerWise system, based on their own investigation. Authenticity
of the task is enhanced by presenting the peer prediction questions
as pull requests to a GitHub repository, mirroring the code review
process followed by professionals working within software develop-
ment teams. We report on student engagement with the formative
practical exercises and analyse the content of the questions they
asked.
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1 INTRODUCTION: WHY?
In this paper we describe our approach which brings together
three different ideas: PRIMM; peer instruction; and authenticity.
PRIMM [14] stands for Predict, Run, Investigate, Modify and Make,
and has been proposed, adopted and studied as a pedagogical ap-
proach for teaching programming, most often used (or at least
studied) in schools [15, 16]. Students start with the Predict and Run
stages, based on the well-established idea that reading code should
be a precursor to writing code [8, 12]. During the Investigate stage
students make experimental changes to code that they have been
given to develop their understanding of code without "owning"
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it [7]. This helps to scaffold their learning, and also to alleviate any
issues around self-efficacy arising from errors that occur: there are
no wrong answers. Also the fact that the code being worked on
"belongs" to somebody else reduces any implicit criticism that arises
from errors that occur. We are interested in how to use PRIMM
within a higher education (HE) environment.

Our second influential idea is peer instruction, which has shown
to be effective in teaching programming in multi-institution stud-
ies [13, 17]. One common peer instruction practice is for the in-
structor to ask a question in class which is answered individually
by students ("solo vote"), usually electronically. The results are
then shown to students who discuss in groups before voting again
("group vote"). Peer instruction is valued by students [13] and there
is clear learning gain arising from group discussion [17]. This learn-
ing gain varies with question difficulty, so asking the right questions
is important — and sharing such questions has become a commu-
nity activity [19]. It is possible to take peer instruction one stage
further by having students create questions for other students to
answer, as exemplified by the tool PeerWise [2]. In this approach,
rather than students having a "solo vote" and then a "group vote",
they answer the questions individually but can comment on and
rate the questions being asked. There is evidence from other dis-
ciplines that this approach to peer instruction does give learning
benefits [3, 10, 18].

The third string to our bow is authenticity, although this is a
widely used and often poorly defined term [11]. When first year
computing students were asked about how they understood authen-
ticity in assessment, the two most commonly raised themes were
"Application to Real-World" and "(Appropriately) Challenging" [9].
In a survey of recent computing graduates, the representation of
real-world" issues in undergraduate curricula were explored, and
tools such as source-code control and practices such as code review-
ing came up as being under-represented in teaching situations [4].

In Section 2 we describe how we combine these three ideas,
before evaluating student engagement in Section 3 and drawing
conclusions in Section 4. The combination of these three is novel
and, we believe, the combination of PRIMM with peer instruction
is itself novel, as is the use of GitHub pull requests for PRIMM
investigations.

2 WHAT DIDWE DO?
The challenge in combining these three ideas is that early PRIMM
activities are often — and necessarily, given the school context —
presented in an inauthentic way. Predicting the effect of a four
line program fragment is far removed from real-world application.
Our approach is to make the prediction phase more authentic by
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framing it as a code review, using a standard source-code control
tool (git). Rather than having small fragments of code as the basis
of the prediction, we offer questions based small changes to an
existing code base. And rather than choosing a set of changes fixed
by the instructor, the changes and the questions themselves are
produced by the students. First we summarise the context, before
moving on to a more detailed explanation of what we did.

Context
Our institution is small/medium sized research intensive university
in the UK, and the students are studying for BSc/MEng in Computer
Science Degree, which has a high entry tariff. Students choose be-
tween one of two programming modules in their first year of study,
and we are reporting here on the module designed for more experi-
enced students i.e. with A-Level Computer Science or equivalent
programming experience. Code review is an important part of the
module, with later summative work including an aspect of peer
review.

In this module there were 94 students in Academic Year 2022/23,
and 55 (59%) of them gave consent for us to use their work in
our analysis, following institutional ethical approval1. All of the
teaching for the module took place face-to-face, after the previous
two Covid-affected years.

Teaching consisted of one-hour lectures (whole class) and two-
hour practicals (smaller groups). PeerWise exercises were added to
the previously existing content of two practical classes in the third
and sixth week of the first term. In each case students were given
tutorial material to explore before looking at the PeerWise ques-
tions. The exercises were formative and there were no associated
participation marks.

Modified PRIMM/PeerWise process
Having looked through relevant tutorial material for the practical
session students were first asked to answer a PeerWise question
before moving on to writing their own question. The instructor had
added one initial question before the session, to make sure there
was at least one question for all students to look at initially.

In PRIMM, "Predict" and "Run" comes before "Investigate", but
we then turned this on its head by getting students to investigate
the effects of changes they made to some instructor-provided code.
They accessed this code via GitHub: an introduction to git was
given in the early lectures and in the first practical session (week 2).
They were allowed and encouraged to work with somebody else if
they preferred. Their instructions were

• Fork the instructor repository and clone the forked version
to the local machine. Set the upstream remote to be the
instructor repository

• Within the local copy make some changes, and/or add one
or more new files. Investigate until you find a change that
has a "useful, interesting, beautiful or surprising result". You
can see the result of your change by opening the local file
with a web browser

• Commit and push your change to your forked repo
• Make a pull request (PR) from your update fork to the main
branch of the instructor repo

1COMP-2023-04-27T16_25_43-dcs0spb

Figure 1: Sequence chart for student interactionswithGitHub
and Peerwise. In this example Student 1 is asking the ques-
tion and Student 2 is answering the question, but in practice
there are many students who both answer and ask questions

Once the PR based on their investigation was created, students
were asked to write a multiple choice PeerWise question about the
change, with suggestions of

• how the page looks
• whether this is the only/best way to do something
• whether the page is still valid HTML

They were asked to include a link to their PR in the body of the
question so other students could review the changes. The whole
process is summarised in Figure 1, albeit simplified to reflect how
a single question is produced by one student and answered by
another.

The first exercise (week 3) was based on HTML/CSS. Many stu-
dents would have some familiarity with these concepts, so probably
the hardest part of the exercise was the git forking/clone/PR process.
The second exercise (week 6) was on client-side JavaScript code,
and in the intervening weeks the students engaged in a collabora-
tive exercise using git to jointly develop a simple set of web pages.
This collaborative exercise also required them to review the code
produced by another group, so they will have gained experience of
using. By the time they reached the second PeerWise exercise (week
6) the main challenge was anticipated to be in the understanding
of the JavaScript code, rather than the associated git and reviewing
process.
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Later on in the module students were given Modify tasks to com-
plete i.e. add required functionality to an existing JavaScript pro-
gram, and during their first piece of summatively assessed course-
work they had to create a dynamic website based on a topic of their
own choosing.

3 EVALUATION: DOES IT WORK?
Denny et al. had four measures of student engagement with Peer-
Wise that they correlated with subsequent exam performance: Num-
ber of questions created (Q); Number of questions answered (A);
Total length of comments (C); Number of active days (D)[2]. They
found that each of these separately were significantly correlated
with performance in a final MCQ exam, and that a combinedmeaure
of them all had the strongest correlation both with MCQ exam score
and also a final non-MCQ exam. Here we look at the first two of
these measures, as they are relatively easy to derive, but first we
examine the extent to which students engaged at all, given the
common problem of non-engagement with formative assessment.

Of the 55 students that gave consent for us to use their data, 44
(80%) submitted an answer to at least one of the questions. There are
multiple reasons why students may not have answered a question,
including:

• The student was absent from the session
• The student didn’t get through the tutorial material in the
time allotted to the practical session, so did not get to the
PeerWise exercise

• Students worked collaboratively on the practical session, so
one submission was made on behalf of two or more students

• There were issues registering with PeerWise
Taking all of these possibilities into account, 80% seems like a good
rate of engagement. Other work exploring the use of formative
online quizzes (albeit in a different discipline) had a participation
rate of 50-60%, only rising to 90% after specific interventions were
made to increase participation [6]. When the issues affecting partic-
ipation in formative assessment were studied, four key areas were
identified: inadequate feedback; curriculum organization and mis-
trust; time constraint; and fear of judgment [1]. Within PeerWise
students are allowed to choose their own username for display,
so could anonymise themselves if they desired, hopefully allaying
some of the fear of judgment. There were certainly time constraints
in place, but the quality of feedback and relevance to the curricu-
lum seems to have been strong enough to encourage students to
engage. shows how many questions were answered (by consenting
students who answered any). The practical work set only asked
students to answer one question and to ask one question, but it is
apparent from Figure 2 that many students answered more than
one question. The average number of questions answered was 2.7
and indeed one student chose to answer 23 questions, indicating
engagement outside of the timetabled practical class.

Questions were submitted by 26 (47%) distinct students. Given
that students were allowed/encouraged to work together to write
questions (which they weren’t for answering questions) this is al-
most certainly an underestimate of the number of students engaging
in question writing.

Of the 35 submitted questions 9 (26%) did not include a link to a
PR, which may have been either because they did not make a PR or
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Figure 2: Distribution of the number of questions set and
answers given by students. Note that the x-axis is not linear.
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Figure 3: Distribution of student ratings of question difficulty
and quality. For difficulty the range goes from Easy (0) to
Hard (2). For quality the range goes from Very Poor (0) to
Excellent (5)

they forgot to include a link to it. So at least 74% did include a PR,
indicating engagement both with GitHub and PeerWise.

Earlier work on peer instruction found that the quality and diffi-
culty of the questions asked had a significant impact on the learning
gain due to the question [17]. Figure 3 shows the student ratings
of the difficulty and quality of the questions asked. The questions
had a range of difficulty, with "Easy" (0) being the most common,
followed by "Hard" (2), and overall slightly skewed towards "Easy".
The quality of questions was skewed towards "Excellent" (5), with
the most common being "Good" (3) and "Very Good" (4).

The content of the questions is summarised in the word cloud
of Figure 42. We can see that question content is relevant to the
subject of study (HTML and JavaScript), addressing the "curriculum
organization and mistrust" concern, particularly "since misalign-
ment between formal curriculum and quizzes was a major source
of mistrust" [1].

There are multiple threats to the validity of the data presented
including the usual issues of generalisation from small numbers
at a single institution. Also, as noted above, students may well
have worked together to write questions, and we have no good
way to correct for that. Finally, it is possible that the students
who consented to their data being used were not a representative
sample of the whole class: it is not inconceivable that students who
do consent are more compliant in general, and hence more likely
to engage with formative exercises.

4 CONCLUSIONS: IS THIS IMPORTANT?
We have seen that students engaged well in our PRIMM/ PeerWise/
GitHub combination. Evidence from studies on PeerWise suggests
that engagement with this kind of peer instruction leads to learning
2Generated by wordclouds.com
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Figure 4: Word cloud of question content. Size of words corre-
sponds to frequency of occurence, common "stop words"
are removed. Questions are relevant to content (HTML,
JavaScript)

gain [3]. There is also evidence that in at least some forms of peer
instruction the difficulty of the questions asked has an impact on
learning gain (easier questions are better) [17], so it is encouraging
to see that within the range of difficulties is skewed towards the
easier end of the spectrum. Question quality is most often good or
better.

Themethods of teaching programming have recently come under
some scrutiny, with some emphasising "direct instruction" over the
"discovery-based" approaches which have been influential for many
years [5]. A balance between these two approaches is achieved
through the PRIMM method, with students moving from "direc-
tion instruction" of predicting the outcome of a given programme
execution through to eventually making their own programmes
independently. Involving students in the earlier stages of prediction
through investigation moves the balance back towards a discovery
approach, which may be more appropriate at a higher education
level, as opposed to the primary/secondary school level where
PRIMM has mostly been implemented before [15].

The real-world aspect of authentic teaching and assessment is
known to be valued by students [9], and the use of code reviews
through GitHub addresses recent graduates’ concerns with prepa-
ration for the real world through computing degrees [4]. We found
that the large majority of contributed questions demonstrated an
ability to use GitHub, which is promising.

5 WHAT NOW: FURTHERWORK
We hope to extend this experience into a more detailed research
study in several possible directions: development of more sessions
and modules; correlation of engagement with summative assess-
ment outcomes; interviews to see how/why students engage and
what their experience is; comparison between student-generated
and instructor-generated questions; evaluation of learning gain.
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