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Abstract

In this paper, we reformulate the Bakry-Émery curvature on a weighted graph in
terms of the smallest eigenvalue of a rank one perturbation of the so-called curvature
matrix using Schur complement. This new viewpoint allows us to show various cur-
vature function properties in a very conceptual way. We show that the curvature, as
a function of the dimension parameter, is analytic, strictly monotone increasing and
strictly concave until a certain threshold after which the function is constant. Further-
more, we derive the curvature of the Cartesian product using the crucial observation
that the curvature matrix of the product is the direct sum of each component. Our
approach of the curvature functions of graphs can be employed to establish analogous
results for the curvature functions of weighted Riemannian manifolds. Moreover, as
an application, we confirm a conjecture (in a general weighted case) of the fact that
the curvature does not decrease under certain graph modifications.

1 Introduction and statements of result

The Ricci curvature is a fundamental notion in Riemannian geometry. It is also an essential
ingredient in Einstein’s formulation of general relativity. Lower Ricci curvature bounds
on a Riemannian manifold allow one to extract various global geometric and topological
information [25, 46]. The notion of Ricci curvature or its lower bound has been extended
in various ways to general metric measure spaces. One of such extensions is Bakry-Émery’s
curvature dimension inequalities CD(K, N) [1, 2]. Bakry and Émery demonstrated that
lower Ricci curvature bounds can be understood entirely in terms of the Laplace-Beltrami
operator: On an n-dimensional Riemannain manifold (Mn, g), for any N ∈ [n,∞], the
Ricci curvature is lower bounded by K at a point x ∈ M if and only if the inequality
CD(K, N), which can be formulated purely in terms of the Laplace-Beltrami operator,
holds at x [1, pp.93-94].

Bakry-Émery theory has been a source of spectacular mathematical results [3]. In recent
years, the discrete Bakry-Émery theory on graphs has become an active emerging research
field. There are a growing number of articles investigating this theory, see e.g., [7, 8, 9, 10,
11, 12, 14, 15, 17, 20, 21, 22, 23, 24, 26, 27, 28, 29, 31, 32, 33, 34, 35, 37, 38, 39, 41, 42,
44, 45, 47, 48, 49, 52]. Let us mention here important related works on non-linear discrete
curvature dimension inequalities, see e.g., [4, 13, 18, 19, 43].
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A basic fact about the optimal lower Ricci curvature bound at a point x of a Riemannian
manifold (Mn, g) is that it is equal to the smallest eigenvalue of the Ricci curvature tensor
at x (when treated as a symmetric (1, 1)-tensor) [46, Section 3.14].

In this paper, we provide an analogue of this basic fact in discrete Bakry-Émery theory.
That is, we reformulate the optimal lower curvature bound K in Bakry-Émery’s curvature
dimension inequality CD(K, N) at a vertex x of a weighted graph as the smallest eigenvalue
of a rank-one perturbation of the so-called curvature matrix (see Theorem 1.2). The
curvature matrix at x is of size m ×m, where m is the number of neighbours of x in the
graph. This might be surprising at first glance: Graphs are discrete and there are no way
to define any curvature tensor directly. For instance, there are even no chain rule and
the Laplacian is not diffusion [33, 4]. We achieve our result and conceive the concept of
curvature matrix by combing an idea of Schmuckenschläger [49] with the trick of Schur
complements [5, 6, 16], see also [12, Proposition 5.13]. This new viewpoint leads to a
confirmation of [12, Conjecture 6.13] concerning the monotonicity of the Bakry-Émery
curvature under certain graph modifications.

We further study the Bakry-Émery curvature as a function of the dimension parameter.
Building upon the new viewpoint, we study the shape of the Bakry-Émery curvature
functions systematically, especially the relation between the shape of the function and the
spectrum of the curvature matrix. Very interestingly, the curvature matrix of a Cartesian
product of two graphs is simply the direct sum of the curvature matrix of each graph. We
use this to prove that the curvature function of Cartesian product is the star product (see
Definition 1.11) of the curvature function of each factor.

The method we developed is also applicable to the setting of weighted Riemannian man-
ifolds. Our results about the curvature functions of graphs can be transferred to the
weighted manifold setting straightforwardly. In particular, we derive an analogous result
about the curvature functions of Cartesian products of weighted Riemannian manifolds.

In the sequel, we will survey our results in more detail.

Let G = (V,w, µ) be a weighted graph consisting of a vertex set V , a vertex measure
µ : V → R+, and an edge-weight function w : V × V → R+ ∪ {0} which is a symmetric
function with wxx = 0 for all x ∈ V . Two vertices x, y ∈ V are adjacent if and only if
wxy > 0. The graph G is assumed to be locally finite, that is, each vertex has only finitely
many neighbours. For r ∈ N, the combinatorial sphere (resp. ball) of radius r centered at
x ∈ V , denoted by Sr(x) (resp. Br(x)), is the set of all vertices whose minimum number
of edges from x is equal to (resp. less than or equal to) r. In particular, S1(x) contains all
neighbours of x.

Furthermore, let dx :=
∑

y∈V wxy be the vertex degree of x, and pxy :=
wxy
µx

be the transition
rate from x to y. In the special case of dx = µx (that is,

∑
y∈V pxy = 1) for all x ∈ V ,

the terms pxy can be understood as transition probabilities of a reversible Markov chain.
Another special situation is a non-weighted (or combinatorial) graph G = (V,E) where E
is the set of edges (without loops and multiple edges), that is, µ ≡ 1 and wxy = 1 iff x is
adjacent to y, and wxy = 0 otherwise.

The Laplacian ∆ : C(V )→ C(V ) (where C(V ) is the vector space of all functions f : V →
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R) is given by

∆f(x) :=
1

µx

∑
y∈V

wxy(f(y)− f(x)) =
∑
y∈V

pxy(f(y)− f(x)).

The Laplacian associated to non-weighted graphs is also known as the non-normalised
Laplacian.

The Laplacian ∆ gives rise to the symmetric bilinear forms Γ and Γ2, namely,

2Γ(f, g) := ∆(fg)− f∆g − g∆f,

2Γ2(f, g) := ∆(Γ(f, g))− Γ(f,∆g)− Γ(g,∆f),

with additional notations Γ(f) := Γ(f, f) and Γ2(f) := Γ2(f, f).

These bilinear forms are important for the following Ricci curvature notion due to Bakry-
Émery [2], which is motivated by a fundamental identity in Riemannian Geometry called
Bochner’s formula.

Definition 1.1 (Bakry-Émery curvature). Let G = (V,w, µ) be a locally finite weighted
graph. Let K ∈ R and N ∈ (0,∞]. We say that a vertex x ∈ V satisfies the Bakry-Émery’s
curvature-dimension inequality CD(K, N), if for any f : V → R, we have

Γ2(f)(x) ≥ 1

N
(∆f(x))2 +KΓ(f)(x), (1.1)

where N is a dimension parameter and K is regarded as a lower Ricci curvature bound at
x. The Bakry-Émery curvature, denoted by K(G, x;N), is then defined to be the largest
K such that x satisfies CD(K, N).

The Bakry-Émery curvature function of x, namely KG,x(N) := K(G, x;N) can be refor-
mulated as the solution to the following semidefinite programming:

maximize K (P )

subject to Γ2(x)− 1

N
∆(x)>∆(x)−KΓ(x) � 0,

where the symmetric matrices Γ(x) and Γ2(x) correspond to the symmetric bilinear forms
Γ and Γ2 at x. The explicit expression of these matrices is given in Appendix A. Here,
M � 0 (resp. M � 0) means M is positive semidefinite (resp. positive definite). The
above computing method has been studied by Schmuckenschläger [49], and later on in [38],
[36] and [12].

In this paper, we reformulate the above semidefinite programming problem as a smallest
eigenvalue problem by employing the Schur complement of a square block matrix M22 in

M =

(
M11 M12

M21 M22

)
, namely M/M22 := M11 −M12M

−1
22 M21, applied to the matrix

Γ2(x)1̂ =

(
Γ2(x)S1,S1 Γ2(x)S1,S2

Γ2(x)S2,S1 Γ2(x)S2,S2

)
.

Here the matrix Γ2(x)1̂ refers to the principle submatrix of Γ2(x) obtained by removing
its first row and column corresponding to the central vertex x. The matrix Γ2(x)Si,Sj
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refers to the submatrix of Γ2(x) whose rows and columns are indexed by the vertices of
the combinatorial spheres Si(x) and Sj(x).

We use the notation Q(x) := Γ2(x)1̂/Γ2(x)S2,S2 for simplicity, and define

A∞(x) := 2 diag(v0(x))−1Q(x) diag(v0(x))−1,

AN (x) := A∞(x)− 2

N
v0(x)v0(x)>, (1.2)

where v0(x) := (
√
pxy1

√
pxy2 ...

√
pxym)> with S1(x) = {y1, y2, ..., ym} labelling the neigh-

bours of x. Note that the matrices Q(x), A∞(x), AN (x) are all symmetric matrices, and
that AN (x) is a rank one perturbation of A∞(x). All our subsequent results are based on
the following theorem.

Theorem 1.2. Let G = (V,w, µ) be a weighted graph. For x ∈ V and N ∈ (0,∞], the
Bakry-Émery curvature KG,x(N) is the smallest eigenvalue of the symmetric matrix AN (x),
that is,

KG,x(N) = λmin(AN (x)).

Theorem 1.2 is proved in Section 2. This concept of the curvature expression as eigenvalues
was discussed in [12, Section 5] in the special case that a vertex x is S1-out regular.
Henceforth we will use the simplified notations v0, Q, A∞ and AN for the vector v0(x)
and the matrices Q(x), A∞(x) and AN (x), where x is a fixed vertex of G. We may refer
to the matrix A∞ = A∞(x) as the curvature matrix of x.

The relation KG,x(N) = λmin(AN ) allows us to investigate various properties of the cur-
vature function KG,x : (0,∞] → R. Some of the results here were already introduced in
[12] in the case of non-weighted graphs, but this paper presents a unified and simplified
approach to these results by employing the variational description of minimal eigenvalues
via the Rayleigh quotient

λmin (AN ) = inf
v 6=0

v>ANv

v>v
.

We first describe the shape of the curvature functions (see proofs in Section 3).

Theorem 1.3. Let G = (V,w, µ) be a weighted graph, and fix x ∈ V . Then the curvature
function KG,x : (0,∞] → R is continuous and there exists a unique threshold N1 ∈ (0,∞]
(possibly, N1 =∞) with the following properties:

(i) KG,x is analytic, strictly monotone increasing and strictly concave on (0, N1] with
limN→0KG,x(N) = −∞ and limN→N1 KG,x(N) =: K1 <∞.

(ii) KG,x is constant on [N1,∞] and equal to K1.

In fact, the threshold N1 is the minimal N ∈ (0,∞] for which λmin(AN ) is not simple.
Another interesting threshold is given when the curvature function vanishes. Here we have
the following result.

Proposition 1.4. Assume that A∞ � 0 (that is KG,x(∞) > 0). Then there exists a unique
N0 ∈ (0,∞) such that KG,x(N0) = 0, and it is given by

N0 = 2v>0 A
−1
∞ v0 = 2

∑
i,j

√
pxyipxyi(A

−1
∞ )ij .
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Next we prove in Section 4 the following curvature bounds. The upper bound, in particular,
plays an important role in our curvature analysis, where we study the situation when this
upper bound is attained (called curvature sharpness; see the definition below). The notion
of curvature sharpness was introduced [12] and studied in, e.g., [10].

Theorem 1.5 (Upper and lower curvature bounds). Let G = (V,w, µ) be a weighted graph.
Then we have for x ∈ V and N ∈ (0,∞],

KG,x(∞)− 2

N

dx
µx
≤ KG,x(N)

(∗)
≤ K0

∞(x)− 2

N

dx
µx

(1.3)

with

K0
∞(x) :=

v>0 A∞v0

v>0 v0
=

1

2

dx
µx

+ 3
µx
dx
p(2)xx −

µx
dx

∑
z∈S2(x)

p(2)xz

 .

Here we use the notation p
(2)
uv :=

∑
w∈V puwpwv. Moreover, a vertex x ∈ V is called N-

curvature sharp iff (∗) in (1.3) holds with equality.

The next proposition clarifies the relation between curvature sharpness and the appearance
of the following shapes of the curvature function KG,x:

• KG,x(N) = c− 2
N
dx
µx

(with a constant c ∈ R) for all N near 0, and

• KG,x(N) is constant for N near ∞.

Proposition 1.6. If x is N1-curvature sharp for some N1 ∈ (0,∞], it is also N -curvature
sharp for all N ∈ (0, N1]. If x is N1-curvature sharp for a maximally chosen N1, then this
N1 is the threshold mentioned in Theorem 1.3, and hence KG,x(N) = K0

∞(x)− 2
N
dx
µx

for all
N ∈ (0, N1] and KG,x is constant on [N1,∞]. Conversely, if KG,x(N) = c− 2

N
dx
µx

for some
constant c ∈ R on some nontrivial interval (N ′, N ′′), then x is N ′′-curvature sharp.

The following proposition provides insights into relations between curvature sharpness and
the spectrum of the curvature matrix A∞.

Proposition 1.7. Let G = (V,w, µ) be a weighted graph and fix a vertex x ∈ V . Denote
Emin (A∞) to be the minimal eigenspace of A∞.

(i) v0 is an eigenvector of A∞ if and only if x is N1-curvature sharp for some N1 ∈
(0,∞].

(ii) v0 ∈ Emin (A∞) if and only if x is ∞-curvature sharp.

(iii) v0 is perpendicular to Emin (A∞) if and only if KG,x is constant on [N1,∞] for some
N1 <∞.

The proofs of Propositions 1.6 and 1.7 are provided in Section 5.

Remark 1.8. If v0 is an eigenvector of A∞ corresponding to a non-smallest eigenvalue of
A∞, then v0 is perpendicular to Emin (A∞). The converse is not true; a counterexample is
the non-weighted Cartesian product P3×P2, discussed in Example 5.2. In this example, v0

is perpendicular to Emin (A∞) but it is not an eigenvector of A∞, and its curvature function
KG,x is strictly increasing and strictly concave (but not curvature sharp) on (0, N1] and
constant on [N1,∞].
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In Section 6, we discuss an important property of the curvature matrix A∞, that is, the
curvature matrix of the the Cartesian product of two graphs is simply the direct sum of
the curvature matrices of each graph.

Definition 1.9 (weighted Cartesian product). Given two weighted graphs G,G′ and two
fixed positive numbers α, β ∈ R+, the weighted Cartesian product G ×α,β G′ is defined
with the following weight function and vertex measure: for x, y ∈ G and x′, y′ ∈ G′,

w(x,x′)(y,x′) := αwxyµx′ ,

w(x,x′)(x,y′) := βwx′y′µx,

µ(x,x′) := µxµx′ .

The parameters α and β serve two purposes.

1. In the case of non-weighted graphs G and G′ (i.e., µ ≡ 1 and w ∈ {0, 1}), the choice
of α = β = 1 gives the usual Cartesian product graph G×G′.

2. In the case of G and G′ representing Markov chains (i.e., when
∑

y wxy = µx and∑
y′ wx′y′ = µx′), the choice of α + β = 1 gives the weighted product G ×α,β G

which represents the random walk with probability α and β following horizontal and
vertical edges, respectively.

Theorem 1.10. The curvature matrix of the product G×α,β G′ is the weighted direct sum
of the curvature matrices G and G′:

A
G×α,βG′
∞ ((x, x′)) = αAG∞(x)⊕ βAG′∞ (x′).

As a consequence, we give a new proof (in a more general case of weighted graphs) of the
fact that the curvature function of a Cartesian product is the star product of the curvature
function in each factor (see Theorem 1.12 below).

Definition 1.11 (star product [12, Definition 7.1]). Let f1, f2 : (0,∞]→ R be continuous
and monotone increasing functions with limt→0 f1(t) = limt→0 f2(t) = −∞. Then the
function f1 ∗ f2 : (0,∞]→ R is defined by

f1 ∗ f2(t) := f1(t1) = f2(t2),

where t1 + t2 = t such that f1(t1) = f2(t2).

Let us remark also that the star product is commutative and associative [12, Propositions
7.5 and 7.6].

Theorem 1.12. The curvature function of the product G ×α,β G′ satisfies the following
inequalities:

min{αKG,x, βKG′,x′} ≤ KG×α,βG′,(x,x′) ≤ max{αKG,x, βKG′,x′}.

Consequently, we have KG×α,βG′,(x,x′) = (αKG,x) ∗ (βKG′,x′).

6



In Section 7, we discuss analogous results in the smooth setting of weighted manifolds.
Consider a weighted Riemannian manifold (Mn, g, e−V dvolg) of dimension n, with a metric
g, the volume element dvolg, and a smooth real function V : M → R. The Bakry-Émery
curvature function KM,V,x : (0,∞]→ R at x ∈M is defined as

KM,V,x(N) := inf
v∈Sx(M)

RicN+n,V (v, v), ∀N ∈ (0,∞],

where Sx(M) is the space of unit tangent vectors at x, and

RicN,V := Ric + HessV − gradV ⊗ gradV

N − n
, ∀N ∈ (n,∞],

where we follow the notation in [54, Equation (14.36)]. We define KM,V,x as a function on
the interval (0,∞] instead of on (n,∞] to make it compatible with the curvature functions
of graphs. All the results (Theorems 1.3, 1.5 and 1.12, Propositions 1.4, 1.6 and 1.7) have
analogous counterparts in the manifold case. For example, the upper bound isKM,V,x(N) ≤
K0
∞(x)− 1

N ‖ gradV ‖2 with

K0
∞(x) = Ricx

(
gradV

‖ gradV ‖
,

gradV

‖ gradV ‖

)
+

gradV (x)

‖ gradV (x)‖
(‖ gradV ‖) .

We also show that the Cartesian product of two weighted manifolds (Mni
i , gi, e

−Vidvolgi),
i ∈ {1, 2} has the Bakry-Émery curvature function

KM1×M2,V1⊕V2,(x1,x2) = KM1,V1,x1 ∗ KM2,V2,x2 . (1.4)

Furthermore, we may define the generalised scalar curvature for a weighted Riemannian
manifold (M, g, e−V dvol) to be the trace of the Ricci tensor

SM,V,x(N) := tr RicN+n,V , ∀ N ∈ (0,∞]. (1.5)

In Example 7.4, we investigate curvature sharpness properties of weighted 2-spheres and
derive explicit formulas for the curvatures KM,V,x and SM,V,x. At the end of Section 7, we
also discuss an interesting connection between curvature sharpness and Ricci solitons (see
Theorem 7.5).

In Section 8, we prove the following curvature results related to the geometric structure
of B2(x). First, we define for a graph G an analogue to the generalised scalar curvature,
namely

SG,x(N) := trAN , ∀ N ∈ (0,∞].

In contrast to Ricci curvature, this scalar curvature can be formulated explicitly for non-
weighted graphs in terms of the vertex degrees, the number of triangles and the size of
S2(x).

Let us denote S1(x) = {y1, . . . , ydx}. At a vertex x in a non-weighted graph, we define
the out-degree d+yi of yi ∈ S1(x) to be the number of neighbours of yi in S2(x) and the
in-degree d−z of z ∈ S2(x) to be the number of neighbors of z in S1(x).

Proposition 1.13. Let G = (V,w, ν) be a non-weighted graph. Then
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(i) The curvature matrix at a vertex x ∈ V is given by

A∞(x) = −2∆S1(x) − 2∆S′1(x)
+ J +

3− dx
2

Id− 1

2
diag((d+y1 , . . . , d

+
ydx

)>), (1.6)

where J is the dx× dx all-one matrix, ∆S1(x) is the Laplacian matrix of the subgraph
of G induced by S1(x) and ∆S′1(x)

is the Laplacian matrix of the weighted graph with

vertex set S1(x), vertex measure µ ≡ 1, and edge weights wS
′
1(x)
yiyj =

∑
z∈S2(x)

wyizwyjz

d−z
for i 6= j and 0 otherwise.

(ii) The generalised scalar curvature at a vertex x ∈ V is given by

SG,x(N) = dx −
d2x
2

+
3

2

∑
y∈S1(x)

dy + ]4(x)− 2|S2(x)| − 2

N
dx, (1.7)

where ]4(x) denotes the number of triangles (3-cycles) containing the vertex x. In
particular, for a d-regular tree, we have SG,x(N) = d(3− d)− 2d

N .

It follows from (1.7) that the scalar curvature is larger in the presence of more triangles or
a smaller two-sphere. Secondly, we provide a sufficient criterion for curvature sharpness.

Theorem 1.14. Let G = (V,w, µ) be a weighted graph. A vertex x ∈ V is N -curvature
sharp for some N ∈ (0,∞] if the following two homogeneity properties of x are satisfied:

• x is S1-in regular: p−(y) = pyx is independent of y ∈ S1(x),

• x is S1-out regular: p+(y) =
∑

z∈S2(x)
pyz is independent of y ∈ S1(x).

In the case of the non-weighted graphs, the S1-in regularity is always satisfied (p−(y) = 1),
and we even have equivalence between S1-out regularity and N -curvature sharpness for
some N ∈ (0,∞] [12, Corollary 5.10]. In fact, one can check directly from (1.6) the
following fact in the case of non-weighted graphs: v0 is an eigenvector of A∞ if and only
if x is S1-out regular. Therefore, our Proposition 1.7(i) is a substantial extension of [12,
Corollary 5.10] in the case of general weighted graphs..

Our final result states that the curvature is nondecreasing under certain graph modifica-
tions.

Theorem 1.15. Let G = (V,w, µ) be a weighted graph and fix a vertex x ∈ V . Assume
that x is S1-in regular, i.e., p−(y) = pyx is independent of y ∈ S1(x). Consider a modified
weighted graph G̃ obtained from G by one of the following operations:

(O1) Increase the edge-weight between a fixed pair y, y′ ∈ S1(x) with y 6= y′ by w̃yy′ =
wyy′ + C1 for any constant C1 > 0.

(O2) Delete a vertex z0 ∈ S2(x) and remove all of its incident edges, i.e., w̃yz0 = 0 for all
y ∈ S1(x). Increase the edge-weight between all pairs y, y′ ∈ S1(x) with y 6= y′ by

w̃yy′ = wyy′ + C2wyz0wz0y′ (1.8)

with any constant C2 ≥
p−(y)

µxp
(2)
xz0

.
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Then K
G̃,x

(N) ≥ KG,x(N) for any N ∈ (0,∞].

The part (O2) of the above theorem confirms Conjecture 6.13 in [12] in the case of non-
weighted graphs where we consider w̃yy′ = wyy′ + 1 for all pairs y, y′ ∈ S1(x) of neighbours
of z0. In this special case, the constant C2 = 1 is bigger or equal to the threshold

p−(y)

µxp
(2)
xz0

=
1

p
(2)
xz0

=:
1

in-degree of z0
.

In fact, the S1-in regularity condition at x can be weakened to S1-in regularity at x for the
involved vertices in S1(x). In the operation (O1) we only require pyx = py′x, and in (O2)
we require pyx is constant for all y ∈ S1(x) such that wyz0 6= 0.

Note: After the submission of our first arXiv version, we became aware of the work by
Siconolfi [50, 51] in which the ∞-Bakry-Émery curvature KG,x(∞) is also formulated as
an eigenvalue problem in the special case of non-weighted graphs.

2 Curvature reformulation

In this section, we prove the eigenvalue reformulation of the curvature (Theorem 1.2).
Recall the optimization problem which formulates the Bakry-Émery curvature KG,x(N),

maximize K (P )

subject to Γ2(x)− 1

N
∆(x)∆(x)> −KΓ(x) � 0,

This curvature is a local concept and uniquely determined by the structure of the two-ball
B2(x). In particular, the symmetric matrix Γ2(x) is of size |B2(x)|, and the symmetric
matrices ∆(x)∆(x)> and Γ(x) are of sizes |B1(x)| (and trivially extended by zeros to
matrices of sizes |B2(x)|); see Appendix A for details.

Schmuckenschläger [49] observed that the size of these matrices can be reduced by one:
since Γ2(f),Γ(f),∆f all vanish for constant functions f , the curvature-dimension inequal-
ity CD(K, N) remains valid after shifting f by an additive constant. It is therefore sufficient
to verify (1.1) for all functions f : V → R with f(x) = 0. This observation allows us re-
move from these matrices the row and column corresponding to the vertex x, and we are
able to reformulate the above problem (P ) as

maximize K (P ′)

subject to MK,N (x) :=

(
Γ2(x)− 1

N
∆(x)T∆(x)−KΓ(x)

)
S1∪S2,S1∪S2

� 0,

Next we recall the concept of the Schur complement, which allows us to further reduce the
size of the involved symmetric matrices in (P ′).

Lemma 2.1 (Schur complement). Consider a real symmetric matrix M =

(
M11 M12

M21 M22

)
,

where M11 and M22 are square submatrices, and assume that M22 � 0. The Schur com-
plement M/M22 is defined as

M/M22 := M11 −M12M
−1
22 M21. (2.1)
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Then M/M22 � 0 if and only if M � 0.

The proof of this lemma can be found in, e.g., [16, Proposition 2.1] or [12, Proposition
5.13]. We aim to apply this lemma for the symmetric matrixMK,N (x) given in (P ′). Since
∆(x) and Γ(x) have zero entries in the S2(x)-structure, it means the matrix MK,N (x) has
the following block structure:

MK,N (x) =

(
Γ2(x)S1,S1 − 1

N∆(x)S1∆(x)>S1
−KΓ(x)S1,S1 Γ2(x)S1,S2

Γ2(x)S2,S1 Γ2(x)S2,S1

)
.

By folding MK,N (x) into the upper left block, the Schur complement is given by

MK,N (x)/Γ2(x)S2,S2

= Γ2(x)S1,S1 −
1

N
∆(x)S1∆(x)>S1

−KΓ(x)S1,S1 − Γ2(x)S1,S2Γ2(x)−1S2,S2
Γ2(x)S2,S1

= Q(x)− 1

N
∆(x)S1∆(x)>S1

−KΓ(x)S1,S1 ,

whereQ(x) := Γ2(x)1̂/Γ2(x)S2,S2 denotes the folding of Γ2(x)1̂ =

(
Γ2(x)S1,S1 Γ2(x)S1,S2

Γ2(x)S2,S1 Γ2(x)S2,S2

)
.

The importance of Γ2(x)S1,S1 for a lower curvature bound was already mentioned in
Schmuckenschläger [49, pp.194-195] (where he used the notation AII).

Lemma 2.1 implies that

KG,x(N) = arg max
K

{
Q(x)− 1

N
∆(x)S1∆(x)>S1

−KΓ(x)S1,S1 � 0

}
. (2.2)

We recall from Appendix A that Γ(x)S1,S1 = 1
2 diag(∆(x)S1) and ∆(x)S1 = (pxy1 pxy2 ... pxym)>,

where S1(x) = {y1, y2, ..., ym}.

Denote the vector v0 := v0(x) = (
√
pxy1

√
pxy2 ...

√
pxym)>. The maximum argument in

(2.2) does not change under the multiplication by diag(v0)
−1 � 0 both from left and right

sides, that is,

KG,x(N) = arg max
K

{
diag(v0)

−1Q(x) diag(v0)
−1 − 1

N
v0v

>
0 −

K

2
Id � 0

}
. (2.3)

In other words,

KG,x(N) = λmin (2 diag(v0)
−1Q(x) diag(v0)

−1 − 2

N
v0v

>
0 )

= λmin (A∞ −
2

N
v0v

>
0 ) = λmin (AN ),

where A∞ = A∞(x) and AN = AN (x) are defined in (1.2), and λmin (AN ) denotes the
smallest eigenvalue of AN . This finishes the proof of Theorem 1.2.

Remark 2.2. It follows from the Appendix (A.11)-(A.13) that the curvature matrix at
a vertex x is completely determined by the weighted structure of the incomplete two-ball
around x, namely Binc

2 (x), which is obtained from the induced subgraph of B2(x) by

10



x

(a) The Binc
2 (x)-structure of G1

x

(b) The Binc
2 (x)-structure of G2

Figure 1: Two graphs G1 and G2 with different Binc
2 (x)-structures share the same curvature

matrix. For example, G1 can be the 4-dimensional cube Q4.

removing all edges connecting vertices within S2(x). It is interesting to note however that
two graphs can share the same curvature matrix, even when they have non-isomorphic
Binc

2 (x). For example, both graphs G1 and G2, whose Binc
2 (x) are as in Figure 1, have

their curvature matrix at x equal to AG1
N (x) = 2Id4 − 2

N J4 = AG2
N (x).

On the other hand, the curvature matrix A∞(x) contains more information than the cur-
vature function KG,x, and A∞(x) cannot be recovered from KG,x. For example, it is shown
below that the non-weighted cube Q3 and complete bipartite graph K3,3 share the same
curvature function, while having different curvature matrices.

For any vertex x in G = Q3:

AGN (x) =

2
2

2

− 2

N
J3,

σ(AGN (x)) = {2− 6

N
, 2, 2},

KG,x(N) = 2− 6

N
.

For any vertex x in H = K3,3:

AHN (x) =

 8/3 −1/3 −1/3
−1/3 8/3 −1/3
−1/3 −1/3 8/3

− 2

N
J3,

σ(AHN (x)) = {2− 6

N
, 3, 3},

KH,x(N) = 2− 6

N
.

3 Properties of the curvature function KG,x

This section is devoted to the proof of Theorem 1.3 about properties of the curvature
function KG,x : (0,∞]→ R, which will be divided into small steps.

Proposition 3.1. The curvature function KG,x : (0,∞] → R is continuous, monotone
increasing and concave with limN→0KG,x(N) = −∞ and limN→∞KG,x(N) <∞.

Proof. It is known that the zeros of a polynomial are continuous functions of the coefficients
of the polynomial (see, e.g., [40, Theorem (1,4)]). In particular for the characteristic
polynomial in λ, namely det(AN − λId), it means the ordered set of eigenvalues of AN ,
respecting their multiplicities, are continuous in N . In particular, KG,x(N) = λmin (AN ) is
continuous in N .

11



Monotonicity and concavity of KG,x employ the crucial fact that, for symmetric matrices
A and B,

λmin (A+B) = inf
v 6=0

v>(A+B)v

v>v
≥ inf

v 6=0

v>Av

v>v
+ inf
v 6=0

v>Bv

v>v
= λmin (A) + λmin (B),

and the inequality holds with equality iff A and B share an eigenvector corresponding
to their minimal eigenvalues. Recall also that v0v

>
0 is a rank one matrix with the only

nontrivial eigenvalue v>0 v0 > 0, so λmax (v0v
>
0 ) = v>0 v0 and λmin (v0v

>
0 ) = 0.

For 0 < N ′ < N ≤ ∞, we have

λmin (AN ) = λmin

(
AN ′ +

( 2

N ′
− 2

N

)
v0v

>
0

)
≥ λmin (AN ′) + λmin

(
(

2

N ′
− 2

N
)︸ ︷︷ ︸

>0

v0v
>
0

)
= λmin (AN ′), (3.1)

Similarly, for 0 < N ′ < N ≤ ∞ and α ∈ (0, 1), we have

λmin (AαN+(1−α)N ′) = λmin

(
αAN + (1− α)AN ′ + 2 (

α

N
+

1− α
N ′

− 1

αN + (1− α)N ′
)︸ ︷︷ ︸

>0

v0v
>
0

)

≥ αλmin (AN ) + (1− α)λmin (AN ′),

To derive KG,x(∞) = limN→∞KG,x(N) <∞ and limN→0KG,x(N) = −∞, we argue that

λmin (AN ) = λmin

(
A∞ −

2

N
v0v

>
0

)
→ λmin (A∞) as N →∞,

and

λmin (AN ) ≤ ‖A∞‖+ λmin

(
− 2

N
v0v

>
0

)
= ‖A∞‖ −

2

N
v>0 v0 → −∞ as N → 0,

where ‖ · ‖ denotes the operator norm.

Lemma 3.2. If λmin (AN ′) is not simple for some N ′ ∈ (0,∞], then λmin (AN ) = λmin (AN ′)
for all N ∈ [N ′,∞]. In other words, KG,x is constant on [N ′,∞].

Proof of Lemma 3.2. Assume that λmin (AN ′) is not simple, that is, the minimal eigenspace
Emin (AN ′) has dimension at least 2. We first argue that there exists a nonzero w ∈
Emin (AN ′) such that w ⊥ v0. Consider any two linearly independent vectors v1 = a1v0 +
b1w1 and v2 = a2v0 + b2w2 in Emin (AN ′) with w1 ⊥ v0 and w2 ⊥ v0. In case a1 = 0 or
a2 = 0, we immediately obtain such a vector w. In case a1 6= 0 and a2 6= 0, the vector
1
a1
v1 − 1

a2
v2 represents such a vector w.

Since w ⊥ v0, it lies in the minimal eigenspace Emin (v0v
>
0 ) whose minimal eigenvalue is

zero. This means w ∈ Emin (AN ′)∩Emin (v0v
>
0 ), so the inequality (3.1) holds with equality,

i.e., λmin (AN ) = λmin (AN ′) for all N ∈ [N ′,∞].

Lemma 3.3. If λmin (AN ) is simple for some N ∈ (0,∞] , then KG,x is analytic in a small
neighbourhood of N .
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Proof. The idea is to prove analyticity by using the implicit function theorem. More
precisely, we aim to apply [30, Theorem 6.1.2]. Consider the matrix-valued function A(t) =
A1/t, and denote λ0(t) ≤ λ1(t) ≤ ... ≤ λm−1(t) to be all eigenvalues of A(t). Let t0 = 1

N
and assume that λ0(t0) = λmin (AN ) is simple. Consider the following polynomial in t and
λ:

F (t, λ) := det(A(t0 + t)− (λ0(t0) + λ)Id) =
∑
i,j

ai,jt
iλj .

The characteristic polynomial factorization gives

F (0, λ) = det(A(t0)−(λ0(t0)+λ)Id) =
m−1∏
i=0

(λi(t0)−(λ0(t0)+λ)) = λ
m−1∏
i=1

(λi(t0)−λ0(t0)−λ),

which means a0,0 = 0, and a0,1 6= 0 since λ0(t0) 6= λi(t0) for i ≥ 1. The analytic implicit
function theorem asserts that there exists an analytic function λ(t) around t = 0 such
that λ(0) = 0 and F (t, λ(t)) = 0 for all t near 0, that is, λ0(t0) + λ(t) is an eigenvalue
of A(t0 + t). Moreover, the assumption that λ0(t0) is a simple and smallest eigenvalue of
A(t0) implies that λ0(t0) + λ(t) stays the smallest eigenvalue of A(t0 + t) for t near 0.

Lemma 3.4. If λmin (AN1) is not simple for some N1 ∈ (0,∞], then there exists the
smallest such N1, and consequently KG,x is analytic, strictly monotone increasing and
strictly concave on (0, N1], and constant on [N1,∞].

Proof. Consider the set

Nns := {N ∈ (0,∞] : λmin (AN ) is not simple},

and denote N1 := infNns.

We know from Lemma 3.2 that KG,x is constant on [N,∞] for all N ∈ Nns. Therefore, KG,x
is constant on (N1,∞]. Note that N1 > 0; otherwise KG,x is constant on the whole interval
(0,∞], which contradicts to the fact from Proposition 3.1 that limN→0KG,x(N) = −∞.

If λmin (AN1) were simple, then λmin (AN ) would also be simple for all N in a small neigh-
bourhood of N1. This contradicts to the definition of N1. Therefore, λmin (AN1) is not
simple, and N1 = minNns.

Since λmin (AN ) is simple for all N ∈ (0, N1), we know from Lemma 3.3 that KG,x is
analytic on (0, N1). Recall also from Proposition 3.1 that KG,x is concave and monotone
increasing. If KG,x were not strictly concave on (0, N1), this would mean KG,x is linear
on some interval [a, b] ⊂ (0, N1). Then the analyticity of KG,x on (0, N1) would then
imply that KG,x is linear on the entire interval (0, N1), which contradicts to the fact that
limN→0KG,x(N) = −∞. Thus KG,x is indeed strictly concave on (0, N1), and consequently
it is strictly monotone increasing on (0, N1). This finishes the proof of Lemma 3.4.

By combining Proposition 3.1 and Lemmas 3.3 and 3.4, we can conclude Theorem 1.3
with the description of the threshold N1 ∈ (0,∞], namely N1 = min{N ∈ (0,∞] :
λmin (AN ) is not simple} (and N =∞ in case this set is empty).

Let us end this section with the proof of Proposition 1.4 about the uniqueness of the
threshold N0 such that KG,x(N0) = 0, which is asserted by the intermediate value theorem
for the continuous curvature function KG,x : (0,∞]→ R.
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Proof of Proposition 1.4. Since KG,x(∞) > 0 (by assumption) and limN→0KG,x(N) =
−∞, the intermediate value theorem asserts that there exists an N0 ∈ (0,∞) such that
KG,x(N0) = 0. This implies detAN0 = 0.

Furthermore, KG,x(∞) > 0 means detA∞ > 0 and A∞ is invertible. The matrix determi-
nant formula then gives

0 = detAN0 = det(A∞ −
2

N0
v0v

>
0 ) = (1− 2

N0
v>0 A

−1
∞ v0) detA∞. (3.2)

Therefore, N0 is uniquely given by N0 = 2v>0 A
−1
∞ v0.

4 Curvature bounds and curvature sharpness

Proof of Theorem 1.5. We derive the lower curvature bound via the Rayleigh quotient as
follows:

KG,x(N) = inf
v 6=0

v>(A∞ − 2
N v0v

>
0 )v

v>v
≥ inf

v 6=0

v>A∞v

v>v
− 2

N
sup
v 6=0

v>v0v
>
0 v

v>v
= KG,x(∞)− 2

N
v>0 v0,

where v>0 v0 =
∑

y∈S1(x)
pxy = dx

µx
.

On the other hand, the upper curvature bound can be derived as

KG,x(N) ≤ v>0 ANv0

v>0 v0
=

v>0 (A∞ − 2
N v0v

>
0 )v0

v>0 v0
=

v>0 A∞v0

v>0 v0
− 2

N
v>0 v0. (4.1)

Lemma A.1 in Appendix A confirms that

K0
∞(x) :=

v>0 A∞v0

v>0 v0
=

1

2

dx
µx

+ 3
µx
dx
p(2)xx −

µx
dx

∑
z∈S2(x)

p(2)xz

 .

Remark 4.1. In the case of non-weighted graphs, the quantity K0
∞(x) reduces to the one

in [12, Definition 3.2]. Indeed, we have in that case

K0
∞(x) =

1

2

dx + 3− 1

dx

∑
y∈S1(x)

d+y

 = 2 +
1

2

dx − 1

dx

∑
y∈S1(x)

dy

+
]4(x)

dx
,

where d+y is the out-degree of y ∈ S1(x) (i.e., the number of neighbours of y in S2(x)) and
]4(x) denotes the number of triangles containing x.

5 Relations between the spectrum of the curvature matrix
A∞ and the curvature function KG,x

Proof of Proposition 1.7 and Proposition 1.6.
The vertex x is N -curvature sharp if and only if the upper bound (4.1): λmin (AN ) ≤
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v>0 ANv0

v>0 v0
holds with equality, which happens if and only if v0 is in the minimal eigenspace

Emin (AN ). In particular, x is ∞-curvature sharp if and only if v0 ∈ Emin (A∞). This
proves Proposition 1.7 (ii).

Assume x is N1-curvature sharp for some N1 ∈ (0,∞]. Then AN1v0 = λmin (AN1)v0, which
implies A∞v0 = (λmin (AN1) + 2

N1
v>0 v0)v0, that is, v0 is an eigenvector of A∞.

Conversely, assume v0 is an eigenvector of A∞, that is, A∞v0 = λv0 for some λ ∈ R.
Denote the spectrum of A∞ by σ(A∞) = {λ, λ1, ..., λm−1} with λ1 ≤ ... ≤ λm−1. Consider
A∞vi = λivi where all eigenvectors vi of A∞ (different from v0) are chosen to be orthogonal
to v0. We then obtain for any N ,

ANv0 = (A∞ −
2

N
v0v

>
0 )v0 = (λ− 2

N
v>0 v0)v0;

ANvi = (A∞ −
2

N
v0v

>
0 )vi = A∞vi = λivi ∀1 ≤ i < m,

which mean its spectrum is σ(AN ) = {λ− 2
N v>0 v0, λ1, ..., λm−1}.

We choose the threshold N1 =
2v>0 v0

λ−λ1 in case λ ≥ λ1 (and choose N1 = ∞ if λ < λ1), so
that

λmin (AN ) =

{
λ− 2

N v>0 v0 if N ≤ N1,

λ1 if N ≥ N1.

This means for all N ≤ N1, v0 ∈ Emin (AN ), that is, x is curvature sharp on (0, N1]. This
proves Proposition 1.7 (i). Furthermore, for all N ≥ N1, λmin (AN ) = λ1 = λmin (A∞),
that is, KG,x is constant on [N1,∞]. This proves the two forward statements of Proposition
1.6.

To verify the converse statement in Proposition 1.6, suppose that KG,x(N) = c− 2
N
dx
µx

for
all N ∈ (N ′, N ′′) and hence at N = N ′, N ′′ by continuity of KG,x. We observe that

c− 2

N ′′
dx
µx

= λmin (AN ′′) = λmin

(
AN ′ +

( 2

N ′
− 2

N ′′

)
v0v

>
0

)
= inf

v 6=0

(
v>AN ′v

v>v
+
( 2

N ′
− 2

N ′′

)v>v0v
>
0 v

v>v

)
≤ inf

v 6=0

v>AN ′v

v>v
+
( 2

N ′
− 2

N ′′

)
v>0 v0

= λmin (AN ′) +
( 2

N ′
− 2

N ′′

)dx
µx

= c− 2

N ′′
dx
µx
,

so the inequality holds with equality, which occurs when v0 ∈ Emin (AN ′). Consequently,
it holds that v0 ∈ Emin (AN ′′). So x is N ′′-curvature sharp as desired.

The next result is an interesting observation about the non-smallest eigenvalues of AN ,
which is not included in the Introduction.

Corollary 5.1. If KG,x(∞) > 0, then all of the non-smallest eigenvalues of AN are strictly
positive for all dimensions N ∈ (0,∞].
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Proof. Let λi(AN ) denote the i-th smallest eigenvalue of AN (respecting multiplicity).
Assume for the sake of contradiction that there exist N ′ ∈ (0,∞) and i ≥ 2 such that
λi(AN ′) 6= λmin (AN ′) and λi(AN ′) < 0 . We also know from KG,x(∞) > 0 that λi(A∞) >
0. Since λi(AN ) is continuous onN , the intermediate value theorem implies that λi(AN̂0

) =

0 for some N̂0 ∈ (N ′,∞), and hence det(AN̂0
) = 0. The matrix determinant formula

0 = detAN̂0
= (1− 2

N̂0
v>0 A

−1
∞ v0) detA∞ with detA∞ > 0 (because KG,x(∞) > 0) asserts

that N̂0 = 2v>0 A
−1
∞ v0, which is the same threshold as N0 in Proposition 1.4. In other

words, λmin (AN̂0
) = 0 = λi(AN̂0

) is not simple. By Lemma 3.4, KG,x must then be
constant on [N̂0,∞), which is contradiction to the fact that KG,x(N̂0) = 0 < KG,x(∞).

Proposition 1.6 raises the question whether there exists a graph with a vertex x which is
not curvature sharp for any finite N but nevertheless its curvature function is constant
near infinity. The following example provides the answer.

Example 5.2. We consider the Cartesian product P3×P2, where Pn is the path containing
n vertices.

x

Figure 2: Cartesian product of P3 and P2

The curvature matrix at x is given by

A∞(x) =

 2 0 0
0 1.5 1
0 1 1.5

 ,

and it has the smallest eigenvalue of 0.5. The vector v0 = (1 1 1)> is not an eigenvector,
but it is perpendicular to the minimal eigenspace Emin (A∞(x)) = span (0 1 − 1)>.

The rank one perturbation AN (x) = A∞(x) − 2
N v0v

>
0 = A∞(x) − 2

N J3 has its spectrum

equal to σ(AN (x)) = {12 ,
9
4 −

3
N ±

√
1
16 −

1
2N + 9

N2 }. Therefore, the curvature function at
x is given by

KP3×P2(x) =

{
9
4 −

3
N −

√
1
16 −

1
2N + 9

N2 if N ∈ (0, 103 ]

1
2 if N ∈ [103 ,∞].

6 Curvature of Cartesian product of graphs

Given two weighted graphs G,G′ and two fixed positive numbers α, β ∈ R+, the weighted
Cartesian product G ×α,β G′ is defined with the following weight function and vertex
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measure: for x, y ∈ G and x′, y′ ∈ G′,

w(x,x′)(y,x′) := αwxyµx′ ,

w(x,x′)(x,y′) := βwx′y′µx,

µ(x,x′) := µxµx′ .

One can translate the above definition into the transition rate p as

p(x,x′)(y,x′) = α
wxyµx′

µxµx′
= αpxy,

p(x,x′)(x,y′) = βpx′y′ ,

d(x,x′)

µ(x,x′)
=
∑
y

p(x,x′)(y,x′) +
∑
y′

p(x,x′)(x,y′) = α
dx
µx

+ β
dx′

µx′
.

Here we use the same symbols w, µ, p and d for all graphs G, G′ and its product, where the
associated graph can be determined from the input vertices. With this idea, we also use
the notations A∞(·), AN (·) and Q(·). This simplifies our notations without making them
ambiguous.

Proof of Theorem 1.10. Now the central vertex is (x, x′) with horizontal neighbours (y, x′)
for y ∈ S1(x) and vertical neighbours (x, y′) for y′ ∈ S1(x

′). Note also that (y, x′) and
(x, y′) are not adjacent but sharing one common neighbour in S2, namely (y, y′). On the
other hand, the vertex (y, y′) has exactly two neighbours in S1, namely (y, x′) and (x, y′).
The transition rate on each edge are presented in the following scheme.

αpxy

βpx′y′

αpxy

βpx′y′

αpxỹ αpyỹ

αpyz(x, x′) (y, x′)

(x, y′) (y, y′)

(z, x′)

(ỹ, x′)

Figure 3: The scheme showing a horizontal neighbour and a vertical neighbour of the
central vertex (x, x′) in the Cartesian product G ×α,β G′ and transition rate p on each
edge.
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For y ∈ S1(x), we have from (A.11) that

4Q((x, x′))(y,x′)(y,x′)

= 2p2(x,x′)(y,x′) + 3p(x,x′)(y,x′)p(y,x′)(x,x′) −
d(x,x′)

µ(x,x′)
p(x,x′)(y,x′)

+ 3p(x,x′)(y,x′)

(∑
z∈S2(x)

p(y,x′)(z,x′) +
∑

y′∈S1(x′)

p(y,x′)(y,y′)

)
+

∑
ỹ∈S1(x)

(3p(x,x′)(y,x′)p(y,x′)(ỹ,x′) + p(x,x′)(ỹ,x′)p(ỹ,x′)(y,x′))

− 4
∑

z∈S2(x)

p2(x,x′)(y,x′)p
2
(y,x′)(z,x′)∑

y∈S1(x)
p(x,x′)(y,x′)p(y,x′)(z,x′)

− 4
∑

y′∈S1(x′)

p2(x,x′)(y,x′)p
2
(y,x′)(y,y′)

p(x,x′)(y,x′)p(y,x′)(y,y′) + p(x,x′)(x,y′)p(x,y′)(y,y′)

= 2α2p2xy + 3α2pxypyx − (α
dx
µx

+ β
dx′

µx′
)(αpxy) + 3αpxy(

∑
z∈S2(x)

αpyz +
∑

y′∈S1(x′)

βpx′y′)

+ α2
∑

ỹ∈S1(x)

(3pxypyỹ + pxỹpỹy)− 4
(
α2

∑
z∈S2(x)

p2xyp
2
yz

p
(2)
xz

+
∑

y′∈S1(x′)

(αpxy)
2(βpx′y′)

2

2αβpxypx′y′

)
= 4α2Q(x)yy.

And similarly, 4Q((x, x′))(x,y′)(x,y′) = 4β2Q(x)y′y′ for y′ ∈ S1(x′).

For yi 6= yj ∈ S1(x), we have from (A.12) that

4Q((x, x′))(yi,x′)(yj ,x′)

= 2p(x,x′)(yi,x′)p(x,x′)(yj ,x′) − 2p(x,x′)(yi,x′)p(yi,x′)(yj ,x′) − 2p(x,x′)(yj ,x′)p(yj ,x′)(yi,x′)

− 4
∑

z∈S2(x)

p(x,x′)(yi,x′)p(yi,x′)(z,x′)p(x,x′)(yj ,x′)p(yj ,x′)(z,x′)∑
ỹ∈S1(x)

p(x,x′)(ỹ,x′)p(ỹ,x′)(z,x′)

= 2α2pxyipxyj − 2α2pxyipyiyj − 2α2pxyjpyjyi − 4
∑

z∈S2(x)

α4pxyipyizpxyjpyjz∑
ỹ∈S1(x)

α2pxỹpỹz

= 4α2Q(x)yiyj .

And similarly, 4Q((x, x′))(x,y′i)(x,y′j) = 4β2Q(x)y′iy′j for y′i 6= y′j ∈ S1(x′).

For any y ∈ S1(x) and y′ ∈ S1(x′), we have from (A.12) that

4Q((x, x′))(y,x′)(x,y′)

= 2p(x,x′)(y,x′)p(x,x′)(x,y′) − 4
p(x,x′)(y,x′)p(y,x′)(y,y′)p(x,x′)(x,y′)p(x,y′)(y,y′)

p(x,x′)(y,x′)p(y,x′)(y,y′) + p(x,x′)(x,y′)p(x,y′)(y,y′)

= 2αβpxypx′y′ − 4
(αβpxypx′y′)

2

2αβpxypx′y′
= 0.

We can conclude from the above calculation that Q((x, x′)) = α2Q(x)⊕β2Q(y). Note also
that the matrix diagv0((x, x

′)) =
√
α diagv0(x) ⊕

√
β diagv0(x

′). Therefore, we derive
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the curvature matrix as

A∞((x, x′)) = 2 diagv0((x, x
′))−1Q((x, x′)) diagv0((x, x

′))−1 = αA∞(x)⊕ βA∞(x′),

as desired.

Next we prove Theorem 1.12, which will be rephrased in a more abstract way. This will
be useful in the next section when we discuss the Ricci curvature of weighted manifolds in
an analogous manner.

Theorem 6.1. For i ∈ {1, 2}, let Ai be mi ×mi symmetric matrices and vi be vectors in
Rmi . Given fixed weights α, β > 0, let A and v be given as

A = αA1 ⊕ βA2 and v =
√
αv1 ⊕

√
βv2.

For N ∈ (0,∞], consider

Ai(N) := Ai −
2

N
viv
>
i and A(N) := A− 2

N
vv>.

Then we have

min{αλ1, βλ2} ≤ λmin (A(N1 +N2)) ≤ max{αλ1, βλ2}, (6.1)

where λi := λmin (Ai(Ni)).

Proof of Theorem 6.1. Let us first consider the case N1, N2 ∈ (0,∞). We have the matrix

vv> =

(
αv1v

>
1

√
αβv1v

>
2√

αβv2v
>
1 βv2v

>
2

)
. It follows that

A(N1 +N2) =

(
αA1(N1)

βA2(N2)

)
+

2

N1 +N2

(
αN2
N1

v1v
>
1 −

√
αβv1v

>
2

−
√
αβv2v

>
1 βN1

N2
v2v

>
2

)
︸ ︷︷ ︸

=:J

.

We want to verify that J � 0, which will then imply the left inequality in (6.1).

For any vector w =

(
w1

w2

)
with wi ∈ Rmi , we have

w>Jw = α
N2

N1
w>1 v1v

>
1 w1 + β

N1

N2
w>2 v2v

>
2 w2 − 2

√
αβw>1 v1v

>
2 w2

=
(√

α
N2

N1
w>1 v1 −

√
β
N1

N2
w>2 v2

)2
≥ 0.

Thus J � 0. Next we prove the right inequality in (6.1). For i ∈ {1, 2}, we choose a unit

eigenvector wi such that Aiwi = λiwi where λi = λmin (Ai(Ni)), and let w :=

(
c1w1

c2w2

)
with arbitrary constants ci 6= 0. It follows from the Rayleigh quotient description that

λmin (A(N1 +N2)) ≤
w>
(
αA1(N1)⊕ βA2(N2)

)
w + 2

N1+N2
w>Jw

w>w

=
1

c21 + c22

(
αc21λ1 + βc22λ2 +

2

N1 +N2

(
c1

√
α
N2

N1
w>1 v1 − c2

√
β
N1

N2
w>2 v2

)2)
.
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We may choose c1 =
√
βN1
N2

w>2 v2 and c2 =
√
αN2
N1

w>1 v1 so that the square term above
becomes zero. As a result,

λmin (A(N1 +N2)) ≤
αc21λ1 + βc22λ2

c21 + c22
≤ max{αλ1, βλ2},

which finishes the proof of (6.1). The case that N1 or N2 equals ∞ is not hard to prove
by modifying the above argument.

Now, Theorem 1.12 follows from Theorem 6.1 and the following general fact [12, Proposi-
tion 7.3] about star product.

Proposition 6.2 ([12]). Let f1, f2 : (0,∞] → R be continuous monotone non-decreasing
functions with limN→0 = −∞. Then a function F : (0,∞]→ R satisfies F = f1 ∗ f2 if and
only if it holds for any N1, N2 ∈ (0,∞) that

min{f1(N1), f2(N2)} ≤ F (N1 +N2) ≤ max{f1(N1), f2(N2)},

and F (∞) = limN→∞ F (N).

7 The case of weighted manifolds

In [12, Section 1.6], the authors briefly draw a comparison between the Bakry-Émery curva-
ture functions of graphs and that of weighted Riemannian manifolds. Here, we discuss this
comparison further by investigating the analogous result that the optimal lower Ricci cur-
vature bound at a point on a weighted Riemannian manifold is also the minimal eigenvalue
of a rank one perturbation of a curvature matrix.

A weighted Riemannian manifold is a triple (Mn, g, e−V dvolg), where (Mn, g) is an n-
dimensional Riemannian manifold, dvolg is the Riemannian volume element, and V is a
smooth real valued function onMn. The N -Bakry-Émery Ricci tensor of (Mn, g, e−V dvolg)
is defined to be

RicN,V := Ric + HessV − gradV ⊗ gradV

N − n
, (7.1)

where Ric is the Ricci curvature tensor of (Mn, g), HessV is the Hessian of V , and
gradV is the gradient of V ([1, 2]). Using the V -Laplacian ∆V := ∆g − g(gradV, grad ·),
where ∆g is the Laplace-Beltrami operator on (Mn, g), one can define the Bakry-Émery
curvature-dimension inequality CD(K, N) (at any point x ∈M) as in Definition 1.1. Then
CD(K, N), N ∈ (n,∞] (at a given point x ∈M) holds if and only if RicN,V ≥ K (at x ∈M)
(see [1, pp. 93–94]).

Definition 7.1. Let (Mn, g, e−V dvolg) be a weighted Riemannian manifold. For a given
N ∈ (n,∞], the Bakry-Émery curvature K(M,V, x;N) at a point x ∈ M is defined to
be the largest K such that CD(K, N) holds at x. The function KM,V,x : (0,∞] → R
given by KM,V,x(N) := K(M,V, x;N +n) is called the Bakry-Émery curvature function of
(Mn, g, e−V dvolg) at x.

Remark 7.2. Recall n is the dimension of the underlying Riemannian manifold. The
purpose to define the curvature function KM,V,x on the interval (0,∞] instead of on (n,∞]
is to make it compatible with the graph case.
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When V is constant, that is, when the curvature-dimension inequality is based on the
Laplace-Beltrami operator ∆g, the dimension parameter N in (7.1) can be equal to n, and
the function KM,V,x is a constant function on [0,∞] (see [1, pp. 93–94], [3, Appendix C.6]).
When V is not constant, KM,V,x(N) tends to −∞ as N tends to 0.

Next we investigate the shape of the Bakry-Émery curvature function KM,V,x at x on a
weighted Riemannian manifold (Mn, g, e−V dvolg). If gradV (x) = 0, then this function
KM,V,x is constant. In the sequel, we consider the case that gradV (x) 6= 0. Since RicN,V is
a symmetric (0, 2)-tensor, there exists a linear transformation AN−n : TxM → TxM from
the tangent space TxM of M at x to itself, such that

RicN,V (v, v) = g(AN−nv, v), for any v ∈ TxM.

Therefore, the optimal lower Ricci curvature bound at x can be expressed as the minimal
eigenvalue:

KM,V,x(N) := inf
v∈SxM

RicN+n,V (v, v) = λmin (AN ), for any N ∈ (0,∞],

where SxM stands for the space of unit tangent vectors at x. For any v, w ∈ TxM , the
tensor RicN+n,V , N ∈ (0,∞] can be written independently of the choice of an orthonormal
basis {ei}ni=1 of the tangent space TxM as

RicN+n,V (v, w) = Ric(v, w) + HessV (v, w)− v(V ) · w(V )

N

=
n∑
i=1

g(R(v, ei)ei, w) + g(∇v gradV,w)− 1

N
g(g(gradV, v) gradV,w),

where ∇v· is the covariant derivative along v, and R(·, ·)· is the Riemann curvature tensor.
Let us define linear transformations A∞,B : TxM → TxM as follows: for any v ∈ TxM ,

A∞v :=
n∑
i=1

R(v, ei)ei +∇v gradV,

Bv :=
1

2
g(gradV, v) gradV.

Therefore, the linear transformation AN : TxM → TxM satisfies

AN = A∞ −
2

N
B. (7.2)

Recall that TxM equipped with the inner product g is an n-dimensional Euclidean vector
space. Let A∞, AN be the matrix representation ofA∞,AN with respect to an orthonormal
basis {ei}ni=1 of TxM . Let v0 be the n-dimensional coordinate vector of 1√

2
gradV (x) with

respect to {ei}ni=1. Then we have a matrix version of (7.2):

AN = A∞ −
2

N
v0v

>
0 . (7.3)

Notice that both A∞ and AN are symmetric n×n matrices. We call A∞ the the curvature
matrix at x (with respect to the orthonormal basis {ei}ni=1) of the weighted manifold
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(M, g, e−V dvolg). The matrix AN is a rank one perturbation of the curvature matrix A∞.
The Bakry-Émery curvature function satisfies

KM,V,x(N) = λmin (AN ) = λmin (A∞ −
2

N
v0v

>
0 ). (7.4)

Therefore, we reduce the study of the Bakry-Émery curvature functions of weighted Rie-
mannian manifolds to a matrix eigenvalue problem of the same type as in the graph case.

Then, it is direct to check the results (Theorem 1.3, Proposition 1.4, Theorem 1.5, and
Propositions 1.6 and 1.7) describing the shape of curvature functions of graphs also holds
for the curvature functions of weighted manifolds.

In particular, we mention the quantity K0
∞(x) in the weighted manifold case

K0
∞(x) :=

v>0 A∞v0

v>0 v0
=
g(A∞ gradV, gradV )

g(gradV, gradV )

= Ricx

(
gradV

‖ gradV ‖
,

gradV

‖ gradV ‖

)
+

gradV (x)

‖ gradV (x)‖
(‖ gradV ‖) .

Then we have

KM,V,x(N) ≤ v>0 ANv0

v>0 v0
= K0

∞(x)− 1

N
‖ gradV (x)‖2. (7.5)

We say that x is N -curvature sharp if (7.5) holds with equality. Then, for example, one can
conclude similarly to Proposition 1.7 that x is ∞-curvature sharp if and only if gradV (x)
is an eigenvector corresponding to the minimal eigenvalue of A∞.

Now we discuss the curvature functions of the Cartesian product of weighted Riemannian
manifolds. Given two weighted manifolds (Mni

i , gi, e
−Vidvolgi), i ∈ {1, 2}, the Cartesian

product (M, g, e−V dvolg) = (M1 ×M2, g1 ⊕ g2, e−V1⊕V2dvolg1⊕g2) has a canonical identifi-
cation of the tangent space T(x1,x2)M ' Tx1M1 ⊕ Tx2M2. We observe that A∞,B of the
product is naturally decomposed into the corresponding A∞,B in each factor, that is,

AM∞(v1 ⊕ v2) =

n1∑
i=1

R(v1, ei)ei ⊕
n2∑
j=1

R(v2, ei)ei +∇v1 gradV1 ⊕∇v2 gradV2

= AM1
∞ (v1)⊕AM2

∞ (v2),

and B(v1 ⊕ v2) = g(gradV1 ⊕ gradV2, v1 ⊕ v2)(gradV1 ⊕ gradV2), for any vi ∈ TxiMi. In
the matrix form, we have

AM∞ = AM1
∞ ⊕AM2

∞ , and vM0 = vM1
0 ⊕ vM2

0 .

Theorem 6.1 is then applicable for manifolds and yields the following theorem.

Theorem 7.3. The curvature function of the Cartesian product

(M, g, e−V dvolg) = (M1 ×M2, g1 ⊕ g2, e−V1⊕V2dvolg1⊕g2)

satisfies the following inequalities:

min{λmin (AM1
N1

), λmin (AM2
N2

)} ≤ λmin (AMN1+N2
) ≤ max{λmin (AM1

N1
), λmin (AM2

N2
)},

and consequently, KM,V,(x1,x2) = KM1,V1,x1 ∗ KM2,V2,x2.
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We conclude this section with the following example of a weighted Riemannian manifold
with ∞-curvature sharp points.

Example 7.4 (weighted 2-sphere). Let M = S2(r) be the two-dimensional sphere of
radius r with coordinates x(θ, φ) = (r cos θ cosφ, r sin θ cosφ, r sinφ) for θ ∈ (0, 2π) and
φ ∈ (−π/2, π/2), and the corresponding metric g = r2(cos2(φ)dθ ⊗ dθ + dφ ⊗ dφ). Let
V : M → R be a smooth height function, i.e., V (x(θ, φ)) = h(φ) for some smooth function
h. Consider the weighted manifold (M, g, e−V dvolg) and a point p ∈M with gradV (p) 6= 0.

The tangent space TpM is spanned by gradV (p) and the tangent vector xθ(p) ∈ TpM ,
which satisfy g(xθ(p), gradV (p)) = 0. We first check that both the tangent vector gradV (p)
and xθ(p) are in fact eigenvectors of AN (based at p).

Consider the geodesic α := x(θ0, ·) : (−π/2, π/2)→ S2(r) which passes through p = α(t) =
x(θ0, t). The tangent vector gradV (p) is parallel to α′(t), so we may write gradV (p) =
k(t)α′(t) for some smooth function k : (−π/2, π/2)→ R. It follows that at p ∈M

∇gradV gradV = ∇kα′kα′ = k∇α′kα′ = k2∇α′α′︸ ︷︷ ︸
=0

+kk′α′ = k′ gradV,

and hence,

AN gradV =

2∑
i=1

R(gradV, ei)ei +∇gradV gradV − g(gradV, gradV )

N
gradV

=

(
1

r2
+ k′ − k2r2

N

)
gradV.

On the other hand, we have gp(∇xθ gradV, gradV ) = 0, and

gp

(
∇xθ gradV,

xθ
‖xθ‖

)
= −‖xθ‖gp

(
gradV,∇ xθ

‖xθ‖

xθ
‖xθ‖

)
= −‖xθ‖gp

(
gradV, kg

xφ
‖xφ‖

)
,

where kg = 1
r tan(t) is the geodesic curvature of the parallel circles with the unit tangent

vector xθ
‖xθ‖(p), and

xφ
‖xφ‖(p) = α′(t)

‖α′(t)‖ = α′(t)
r . It follows that

∇xθ(p) gradV = −g
(

gradV (p),
α′(t)

r

)
1

r
tan(t)xθ(p) = −k(t) tan(t)xθ(p).

Therefore, we have

ANxθ(p) =

2∑
i=1

R(xθ, ei)ei +∇xθ gradV − g(gradV (p),xθ)

N
gradV (p)

=

(
1

r2
− k(t) tan(t)

)
xθ(p).

It means that both gradV (p) and xθ(p) are eigenvectors of AN . Then the Bakry-Émery
curvature and the generalised scalar curvature at p are given by

KM,V,p(N) = min

{
1

r2
+ k′(t)− k(t)2r2

N
,

1

r2
− k(t) tan(t)

}
,

SM,V,p(N) =
2

r2
− k(t) tan(t) + k′(t)− k(t)2r2

N
.
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Recall that the point p = α(t) is ∞-curvature sharp if and only if gradV (p) corresponds
to the minimal eigenvalue of A∞, which occurs precisely when k′(t) ≤ − tan(t)k(t). In
the special case when k : (−π/2, π/2)→ R is even, either the point p = α(t) or its mirror
p′ = α(−t) (or both) is ∞-curvature sharp. In particular, if k(·) = c cos(·) on the whole
interval (−π/2, π/2) for some c 6= 0 (which means V (x, y, z) = az + b with a = cr and
b ∈ R), then we have k′ = − tan(·)k and hence p is∞-curvature sharp. In fact, every point
of M except for the south and north poles (i.e., when φ = −π/2, π/2) is ∞-curvature
sharp. At the south and north poles, the curvature functions are constant. Moreover, this
choice of k provides a non-constant potential function V for the round sphere as a gradient
Ricci soliton.

A complete Riemannian manifold (M, g) is called a gradient Ricci soliton with a potential
function V if RicV,∞ = λg for some constant λ (see, e.g., [53, Definition 1.2.3]).

Theorem 7.5. Every gradient Ricci soliton (M, g) with a potential function V leads to a
weighted Riemannian manifold (M, g, e−V dvolg) which is∞-curvature sharp at every point
x ∈M with gradV (x) 6= 0.

Proof. Being a gradient Ricci soliton means, for every point x ∈ M , A∞(x) = λId. In
particular, if gradV (x) is nonzero, then it is an eigenvector corresponding to the smallest
eigenvalue of A∞(x), and therefore x is ∞-curvature sharp by Theorem 1.7(ii).

8 Geometric structure of B2(x) and curvature properties

In this section, we present the proofs of the three results (Proposition 1.13, and Theorems
1.14 and 1.15) about the curvature at x which are related to the geometric structure of
the B2(x).

Proof of Propositions 1.13. The computations for the matrix A∞ and

SG,x(N) = tr(A∞ −
2

N
v0v

>
0 ) = SG,x(∞)− 2

N

dx
µx

are given in Appendix (A.18) and (A.14). In the particular case of non-weighted graphs,
the terms in (A.18) and (A.14) are simplified by µx = 1 and puv ∈ {0, 1}, which directly
gives the desired result.

Proof of Theorem 1.14. In view of Proposition 1.7, we need to show that v0 is an eigenvec-
tor of A∞ under the S1-in and S1-out regularity assumption: p−(y) := pyx and p+(y) :=∑

z∈S2(x)
pyz are independent of y ∈ S1(x).

The vector v0 =
(√
pxy1

√
pxy2 · · · √pxym

)> is an eigenvector of A∞ if and only if
λv0 = A∞v0 = 2 diag(v0)

−1Qdiag(v0)
−1 for some λ ∈ R, or equivalently,

2Q1m = λ
(
pxy1 pxy2 · · · pxym

)>
,

that is, 1
pxyi

∑m
j=1Qyiyj = 1

2λ is independent of i ∈ [m] := {1, 2, . . . ,m}.
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A direct calculation using the formula (A.15) yields, for any i ∈ [m],

1

pxyi

m∑
j=1

Qyiyj =
1

4

dx
µx

+
3

4
pyix −

1

4

∑
z∈S2(x)

pyiz +

m∑
j=1

(
1

4
pyiyj −

1

4

pxyjpyjyi
pxyi

)

=
1

4

dx
µx

+
3

4
pyix −

1

4

∑
z∈S2(x)

pyiz +
1

4

m∑
j=1

pyiyj (1−
pyjx

pyix︸ ︷︷ ︸
=0

),

which is independent of i, given that x is S1-in and S1-out regular.

Proof of Theorem 1.15. We denote by Q̃, Ã∞ and ÃN the corresponding matrices Q, A∞
and AN centered at the vertex x of the modified graph G̃ = (V, w̃, µ). We aim to prove that
K
G̃,x

(N) ≥ KG,x(N), that is, λmin (ÃN ) ≥ λmin (AN ). It suffices to show that ÃN − AN
is positive semidefinite, since it would then imply that λmin (ÃN ) ≥ λmin (ÃN − AN ) +
λmin (AN ) ≥ λmin (AN ).

Note that the vector v0 = (
√
pxy1

√
pxy2 ...

√
pxym)> is unchanged under this graph modifi-

cation, so we have ÃN−AN = 2 diag(v0)
−1(Q̃−Q) diag(v0)

−1. To prove that ÃN−AN � 0
is equivalent to showing that Q̃−Q � 0.

Operation (O1): The modification w̃yy′ = wyy′ + C1 for a constant C1 > 0 means
p̃yy′−pyy′ = C1

µy
and p̃y′y−py′y = C1

µy′
. We then derive from the formulae (A.11) and (A.12)

that the matrix Q̃−Q have four nontrivial entries:

(Q̃−Q)yy =
1

4

(
3pxy(p̃yy′ − pyy′) + pxy′(p̃y′y − py′y)

)
=
C1

4

(
3
pxy
µy

+
pxy′

µy′

)
=

C1

4µx
(3pyx + py′x),

and similarly, (Q̃−Q)y′y′ = C1
4µx

(pyx+3py′x) and (Q̃−Q)yy′ = (Q̃−Q)y′y = − C1
2µx

(pyx+py′x).

Consequently, the matrix Q̃−Q has two nontrivial eigenvalues, corresponding to those of
the following 2× 2 matrix(

(Q̃−Q)yy (Q̃−Q)yy′

(Q̃−Q)y′y (Q̃−Q)y′y′

)
=

C

4µx

(
3pyx + py′x −2pyx − 2py′x
−2pyx − 2py′x pyx + 3py′x

)
.

This matrix has eigenvalues pyx+py′x±
√

2p2yx + 2p2y′x, and it becomes positive semidefinite
when we assume pyx = py′x.

Operation (O2): Note that the edge-weight modification w̃yy′ = wyy′ + C2wyz0wz0y′ for
all different y, y′ ∈ S1(x) means p̃yy′ − pyy′ = C2pyz0pz0y′µz0 .
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For yi, yj ∈ S1(x) such that yi 6= yj , the formula (A.12) gives

(Q̃−Q)yiyj = −1

2
pxyi(p̃yiyj − pyiyj )−

1

2
pxyj (p̃yjyi − pyjyi) +

pxyipyiz0pxyjpyjz0

p
(2)
xz0

(8.1)

= −1

2
pxyi · C2pyiz0pz0yjµz0 −

1

2
pxyj · C2pyjz0pz0yiµz0 +

pxyipyiz0pxyjpyjz0

p
(2)
xz0

= −C2pxyipyiz0pz0yjµz0 +
pxyipyiz0pxyjpyjz0

p
(2)
xz0

= −pxyipyiz0pz0yj

(
C2µz0 −

pxyjpyjz0

pz0yjp
(2)
xz0

)
,

where the third equation is due to pxyipyiz0pz0yj = pxyjpyjz0pz0yi which can be checked by

pxyipyiz0pz0yj
pxyjpyjz0pz0yi

=
wxyiwyiz0wz0yj
µxµyiµz0

·
µxµyjµz0

wxyjwyjz0wz0yi
=
wxyiµyj
µyiwxyj

=
pyix
pyjx

=
p−(y)

p−(y)
= 1.

For yi ∈ S1(x), the formula (A.11) gives

(Q̃−Q)yiyi = −3

4
pxyipyiz0 +

1

4

∑
yj 6=yi

(
3pxyi(p̃yiyj − pyiyj ) + pxyj (p̃yjyi − pyjyi)

)
+
p2xyip

2
yiz0

p
(2)
xz0

(8.2)

= −3

4
pxyipyiz0 +

∑
yj 6=yi

(
3C2µz0

4
pxyipyiz0pz0yj +

C2µz0
4

pxyjpyjz0pz0yi

)
+
p2xyip

2
yiz0

p
(2)
xz0

= −3

4
pxyipyiz0 + C2µz0

∑
yj 6=yi

pxyipyiz0pz0yj +
p2xyip

2
yiz0

p
(2)
xz0

= pxyipyiz0

−3

4
+ C2µz0

∑
yj 6=yi

pz0yj +
pxyipyiz0

p
(2)
xz0

 .

Combining (8.2) and (8.1), we derive the sum of entries in i-th row as

(Q̃−Q)yiyi +
∑
j 6=i

(Q̃−Q)yiyj = pxyipyiz0

−3

4
+
pxyipyiz0

p
(2)
xz0

+
∑
j 6=i

pxyjpyjz0

p
(2)
xz0


= pxyipyiz0

−3

4
+

1

p
(2)
xz0

∑
y∈S1(x)

pxypyz0


=

1

4
pxyipyiz0 > 0.

(Note that the terms involving C2 are cancelled out in the above expression.)

Under the assumption that C2µz0 ≥
pxyjpyjz0

pz0yjp
(2)
xz0

for all j 6= i, we can guarantee in (8.1) that

(Q̃−Q)yiyj ≤ 0. It then follows that

(Q̃−Q)yiyi > −
∑
j 6=i

(Q̃−Q)yiyj =
∑
j 6=i

∣∣∣(Q̃−Q)yiyj

∣∣∣ ,
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which shows Q̃−Q is diagonally dominant and hence Q̃−Q � 0.

Finally, we remark that the assumption C2µz0 ≥
pxyjpyjz0

pz0yjp
(2)
xz0

can be re-written as the as-

sumption given in Theorem 1.15, namely C2 ≥
p−(y)

µxp
(2)
xz0

due to the following identity:

pxyjpyjz0

pz0yjp
(2)
xz0

· 1

µz0
=

wxyjwyjz0

µxµyjwz0yjp
(2)
xz0

=
pyjx

µxp
(2)
xz0

=
p−(y)

µxp
(2)
xz0

.

A Explicit Structure of relevant matrices

In this section we collect the explicit expressions of matrices
(
∆(x)∆(x)>

)
1̂
, Γ(x)1̂, Γ2(x)1̂,

Q(x) and A∞(x), all of which are important ingredients to our curvature calculation in
Theorem 1.2. These expressions will be given in (A.1), (A.2), (A.5)-(A.9), (A.11)-(A.12)
and (A.13), respectively.

We fix the central vertex x ∈ V and let m = |S1(x)| and n = |S2(x)| be the size of 1-sphere
and 2-sphere around x, respectively. The vertices in S1(x) and S2(x) are indexed by

S1(x) = {y1, y2, ...., ym}; S2(x) = {z1, z2, ...., zn}.

The linear operator ∆(·)(x) and the bilinear forms Γ(·, ·)(x),Γ2(·, ·)(x) can be represented
by a vector ∆(x) and matrices Γ(x),Γ2(x) as follows:

∆f(x) = ∆(x)> ~f,

Γ(f, g)(x) = ~f>Γ(x)~g,

Γ2(f, g)(x) = ~f>Γ2(x)~g.

In the first two equations, ~f and ~g are vector representations indexed by vertices in B1(x)
as

~f =
(
f(x) f(y1) · · · f(ym)

)>
,

and similarly for ~g. In the last equation, ~f and ~g are vector representations indexed by
vertices in B2(x) as

~f =
(
f(x) f(y1) · · · f(ym) f(z1) · · · f(zn)

)>
,

and similarly for ~g.

More explicitly, the defining equation ∆f(x) =
∑

y∈S1(x)
pxy(f(y)− f(x)) is translated to

∆(x) =
(
− dx
µx

pxy1 pxy2 · · · pxym

)>
,

and ∆(x)S1 =
(
pxy1 pxy2 · · · pxym

)> when restricted to the vertices in S1(x).
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Hence we derive that

(
∆(x)∆(x)>

)
1̂

= ∆(x)S1∆(x)>S1
=


p2xy1 pxy1pxy2 · · · pxy1pxym

pxy2pxy1 p2xy2 · · · pxy2pxym
...

...
. . .

...
pxympxy1 pxympxy2 · · · p2xym

 . (A.1)

The defining equation 2Γ(f, g) = ∆(f · g)− f ·∆g −∆f · g means

2Γ(f, g)(x) =
∑

y∈S1(x)

pxy[(f(y)g(y)− f(x)g(x))− f(x)(g(y)− g(x))− (f(y)− f(x))g(x)]

=
∑

y∈S1(x)

pxy(f(y)− f(x))(g(y)− g(x))

=
∑

y∈S1(x)

pxy[f(x)g(x)− f(x)g(y)− f(y)g(x) + f(y)g(y)],

which can be translated to

Γ(x) =
1

2


dx
µx

−pxy1 −pxy2 · · · −pxym
−pxy1 pxy1
−pxy2 pxy2

...
. . .

−pxym pxym

 .

In particular, after removing the first row and column corresponding to the vertex x, we
simply have

Γ(x)1̂ = Γ(x)S1,S1 =
1

2
diag

(
pxy1 pxy2 · · · pxym

)
=

1

2
diag (∆(x)S1) . (A.2)

Now we discuss the structure of the matrix Γ2(x). After removing the first row and column
corresponding to x, the matrix Γ2(x)1̂ has the following block structure in S1(x) t S2(x):

Γ2(x)1̂ = Γ2(x)S1∪S2,S1∪S2 =

(
Γ2(x)S1,S1 Γ2(x)S1,S2

Γ2(x)S2,S1 Γ2(x)S2,S2

)
. (A.3)

The defining equation 2Γ2(f, g) = ∆(Γ(f, g))− Γ(f,∆g)− Γ(g,∆f) yields

4Γ2(f, g)(x) =
∑

y∈S1(x)

pxy [2Γ(f, g)(y)− (f(y)− f(x))∆g(y)− (g(y)− g(x))∆f(y)]

− 2dx
µx

Γ(f, g)(x) + 2∆f(x)∆g(x).

Let us denote by I(·, ·)(x) the bilinear form defined via

I(f, g)(x) :=
∑

y∈S1(x)

pxy [2Γ(f, g)(y)− (f(y)− f(x))∆g(y)− (g(y)− g(x))∆f(y)] ,

and the matrix representing it by I(x). Then we have

4Γ2(x) = I(x)− 2dx
µx

Γ(x) + 2∆(x)∆(x)>,
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and hence
4Γ2(x)1̂ = I(x)1̂ −

2dx
µx

Γ(x)1̂ + 2
(

∆(x)∆(x)>
)
1̂
. (A.4)

In order to derive I(x)1̂, we only need to compute the expression of I(f, g)(x) for functions
f and g satisfying f(x) = g(x) = 0:

I(f, g)(x)

=
∑

y∈S1(x)

pxy [2Γ(f, g)(y)− f(y)∆g(y)− g(y)∆f(y)]

=
∑

y∈S1(x)

∑
z∈S1(y)

pxypyz [(f(z)− f(y))(g(z)− g(y))− f(y)(g(z)− g(y))− g(y)(f(z)− f(y))]

=
∑

y∈S1(x)

∑
z∈S1(y)

pxypyz [f(z)g(z)− 2f(z)g(y)− 2f(y)g(z) + 3f(y)g(y)]

=
∑

y∈S1(x)

∑
z∈S2(x)

pxypyz [f(z)g(z)− 2f(z)g(y)− 2f(y)g(z) + 3f(y)g(y)]

+
∑

y∈S1(x)

∑
y′∈S1(x)

pxypyy′
[
f(y′)g(y′)− 2f(y′)g(y)− 2f(y)g(y′) + 3f(y)g(y)

]
+

∑
y∈S1(x)

pxypyx · 3f(y)g(y)

=
∑

y∈S1(x)

3pxypyx + 3pxy
∑

z∈S2(x)

pyz + 3pxy
∑

y′∈S1(x)

pyy′ +
∑

y′∈S1(x)

pxy′py′y

 f(y)g(y)

−
∑

y∈S1(x)

∑
y′∈S1(x)

2pxypyy′(f(y′)g(y) + f(y)g(y′))

−
∑

y∈S1(x)

∑
z∈S2(x)

2pxypyz(f(y)g(z) + g(y)f(z)) +
∑

z∈S2(x)

p(2)xz f(z)g(z).

In the above, we use the notation

p(2)xz :=
∑

y∈S1(x)

pxypyz.

Therefore we have the expression of the matrix I(x)1̂ as below. For any y ∈ S1(x),

I(x)yy = 3pxypyx + 3pxy
∑

z∈S2(x)

pyz + 3pxy
∑

y′∈S1(x)

pyy′ +
∑

y′∈S1(x)

pxy′py′y.

For any yi, yj ∈ S1(x) such that yi 6= yj ,

I(x)yiyj = −2pxyipyiyj − 2pxyjpyjyi .

For any y ∈ S1(x) and z ∈ S2(x),

I(x)yz = I(x)zy = −2pxypyz, I(x)zz = p(2)xz .

For any zi, zj ∈ S2(x) such that zi 6= zj ,

I(x)zizj = 0.

29



Combining the above expressions for I(x)1̂ with (A.1),(A.2) and (A.4) yields the expressions
for Γ2(x)1̂ as below.

For any y ∈ S1(x),

(4Γ2(x))yy =2p2xy + 3pxypyx −
dx
µx
pxy + 3pxy

∑
z∈S2(x)

pyz (A.5)

+
∑

y′∈S1(x)

(
3pxypyy′ + pxy′py′y

)
.

For any yi, yj ∈ S1(x) such that yi 6= yj ,

(4Γ2(x))yiyj = 2pxyipxyj − 2pxyipyiyj − 2pxyjpyjyi , (A.6)

and, for any z ∈ S2(x),

(4Γ2(x))yz = (4Γ2(x))zy = −2pxypyz; (A.7)

(4Γ2(x))zz = p(2)xz , (A.8)

and for any zi, zj ∈ S2(x) such that zi 6= zj ,

(4Γ2(x))zizj = 0. (A.9)

The Schur’s complement

Q(x) := Γ2(x)1̂/Γ2(x)S2,S2 = Γ2(x)S1,S1 − Γ2(x)S1,S2Γ2(x)−1S2,S2
Γ2(x)S2,S1

is the result of folding the matrix in (A.3) into the upper-left block.

For all yi, yj ∈ S1(x) (with possibly i = j), the (yi, yj)-entry of Γ2(x)S1,S2Γ2(x)−1S2,S2
Γ2(x)S2,S1

can be computed from (A.7), (A.8) and (A.9) as(
Γ2(x)S1,S2Γ2(x)−1S2,S2

Γ2(x)S2,S1

)
yiyj

=
∑

z∈S2(x)

pxyipyiz · pxyjpyjz
p
(2)
xz

. (A.10)

Combining the above equation with (A.5) and (A.6), we obtain the entries of Q(x) as
follows.

For y ∈ S1(x),

Q(x)yy =
1

2
p2xy +

3

4
pxypyx −

1

4

dx
µx
pxy +

3

4
pxy

∑
z∈S2(x)

pyz (A.11)

+
1

4

∑
y′∈S1(x)

(
3pxypyy′ + pxy′py′y

)
−

∑
z∈S2(x)

p2xyp
2
yz

p
(2)
xz

.

For yi, yj ∈ S1(x) such that yi 6= yj ,

Q(x)yiyj =
1

2
pxyipxyj −

1

2
pxyipyiyj −

1

2
pxyjpyjyi −

∑
z∈S2(x)

pxyipyizpxyjpyjz

p
(2)
xz

. (A.12)
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The curvature matrix A∞(x) = 2 diag(v0)
−1Q(x) diag(v0)

−1 with

v0(x) := (
√
pxy1

√
pxy2 ...

√
pxym)>

has its entries equal to

A∞(x)yiyj =
2

√
pxyipxyj

Q(x)yiyj (A.13)

for all yi, yj ∈ S1(x) (with possibly i = j).

The generalised scalar curvature SG,x(N) = tr(A∞− 2
N v0v

>
0 ) = SG,x(∞)− 2

N
dx
µx

can then
be computed from (A.11) as below:

SG,x(∞) =
(

1− m

2

) dx
µx

+
3

2

∑
y∈S1(x)

pyx +
3

2

∑
y∈S1(x)

∑
z∈S2(x)

pyz

+
1

2

∑
y∈S1(x)

∑
y′∈S1(x)

(
3pyy′ +

pxy′py′y
pxy

)
− 2

∑
y∈S1(x)

∑
z∈S2(x)

pxy
p2yz

p
(2)
xz

. (A.14)

Next we analyse the structure of the matrix Q(x) via certain Laplacians, extending results
in [12, Section 8]. Let ∆S1(x) be the Laplacian of the weighted graph with the vertex set
{y1, y2, . . . , ym}, the vertex measure µ ≡ 1, and the symmetric edge-weight function given
by

wS1(x)
yiyj :=

1

2
pxyipyiyj +

1

2
pxyjpyjyi .

That is, for any function f : {y1, y2, . . . , ym} → R, we have

∆S1(x)f(yi) =
∑
j∈[m]

wS1(x)
yiyj (f(yj)− f(yi)),

where we use the notation [m] := {1, 2, . . . ,m}. We observe that∑
j∈[m]

wS1(x)
yiyj =

1

2
pxyi

∑
yj∈S1(x)

pyiyj +
1

2

∑
yj∈S1(x)

pxyjpyjyi .

We then derive from (A.5) and (A.6) that

Γ2(x)S1,S1 = −∆S1(x) +
1

2

(
∆(x)∆(x)>

)
1̂
− 1

4

dx
µx

diag(∆(x)S1) + diag(w1(x)), (A.15)

where ∆S1(x) stands here for the corresponding Laplacian matrix and w1(x) denotes the
m-dimensional vector with the i-th entry given by

3

4
pxyi(p

−(yi) + p+(yi)) +
1

4

∑
y′∈S1(x)

(pxyipyiy′ − pxy′py′yi).

In the above we use the notations p−(y) = pyx and p+(y) =
∑

z∈S2(x)
pyz for y ∈ S1(x).

Let ∆S′1(x)
be the Laplacian on the weighted graph with the vertex set {y1, y2, . . . , ym},

the vertex measure µ ≡ 1, and the symmetric edge-weight function given by

w
S′1(x)
yiyj :=

∑
z∈S2(x)

pxyipyizpxyjpyjz

p
(2)
xz

for i 6= j, and 0 otherwise.
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As an operator, we have for any function f : {y1, y2, . . . , ym} → R,

∆S′1(x)
f(yi) =

∑
j∈[m]

w
S′1(x)
yiyj (f(yj)− f(yi)).

Observe that ∑
j∈[m]

w
S′1(x)
yiyj = pxyip

+(yi)−
∑

z∈S2(x)

p2xyip
2
yiz

p
(2)
xz

.

We then derive form (A.10) that

Γ2(x)S1,S2Γ2(x)−1S2,S2
Γ2(x)S2,S1 = ∆S′1(x)

+ diag((pxy1p
+(y1) · · · pxymp+(ym))>). (A.16)

Combing (A.15) and (A.16), we arrive at

Q(x) = −∆S′′1 (x)
+

1

2

(
∆(x)∆(x)>

)
1̂
− 1

4

dx
µx

diag(∆(x)S1) + diag(w(x)), (A.17)

where ∆S′′1 (x)
:= ∆S1(x) + ∆S′1(x)

and w(x) is the m-dimensional vector with the i-th entry
given by

3

4
pxyip

−(yi)−
1

4
pxyip

+(yi) +
1

4

∑
y′∈S1(x)

(pxyipyiy′ − pxy′py′yi).

In terms of the Laplacian ∆S′′1 (x)
, we have the following identity from (A.17)

A∞(x) =− 2 diag(v0)
−1∆S′′1 (x)

diag(v0)
−1 + v0v

>
0 −

1

2

dx
µx

Id (A.18)

+
1

2
diag




3p−(y1)− p+(y1) +
∑

y′∈S1(x)

pxy1py1y′
−pxy′py′y1

pxy1
...

3p−(ym)− p+(ym) +
∑

y′∈S1(x)

pxympymy′−pxy′py′ym
pxym


 .

We conclude this Appendix with the following Lemma.

Lemma A.1. Let G = (V,w, µ) be a weighted graph. Then we have for any x ∈ V ,

v0(x)>A∞(x)v0(x)

v0(x)>v0(x)
=

1

2

dx
µx

+ 3
µx
dx
p(2)xx −

µx
dx

∑
z∈S2(x)

p(2)xz

 =: K0
∞(x).

Proof. By (A.13), we obtain

v0(x)>A∞(x)v0(x) =
∑
i,j

√
pxyipxyjA∞(x)yiyj = 2

∑
i,j

Q(x)yiyj .

We will continue the calculation by applying (A.17). We observe the following facts:∑
i,j

∆S′′1
(x)yiyj = 0 and

∑
i

∑
y′∈S1(x)

(pxyipyiy′ − pxy′py′yi) = 0.
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Furthermore, we derive from (A.1) that
∑

i,j

((
∆(x)∆(x)>

)
1̂

)
yiyj

=
(
dx
µx

)2
. Therefore,

applying (A.17) yields that

2
∑
i,j

Q(x)yiyj =
1

2

(
dx
µx

)2

+
1

2

∑
i

(
3pxyip

−(yi)− pxyip+(yi)
)

=
1

2

(
dx
µx

)2

+
1

2

3p(2)xx −
∑

z∈S2(x)

p(2)xz

 .

Recalling that v0(x)>v0(x) = dx
µx

, we finish the proof of this lemma.
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