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Generative artificial intelligence in education: (what) are we 
thinking?
Cristina Costa a and Mark Murphy b

aSchool of Education, Durham University, Durham, UK; bSchool of Education, University of Glasgow, Glasgow, 
Scotland

ABSTRACT  
Debates linking generative artificial intelligence (Gen-AI) to knowledge 
work have become increasingly popular, with discussions of 
technological innovation and information production efficiency central 
to the justification of its integration in education contexts. Questions 
are however raised about the intellectual capacities that these 
technologies appear to replace or provide, with a special emphasis 
placed on the activity of thinking, an element so essential to a 
contemplative life. Inspired by Arendt’s preoccupation with society’s 
state of ‘thoughtlessness’ and Freire’s critical pedagogy, this article 
explores how the role of thinking is impacted by the introduction of 
Gen-AI in education. Via these theoretical engagements, we argue that 
the presence of Gen-AI in education can have serious consequences for 
the intellectual development of individuals and that working towards a 
culture of learning that responsibilises thinking, also as a form of 
intellectual honesty, is key to preserving individuals’ thinking agency.

ARTICLE HISTORY
Received 10 December 2024 
Accepted 5 June 2025  

KEYWORDS  
Gen-AI; critical pedagogy; 
Hannah Arendt; thinking; 
intellectual honesty

Introduction

Debates linking generative artificial intelligence1 (Gen-AI) to education have taken on a whole new 
dimension since the official release of ChatGPT at the end of 2022. ChatGPT and related chatbots, 
such as Deepseek, are a type of Gen-AI trained on language patterns with the purpose of producing 
linguistically coherent narratives. This gives the illusion that Gen-AI technology is endowed with 
the capacities of thinking and reasoning so essential to the original production of knowledge. 
The power of Gen-AI lies in the synthesis of comprehensive information openly available online, 
a much faster process compared to any normal human processing.

Perspectives regarding the impact of Gen-AI in the field of education have highlighted the 
pros and cons of technological developments with little space for the development of more com-
plex stances about the role of technology and education. On the one hand, Gen-AI is cham-
pioned for its speculative potential for promoting thinking and creativity (Vinchon et al. 
2023), notwithstanding the current lack of evidence in this regard. On the other hand, the 
debate is linked to ongoing concerns about academic plagiarism, renewing the moral panic sur-
rounding academic misconduct in graduate and postgraduate study, and increasingly also in 
published work (Martin 2013). These concerns build on the effects of contract cheating services, 
such as essay mills (Lancaster 2020), and its impact on unsupervised assessment formats such as 
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essays and reports, that are used as key indicators of students’ learning performance and success 
(Macfarlane 2015).

While those enthusiastic about Gen-AI portray these technologies as inevitable innovations for 
societal progress (Baidoo-Anu and Owusu Ansah 2023), more sceptical commentators are worried 
about how it will affect intellectual autonomy and human activity within and beyond education (Lo 
2023). These concerns are valid and invite questions such as whether Gen-AI can pose as a bastion 
of information freedom or provide the next level of knowledge domination. This is a pertinent 
inquiry, not least given the increased effects of digital capitalism on society, also exemplified by 
the growth of misinformation and conspiracy theories that threaten to impose an infocratic regime 
(Han 2022).

Inspired by Hannah Arendt’s phenomenological approach (1958) and her preoccupation with 
society’s increased state of ‘thoughtlessness’, we set off to explore how the role of thinking is 
impacted by the introduction of Gen-AI in education. This in turn invites reflections on the motiv-
ations behind the fast acceptance of Gen-AI in education, when the field is known for responding 
slowly to change (Selwyn 2016), and the implications for educational provision, including how the 
activity of thinking is considered in education. A critical stance is overdue regarding the impli-
cations of Gen-AI on current understandings of education, its agents’ practices as well as contem-
porary (democratic) societies. Central to this analysis is the question of whether thinking can, or 
should, be automated. Following this line of inquiry, this paper points towards the essentiality of 
linking thinking with an educational culture that recognise students’ learning processes.

Pairing the concepts of thinking discussed in Arendt’s work (1958) with a critical conception of 
learning as an engaged practice, this article provides a critique regarding the uneasy match of 
Gen-AI with education practices that are centred on forms of intellectual empowerment and 
democratic participation (see Freire 2001). The article starts by providing an overview of the 
rapid integration of Gen-AI in education. It then moves on to situate Gen-AI information abilities 
in the context of critical pedagogical traditions. This argument is further extended through dis-
cussions regarding the importance of thinking and learning cultures to the processes of meaning 
making. Akin to Freire’s conception of critical consciousness (2005), this approach places onus on 
students as active agents in their own learning, while emphasising the role of educators in engender-
ing meaningful learning. The paper finishes with a discussion on the practice of intellectual honesty in 
the context of enabling responsible thinking, i.e., thinking derived from one’s own contemplative 
activity.

GEN-AI and its rapid acceptance in education

Schools and higher education institutions around the globe, including the UK Higher Education 
elite group2, have started to declare their commitment towards Gen-AI technological advance-
ments. Although understandable in the aftermath of Covid-19 experiences that tested education 
institutions’ technological agility (Costa and Li 2023), the underlying message suggested by these 
education directives is evident: change is afoot. This is also made clear by the little to no resistance 
to its effects, as big tech companies start to insert Gen-AI into their search engines and tools.

This lack of resistance is manifested in particular, troubling, ways. For example, while education 
labour unions have considered the ways in which Gen-AI can be employed in education and 
have shown concerns over the environmental and intellectual property impacts of Gen-AI (Preton 
2021), thus far there has been little resistance regarding Gen-AI in education, especially as govern-
ments start to publish their AI strategies and investment plans (see Watermeyer et al. 2024). This is 
unlike the creative industries that have strongly protested the threats of Gen-AI to their workers’ 
livelihoods (Walton 2024). This is somewhat surprising given the questions Gen-AI raise for edu-
cation and knowledge work in general. Even more concerning from a pedagogical perspective, the 
integration of Gen-AI in education is often aligned with a rhetoric of effective teaching (Mishra, 
Warr, and Islam 2023) and curriculum adaptation to technology, not pedagogy, as well as a growing 
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emphasis on personalised learning experiences. These are increasingly popular marketing slogans 
used in the selling of automated services for educational institutions.

The reconfiguration of education to promote varied student activity and teaching and learning as 
an experience of dialogic learning and plurality of ideas has received far less emphasis (see Costa 
et al. 2023). A technicist perspective is thus triumphing in education, a perspective that gained con-
siderable traction during the Covid-19 pandemic and the digital capitalist ventures it enabled (Patil 
2021). This is so in spite of critical educators’ decades-long warnings concerning the nefarious 
effects of education ideologies that rely on technical approaches (see for example, Apple 2012; 
Paraskeva 2017; amongst others), for fear it will reduce opportunities for critical consciousness3

(Freire 1970; 2018) and learning autonomy (Freire 2001), via its instrumentalisation. This concern 
is now materialised via the digitisation of a global public sphere, where the apparent democratisa-
tion of learning – as enacted via an open knowledge approach accessed and co-produced by the 
masses – is also used and manipulated by Gen-AI.

More generally, the lack of a considered thoughtful debate on the potential educational impacts 
of Gen-AI brings into question the usefulness of formal education as a respectable knowledge gate-
keeper and the culture of learning that it aims to instil. The impact of this reality is a distortion of 
public opinion regarding what role is given to education and the purpose of pedagogical practices 
that assist it. The confusion lies in assuming that the role of education is primarily one of function, 
of delivering technical skills for employability which inevitably marginalises ‘impractical’ talk of 
critical knowledge and democratisation. This is also a perspective increasingly endorsed by the stu-
dent body, who, once faced with a more performative side of education, is likely to be inclined to 
perceive these technologies as a convenient solution to the demands of learning productivity, study 
efficiency (Chan and Lee 2023) and the pressures derived from it. This instrumental and consumer-
ist stance towards education is a world away from Freire’s critical conception of education (Freire 
1983, p.5), one in which education is geared towards ‘ … being in the world and knowing and com-
prehending the world’ (Babu 2024, p.14).

What format Gen-AI motivated changes will take is decisive for the future social role of edu-
cation. Education can submit itself to technological domination, rationalising AI skill development 
as the latest educational and ethical need, as suggested by the Russell group consortium, or instead 
channel energy into promoting students’ intellectual agency. This latter aspect seems to have 
acquired less relevance in current debates that are predominantly focused on discourses of inno-
vation and the tailoring of curriculum to suit Gen-AI integration (see for example, Karpouzis 
et al. 2024). Less space has thus been made to discuss how education will be impacted and/or 
restored for the development of a learning culture that relies on individuals’ own cognitive and col-
lective actions.

To this end, we contend that Gen-AI and digital platforms in general are ripe for instigating an 
educational crisis. This can be a good thing. It is an opportunity to rethink what culture(s) of learn-
ing are possible when responding to the effects of Gen-AI on one’s capacity of thinking not only 
critically but independently. In this regard, a key challenge for education in times of Gen-AI is 
to distinguish itself from what Gen-AI can currently offer, which is curated information (Costa 
and Murphy 2025). This is where attention to education approaches and curriculum designs can 
be given, approaches and designs that promote meaning in and for learning and render visible 
the actions of students as valued activities and respected participation.

GEN-AI and critical education: uneasy bedfellows

How do Gen-AI and critical education speak to each other, especially given the latter’s focus on 
democratisation and social transformation? A super-efficient form of information technology4, 
Gen-AI has the potential to unleash rapid social transformation. Given its implications for knowl-
edge work, it is not only expected that Gen-AI will revolutionise citizens’ interactions with infor-
mation but also make numerous human activities redundant in the world of (knowledge) work. 
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This type of social transformation sits uneasily alongside the exercise of intellectual engagement, a 
cornerstone of critical pedagogical work. Education as an engaged practice emphasises teaching and 
learning processes as creative acts of knowing (Shor and Freire 1987). Acts of knowing are enabled 
by the interlinked critical education elements of problematization (often translated into English as 
problem-posing), reflection and critical dialogue. Together, these elements are wrapped into a prac-
tice of critical thinking (Freire 1970, 56) crucial to the development of an individual’s intellectual 
autonomy.

At a pedagogical level, this is where things become problematic in a Gen-AI world. Intellectual 
autonomy includes the capacity to ponder and question the conditions under which information is 
provided and the ability to make ethical judgements about the issues under examination. This is 
distinct from an aptitude for consuming information as a main form of knowledge acquisition. 
Intellectual autonomy is therefore associated with the activity of thinking reflectively, a process 
of (self) formation (Bildung in the German tradition) that is built in dialogue with oneself and 
others. It is an untransferable activity that is contingent on the involvement of the knowing indi-
vidual in the cultivation of thinking as a pathway for opinion formation. A key role of critical edu-
cation is then of linking the knowing individual with key knowing processes, so that they can 
perceive the intrinsic value of knowledge cultivation; otherwise knowledge activity becomes 
reified, estranging the knower from the production of knowledge (see Lukács 1923).

The technical ability of Gen-AI, however, enables the separation of knowledge production from 
the activity of knowing, thus leaving those in charge of knowing with a meaningless task. This sep-
aration is a problem, because ‘human beings have a deep-seated need for meaningfulness in every-
thing they do (…)’ (Honneth 2024, 12), including in education, a world embedded at it best in 
meaning making. When education is viewed as merely performative, students and educators are 
more likely to approach learning as an objectification of educational qualifications, thus privileging 
learning outcomes over learning processes. The fissure between an understanding of education as 
an engaged practice (hooks 2010) and education as a product can thus be exacerbated. Whereas the 
former approach fights for intellectual autonomy, the latter is likely to lower the demands on intel-
lectual work (Lingard 2007).

This is why, in times of Gen-AI, the principle of a critical pedagogy remains as relevant and as 
radical as it was during Freire’s plight against the intellectual enslavement (1970) of individuals 
whom he had in mind when developing the foundations of the Pedagogy of the Oppressed. While 
the contexts of education have changed via globalising imperatives and technological developments, 
the pursuit of intellectual liberation has never been more relevant, nor has the scepticism over the 
influence of technology on modern life. The key difference between now and then is that instead of 
focusing on the oppressions of low educated classes and rural reforms (Grollios et al. 2015, 113), the 
gaze is turned to the (re)formulation of education by Gen-AI technologies and the struggles of tea-
chers and students as digital users. These struggles relate in part to the optimisation of information 
that deify machine learning and which in turn minimises the importance of fundamental intellec-
tual practices – those of listening and reading, thinking and reasoning as well as communicative and 
discursive practices (see hooks 2010) – that are crucial to the development of an informed mind 
(Han 2022).

Individuals’ active engagement in mental work is fundamental to their intellectual development 
and to processes of meaning making. This activity is best not outsourced to third parties, because it 
also has repercussions regarding one’s intellectual autonomy (Costa and Murphy 2025). More con-
cretely, a culture of learning that encourages critical intellectual engagement sits in opposition to a 
banking education approach, which as an instrument of oppression relies on transfers of infor-
mation (see Freire 1970). Intellectual work on the other hand rests on activities of ‘critical reflection, 
curiosity, demanding questioning, uneasiness, uncertainty (…)’ (Shor and Freire 1987, 8) that can-
not be achieved by reducing mental activities to accessing Gen-AI produced information. Rather, 
what Gen-AI produced information can more easily do, when controlled by groups with vested 
interests, is encourage intellectual sedentarism and help propagate misinformation.
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Here, Gen-AI promotes the utilitarian value of easy access to information (Brinkmann 2024). In 
performative focused educational systems this is a dangerous temptation, giving in to the pressures 
derived from impersonal, measurable forms of assessment that count as the main form of learning 
recognition (McArthur 2016). In this way, Gen-AI supported education helps strengthen instru-
mentalist views of education processes. Another contribution of Gen-AI technologies to education 
seems to be one of encouraging learning avoidance by making the detection of plagiarism harder 
(Chomsky 2023). More worringly, a ripple effect of these technologies may well encourage unthink-
ing through authorised digital processes, with evidence starting to suggest a growing dependency on 
such tools (Fan et al. 2025) as well as reduced analytical skills in individuals due to a high level of 
trust in AI (Lee et al. 2025). This is projected to deepen educational disparities (Bulathwela et al. 
2024), especially in settings of cultural deprivation and/or for individuals who objectively conceive 
of education as a qualification instead of an intellectual experience. In short, while Gen-AI technol-
ogies can be easily reconciled with education systems that appeal to a performative culture, Gen-AI 
technologies sit uncomfortably alongside more critical education approaches as they seek to cir-
cumvent essential steps linked to the processes essential to critical thinking.

Gen-AI and the capacity of thinking

A key objective of critical education is to expose students to a culture of learning that fosters their 
intellectual autonomy (see Costa and Murphy 2025), with which the search for meaning as a reflec-
tive action is intrinsically associated. This speaks to Freire’s (1970) maxim that education is some-
thing one works for rather than is given to i.e., that there is hard and challenging work involved. 
These analytical practices require prompts for thinking that Gen-AI appear to bypass through 
the provision of direct answers, while inevitably raising questions regarding the foundational 
basis, intent and algorithmic nature of the knowledge source provided.

This invisibility of thinking can easily be deemed inefficient, especially in contexts that aim to 
optimise time-consuming activities as is the case of intellectual work. This is a dilemma for edu-
cation with regards to the imperatives of a fast-paced society, but which may well justify the excite-
ment for AI literacy (Ng et al. 2021). While proposals of AI literacy place emphasis on skill 
development and ethics, these debates, as well as existing guidelines (See Russell Group or 
UNESCO, for example) remain general, somewhat abstract, and lacking considerations regarding 
the activity of thinking as an essential part of cultivating one’s intellectual life. These debates are 
often framed from a corporate perspective (Dubber et al. 2020), aligned with external imperatives 
of consumption, time-saving and efficiency; imperatives that are at odds with the laborious task of 
thinking.

This observation is not alien to Arendt’s work (1958) regarding the interface between technology 
and the human condition, work that can act as a useful guide in exploring the relation between edu-
cation and Gen-AI from a critical view-point. In particular, her writings on ‘thoughtlessness’, on the 
relation between thinking and understanding, and her musings on the importance of stillness, have 
a great deal to contribute to this current discussion.

First of all, Arendt’s expressed a lifelong interest in the question of ‘thoughtlessness’ which in her 
view can result in a propensity for ‘evildoing’ (Arendt 1963). She relates evildoing to the inability to 
think for oneself and from the perspective of others, or being able to imagine the world outside of 
what is taken for granted. In the context of Arendt’s work focused on the holocaust, evil is encoun-
tered in the absence of the exercise of consciousness (Hartouni 2012), in a state of unthinking. The 
idea of thoughtlessness points towards one’s propensity for complacency, risking one’s inconside-
rate submission to ideology (Schiff 2014). Furthermore, in the context of Arendt’s work, thought-
lessness involves a trade-off: critical thinking for propaganda.

Linked to this is Arendt’s perspective on the distinction between thinking and understanding – 
Vernunft and Verstand in German. Thinking and understanding are in her view two central human 
faculties for the development of mental activity and intellectual engagement with oneself, others 
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and the world (see Arendt 1971). For Arendt thinking is the gateway to understanding whereas 
understanding is concerned with a mental conception of truth (see Arendt 1971) that can eventually 
be materialised in the production of knowledge. With this Arendt ‘problematizes the sciences for 
indexing thinking to the truth’ (Gaffney 2024, 4). In so doing, she places thinking at the service 
of meaning making. Meaning making in her view is different from the goal of knowledge 
production.

What is more, from Arendt’s (1971) perspective, thinking is regarded as an invisible action 
whose only productive effect is reflexivity. Thinking is conceptualised as a quest for the meaning 
of things rather than the tangible production of knowledge. Thinking starts and ends with the indi-
viduals’ exercise of reasoning. As a result, it is a personal endeavour that cannot be relegated to 
others (or machines). Understanding, on the other hand, is related to the capacity of making 
sense of what the mind encounters in reflection; it is the intellectualisation of thinking capable 
of producing something more concrete, i.e., knowledge. Thinking and understanding are separate 
yet interrelated steps in the development of mental activity which once overridden by artificial 
means can compromise the course of intellectual work and its plurality.

This emphasis on avoiding unthinking and the conflation of thinking with understanding, are 
joined by a focus on the state of thinking in Arendt’s analysis. Thinking is in Arendt’s view 
(1958) a dialogue with oneself. It is predicated on a state of stillness (1958, 70). Implicated in 
this is an individual’s withdrawal from the physical world in favour of inner activity. To think is 
thus to embrace a contemplative life that serves the sole purpose of fulfilling one’s ‘reason’s 
need’ (ibid).

What do these elements of a theory of thinking add to the current discussion? First of all, deter-
mined efforts to avoid thoughtlessness sits awkwardly with what Gen-AI can enable which is 
immediate access to selected information at the request of the user. This offering diverges from 
the purpose of engendering a culture of learning that aims to prompt intellectual action. This intel-
lectual action entails more than working through content knowledge. Following a critical tradition, 
it also inspires questions regarding who we are and what we stand for in relation to what is being 
learnt and the information that is available. Related to it is the lack of transparency surrounding the 
type of information Gen-AI tools draw on and the intent they aim to serve: who are these technol-
ogies truly benefitting? Questions can also be raised as to what other forms of information are 
excluded and why.

In the context of Gen-AI the exchange that is being proposed is one of curtailing the processes of 
meaning making for the automation of information, which can pass as one’s knowledge. Thinking 
skills thus run the risk of being devalued by the automation of information. The benefit of ready- 
made information weighs in against the inhibition of creative thinking, i.e., of the ability to generate 
new ideas. Arendt’s work on thinking is in this regard of great educational value in that it can 
expose the qualities of Gen-AI as potentially encouraging ‘non-thinking’; a practice at odds with 
any education system that aims to promote a critical version of an individual’s independent action. 
In other words, positioning Gen-AI as a potential instrumentalisation of non-thinking ‘is not only a 
threat to the development of the capacity for critical thought but also to the development of auton-
omy and the capacity for moral judgement’ (Morgan 2016, 173).

The question then is not so much whether Gen-AI can emulate thinking, but what impact it can 
have on the thinking capability of humans. This is where the relation to understanding becomes 
ever more significant. Gen-AI features may give the impression that understanding can happen 
without thinking, via the production of quick answers. This concern is at first not that different 
from the expressed scepticism towards technology that is seen to replace basic educational activities, 
as for example, calculators. Calculators have been both praised and argued against aiding simple 
mathematical skills and problem-solving (Jiang et al. 2023). The difference with Gen-AI is that it 
valorises the notion that thinking can be an effortless task, one that sits outside individuals’ actions. 
Moreover, Gen-AI casts thinking through a problem-solving approach by quickly formulating 
answers to the questions users input onto the system. Thinking, especially of a critical kind, 
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however, is invested in problem-posing (Freire 1970), which requires a complex process of contem-
plation that is personal and which only the individual can perform (Bruner 1986).

Finally, when it comes to the state of thinking itself, Arendt’s commentary suggests that 
the oncoming force of Gen-AI is far removed from any reasonable notion of stillness: Instead, 
Gen-AI is tasked with creating responses. Its current state is monological at best, although there 
are indications this may change to become more interactive. Regardless, Gen-AI main contribution 
is the externalisation of information via the automation of comprehensive text. Remarkably, this 
commotion of productivity contrasts with the exercise of thoughtfulness that does not strive for 
visibility, i.e., productive effect, but which neither aims to avoid intellectual work. This is a key 
issue in the hidden curriculum of Gen-AI, in that it gives the impression that it can think. What 
it can and does well is to automate the process of information compilation. It can thus be argued 
that a possible Gen-AI outcome where individuals’ thinking abilities are concerned is cognitive 
dependency. In short, the automated ability of creating comprehensive narratives is indeed an 
impressive and seductive feature of information productivity (Costa and Murphy 2025). Yet it is 
one that alienates intellectual activity, especially processes of meaning making to which the inward 
activity of thinking is crucial.

Towards a culture of learning that responsibilises thinking

With the above we have sketched out some of the ramifications of Arendt’s ideas for critical edu-
cative approaches to Gen-AI. But to enhance this connection, it is important to also embrace 
Arendt’s views on the politics of thinking, a politics witnessed in her view on reponsible thinking. 
For Arendt (2005), responsibility towards the activity of thinking is essential for democratic edu-
cation as well as democratic life. Arendt (2005) works with the idea of responsibility to encourage 
the principle of human progress, giving it a much-needed positive spin (Schwartz 2016) instead of 
leveraging it to point out possible causes of regression. Responsibility is, in this sense, better aligned 
with an understanding of proactive response rather than liability. Concerning the use of Gen-AI in 
education this means that instead of pointing the finger at such technological developments as the 
possible demise of education, we centre the responsibility on the initiatives education can undertake 
to respond to any potential harmful effects. In this context, the idea and practice of responsibility is 
interlaced with the activity of thinking, aiming to link experiences to the meanings that are achieved 
within and outside the individual (Arendt 2005). The purpose, much like that of critical education 
and the culture of learning it aims to instigate, is to encourage a plurality of perspectives, ‘ … a 
frame of mind in which the self, instead of being enwrapped in itself as if it were the whole 
world, regards itself as a citizen of the world’ (ibid, p.131).

Responsibility is then conceived from a perspective of how to act in the world, an act that gives 
the individual the possibility to affect and be affected by others (and things). The principle of 
responsibility is in this way associated with the ability to address questions of (in)justice, (dis/ 
em)power(ment) and/or (in)equality, including in learning, and how students are prompted to 
make sense of themselves and the social world, what influences them as well as the technology 
they use. Responsible activity becomes a key step towards autonomous learning, not only in foster-
ing the ability to think independently but also in understanding the influence of information 
sources individuals draw upon to inform their opinions. In an Arendtian perspective, de-responsi-
bilisation of action is therefore not a possibility, given that responsibility presupposes active 
decision making, one that is informed by thinking and judgement (Arendt 2005). Compliance 
and convenience do not correspond to the intent of critical thinking needed to empower individ-
uals’ intellectual autonomy within and outside the educational sphere.

Arendt’s take on responsibility further invites us to question the role education plays in and for 
society (1954/2006), a society that is increasingly vulnerable to information technology domination. 
The struggle with intellectual responsibility is then expected, a struggle regarding the sort of com-
mitment essential to the pursuit of a ‘full autonomous independence of reason’ (Arendt 1971, 95). 
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That said, the concept of responsibility is not centred on the moralisation of Gen-AI and the actions 
associated with it, as otherwise we risk falling into the polarisation of such important debates (see 
Costa, Hammond, and Younie 2019). Rather, responsibility is seen as a reflective action that evi-
dences one’s own judging capacity as a sign of ‘enlarged mentality’ (Arendt 1971, 94), i.e., of think-
ing through the consequences of such actions for oneself and others. Responsibility is an act of 
thoughtful response that requires honest action where one’s intellectual endeavours are concerned.

In this regard, a main challenge for education is how to encourage a culture of responsible learn-
ing that recognises the activity of thinking (with oneself and others) as holding prime value for both 
educational experiences and society at large. The development of individuals as responsible think-
ing beings is thus also a response to the mechanism of intellectual oppression and inequality that 
technologies such as Gen-AI potentially bring to education. In a digitally mediated world, this also 
entails exploring the effects Gen-AI can have on oneself and others. Given the prevalence of Gen-AI 
in day-to-day work productivity tools and social life applications, it is unlikely it can be avoided 
altogether. The onus then falls on educators to engender a culture of learning that is responsible 
and critical of the effects of these technologies.

Intellectual honesty: awakening the responsible learner

This alignment of pedagogy and politics, via the ideas of Arendt, can find a suitable foundation in 
what we refer to as intellectual honesty, an honesty for which this type of responsible thinking is 
indispensable. Indeed, Arendt’s conception of responsibility is completely opposed to the absence 
of thinking. Instead, it defends the centrality of independent thinking to the thriving of a just society 
and freedom from technological tyranny (Costa and Murphy 2025). Additionally, the act of think-
ing critically is the binding pedagogical principle of an education that aims to galvanise learning and 
the cultivation of the mind, as proposed by Freire and his associates. Criticality demands intellectual 
discipline from knowing individuals who do not take information at face value and instead compel 
themselves to question what is given and assumed (Shor and Freire 1987). Criticality in this for-
mation is a kind of intellectual honesty that can act as a guiding principle for an engaged and reflec-
tive approach to education.

The pursuit of intellectual honesty can encourage in the individual a strong commitment to the 
learning process, one that rests on an understanding of responsibility (Moser 2017) as an active com-
mitment to learning. It is equally a form of respect towards oneself and the other, in that individuals 
can find meaning and fulfilment in the practices of knowledge production as well as in the stretching 
of their mental capacities. Knowledge production as an internal creative process is thus a represen-
tation of one’s investment in the world of ideas and engagement with others and their worlds.

Starting from the perspective that knowledge needs to be worked for (hooks 2010), critical edu-
cation finds it hard to fully support ‘Gen-AI as a gift of information’ (Costa and Murphy 2025). This 
stance also works as resistance against the suffocation of a digital ‘market ethics’ (Freire 2001, 25) 
that places technical progress above the benefits of intellectual development. Intellectual honesty as 
an approach to learning can only accommodate so much of what Gen-AI technologies can offer.

This understanding of Gen-AI technologies is key to the pathologizing of the current crisis of 
education, one that is enmeshed in an ideology of digital function and the loss of scholarly auth-
ority. The emphasis on fast, tailor-made information speaks to a rationality of convenience and 
efficiency instead of equipping individuals with learning principles (Arendt 1954/2006) that can 
lead them towards a path of responsible learning. The outcome is not that of participation in mean-
ingful knowledge processes, but of access to curated narratives from which the individual can 
remain detached, cognitively speaking. When intellectual honesty – and the agency that assists it 
– is conveyed as non-essential, the way students position themselves and are positioned in edu-
cation is likely to be impacted.

The commitment towards intellectual honesty is a reflection of a deontological approach that 
education is not an isolated act, but one that is best developed through a pedagogy that demands 
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active input. Intellectual honesty is established through a strong pledge to ethics and a commitment 
to democratic life and education. The authorship of one’s knowledge work becomes a direct reflec-
tion of one’s engaged learning and where thinking autonomy reigns over self-interest, despite the 
magnetism of ‘fast information’ in what Rosa calls an accelerated society (2013).

This is an issue of how education reformulates learning engagement and participation to recog-
nise students’ contributions to one’s own and others learning as key to a responsible learning cul-
ture. In opposition, an individualistic culture of learning is likely to lead to more customisable 
technological solutions. These innovations cannot, and will not, be stopped, as they are seeped 
into the background of knowledge work productivity tools. However, there is space to think 
about which Gen-AI features are not detrimental to one’s mental work and which ones may 
affect individuals’ intellectual autonomy. How education responds to this via the cultures of learn-
ing it aims to instil will be critical to the future of education.

Some concluding remarks

The originality of this essay lies in linking critical pedagogical thought with Arendt’s work on think-
ing as a way of positioning Gen-AI as a potential threat to intellectual work and responsible action. 
We argue that effects arising from the presence of Gen-AI technologies in education can have 
serious consequences for the intellectual development of individuals. The implications are pro-
found in a so-called digitised knowledge society, including the sidelining of the activities of thinking 
and reasoning in favour of the automation of information.

For all the positive stories, the simplification of learning processes as imparted by Gen-AI are 
therefore likely to alienate one’s participation in learning via the promotion of thoughtlessness 
and lack of meaning, especially if cultures of learning are not developed to counteract it. This rep-
resents an ethical concern for education, an attack on individuals’ academic capacities as well as 
intellectual integrity. At the crux of this is the preservation of individuals’ autonomy and agency 
as a form of responsible action.

Critical approaches to education can be cast as interventions (see Freire 2001, 90), operating on 
the premises of an active commitment to intellectual honesty. This speaks to an approach that does 
not see Gen-AI technologies as the new master of knowledge nor does it assume that students as 
citizens can be regarded as mere recipients of information. Rather, such dualistic approaches are 
contested in this paper in acknowledgement of a much more dynamic proposal of education. 
This is one where actors are made responsibile for the learning processes they adopt and from 
which individuals can practise intellectual honesty and also extract meaning from such experiences, 
as a collective effort.

What is more, education that is critical does not erase the role or action of the individual in 
learning; it rather renders them visible as key to one’s sense of worth when engaged with the com-
plexity of the world. This observation places great emphasis on education as an engaged practice, 
which has been deemed a key imperative of critical pedagogy and which now can work as a counter 
response to the dependence and/or possible surrender to machine learning.

Notes
1. While we acknowledge that there are many types of Generative AI (Gen-AI), including generative adversarial 

networks (GANs), variational autoencoders (VAEs), recurrent neural networks (RNNs), or neural radiance 
fields (NeRFs), to name a few, this paper focuses on large language AI models that generate human-like 
text based on prompts. In the world of education, tools like ChatGPT and Deepseek are increasingly popular 
in knowledge work contexts.

2. In July 4th, 2023 the Russell Group consortium of Universities in the UK published the ‘Russell Group prin-
ciples on the use of generative AI tools in education’ paper https://russellgroup.ac.uk/media/6137/rg_ai_ 
principles-final.pdf . While the guidelines outline that AI tools may not respond to ethical codes, it is postu-
lated that ‘incorporating the use of generative AI tools into teaching methods and assessments has the 
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potential to enhance the student learning experience, improve critical reasoning skills and prepare students for 
the real-world applications of the generative AI technologies they will encounter beyond university’.

3. ‘Critical consciousness’, i.e., conscientização, is a pedagogical tool of intellectual freedom emancipation. It is a 
form of deep learning that requires a critical reading of one’s reality. It is also a form of education that cannot 
simply be given or received; it needs to be developed by the self.

4. The aspect of efficiency denoted in this statement relates to Gen-AI’s capacity to create information much 
faster than is humanly possible. This should not detract from the concerns regarding environmental impact 
or energy waste produced by the computing infrastructure necessary to accommodate these technologies, a 
topic that sits outside the scope of this article.
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