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1. Introduction

Aim. The main aim of this article is to draw more attention to (geometric) analysis 
of non-linear heat flow. The linear theory had been developed intensively and extensively 
in connection with two powerful theories: Dirichlet forms related to probability theory 
and the Γ-calculus à la Bakry and Émery related to differential geometry as well as 
geometric analysis. A non-linear analogue to the Γ-calculus has been investigated on 
Finsler manifolds (of Ricci curvature bounded below in an appropriate way) by the first 
author and Sturm [28–31,33]. Then it is natural to expect a more general theory of 
non-linear heat semigroups as a non-linear counterpart to the theory of Dirichlet forms, 
however, there is surprisingly no result in such a direction. In this article, to motivate 
further studies of non-linear heat semigroups, we establish the integral Varadhan short-
time formula for non-linear heat flow on Finsler manifolds.

Background. On a complete Riemannian manifold (M, g) with the Riemannian dis-
tance d, let pt(x, y) be the heat kernel density, i.e., the minimal fundamental solution 
to the heat equation ∂tu = 1

2Δu. From the probabilistic viewpoint, pt(x, y) is the den-
sity function of the transition probability of the Brownian motion in M. The Varadhan 
short-time formula [36] states that the short-time behaviour of pt(x, y) is governed by 
d(x, y) in the following way:

lim
t↓0 

t log pt(x, y) = −1
2d(x, y)2 . (1.1)

The formula (1.1), linking geometry, analysis, and probability, has been studied in 
various settings including complete connected Riemannian manifolds [36], Lipschitz 
manifolds [26], degenerate diffusions on Euclidean spaces [10], sub-Riemannian mani-
folds [7–9,23,24], and metric measure spaces satisfying the quasi Riemannian curvature-
dimension condition [13]. For a more complete review of the literature, we refer readers 
to the references therein.

For spaces not admitting the heat kernel density pt(x, y), the formula (1.1) has been 
generalised as

lim
t↓0 

t log Pt(A,B) = −1
2 d̄m(A,B)2 (1.2)

for A,B ⊂ M with 0 < m(A),m(B) < ∞, where m is the reference measure on M,

Pt(A,B) :=
∫
A 

Tt1Bdm

with the L2-heat semigroup (Tt)t≥0, and d̄m(A,B) is a suitably defined distance-like 
function. In the case of linear heat semigroups, (1.2) has been established in a general 
setting of local Dirichlet spaces [6,20,21], where d̄m(A,B) is induced by a local Dirichlet 
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form. If a local Dirichlet space admits a distance function in the domain of the Dirich-
let form in a compatible way in the sense of the Rademacher-type property and the 
Sobolev-to-Lipschitz property, the set function d̄m(A,B) is indeed identified with the 
distance between A and B; see [11] for details. We refer the readers to the following 
articles for particular spaces: the Wiener space and path/loop groups [1,2,15,16,21], the 
configuration space [12,39] and the Wasserstein space [38].

Main results. We shall generalise (1.2) to non-linear heat flow (Tt)t≥0 on a Finsler 
manifold (M, F ) equipped with a measure m. We do not assume the reversibility of F
(i.e., F (−v) �= F (v) is allowed), thereby the distance function d can be asymmetric. In 
this case, d̄m(A,B) is defined as

d̄m(A,B) := sup 
f∈L

{
ess inf
x∈A 

f(x) − ess sup
y∈B 

f(y)
}

(1.3)

for measurable sets A,B ⊂ M with 0 < m(A),m(B) < ∞, where

L := {f ∈ H1
loc(M) ∩ L∞(M) : F ∗(−df) ≤ 1 a.e.} . (1.4)

We remark that d̄m(A,B) < ∞. The condition F ∗(−df) ≤ 1 roughly means that −f is 
1-Lipschitz, and one can regard that d̄m(A,B) represents the distance from A to B. We 
refer to Subsection 2.1 for precise definitions and notations in Finsler geometry. We also 
set

d(A,B) := inf 
x∈A, y∈B

d(x, y) .

Due to Lemma 3.4 proven later, for open sets A,B ⊂ M, we have

d̄m(A,B) = d(A,B) .

Theorem 1.1. Let (M, F ) be a complete C∞-Finsler manifold equipped with a C∞-
measure m on M with m(M) < ∞. Assume that the uniform convexity and smoothness 
constants are finite. Then, for any measurable sets A,B ⊂ M with 0 < m(A),m(B) < ∞, 
we have

lim
t↓0 

t log Pt(A,B) = −1
2 d̄m(A,B)2 . (1.5)

In particular, for any open sets A,B ⊂ M, we have

lim
t↓0 

t log Pt(A,B) = −1
2d(A,B)2 .

To the best of our knowledge, Theorem 1.1 is the first result establishing the integral 
Varadhan formula for non-linear semigroups. It is unclear whether the pointwise Varad-
han estimate (1.1) can be properly formulated in our setting, since there is no concept of 
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heat kernel density pt(x, y) for non-linear heat semigroups. The assumption m(M) < ∞
is used only for the lower estimate of (1.5). Though this assumption does not seem 
essential, we were not able to drop it due to the technicality of the linearised heat semi-
group; see Subsection 5.6 for more details. The finiteness of the uniform convexity and 
smoothness constants is imposed also for a technical reason of constructing a linearised 
heat semigroup (see Lemma 5.7), and is satisfied by, e.g., compact Finsler manifolds and 
Randers spaces (M, F ), F (v) =

√
g(v, v)+β(v), such that g is a Riemannian metric and 

β is a one-form on M with |β|g ≤ c < 1 for some c < 1.
The asymmetry of the distance function d reveals the probabilistic nature of our 

Varadhan formula, which is not apparent in the symmetric setting. From the analytic 
(PDE) point of view, the semigroup Tt1B in Pt(A,B) =

∫
A

Tt1Bdm could be regarded as 
describing the heat propagation from B, thereby the appearance of the distance d(A,B)
from A to B may be counter-intuitive. From the probabilistic viewpoint (which is a 
dual perspective to the PDE one), however, d(A,B) is natural since Tt1B(x) represents 
the probability that a Brownian motion starting from x lives in B at time t (in the 
Riemannian setting, to be precise; the existence of the Brownian motion is unknown in 
the Finsler case).

The above observation should be compared with the fact that heat flow is regarded as 
the gradient flow of the relative entropy in the L2-Wasserstein space with respect to the 
reverse Finsler structure F (v) = F (−v) (see Remark 2.2). Since d(A,B) coincides with 
the distance from B to A with respect to F , the analytic point of view seems consistent 
with F .

The upper estimate in Theorem 1.1 is more flexible than the lower estimate, and can be 
generalised to the nonsmooth setting as follows, thanks to differential calculus developed 
in [5,18]. We remark that reversible Finsler manifolds (satisfying F (−v) = F (v)) also 
fall into this framework.

Theorem 1.2. Let (X, d,m) be an infinitesimally strictly convex metric measure space. 
Then, for any measurable sets A,B ⊂ X with 0 < m(A),m(B) < ∞, we have

lim sup
t↓0 

t log Pt(A,B) ≤ −1
2d(A,B)2 .

Note that sets A,B ⊂ X in Theorem 1.2 need not be open. If, in addition to the 
infinitesimal strict convexity, the Sobolev space W 1,2(X, d,m) (that is not necessarily a 
Hilbert space in this generality) is reflexive, then, for A,B ⊂ X with 0 < m(A),m(B) <
∞,

lim sup
t↓0 

t log Pt(A,B) ≤ −1
2 d̄m(A,B)2 ,
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where d̄m(A,B) is defined in Subsection 4.2. If, furthermore, (X, d,m) possesses the local 
Sobolev-to-Lipschitz property (see Subsection 4.2), then we have d̄m(A,B) = d(A,B) for 
open sets A,B ⊂ X.

On the one hand, both the infinitesimal strict convexity and the reflexivity of the 
Sobolev space hold, e.g., for RCD spaces. On the other hand, Theorem 1.2 (more 
precisely, Proposition 4.1) can be applied to some spaces without infinitesimal strict 
convexity by approximation; see Remark 4.4, where we discuss the space (Rn, ‖ · ‖p,m)
with the �p norm ‖ · ‖p for 1 ≤ p ≤ ∞ and the Lebesgue measure m.

Compared to the existing literature, there are two difficulties that need to be ad-
dressed: one arises from the fact that the energy form is not bilinear, due to the lack of 
the Leibniz rule for the gradient operator; another difficulty arises due to the lack of sym-
metry: 

∫
M u1Δu2dm �=

∫
M u2Δu1dm, which is relevant to the proof of the lower bound 

of (1.5). To overcome especially the latter point, we employ a linearisation technique for 
the heat semigroup in the Finsler case. This approach is, however, not applicable to the 
non-smooth setting in Theorem 1.2 as we do not know if the linearised semigroup exists 
in metric measure spaces.

The structure of the paper. After reviewing the basics of Finsler geometry in Sec-
tion 2, we study the behaviour of the function d̄m(A,B) in Section 3. Then, we prove the 
upper bound estimate in Theorem 1.1 as well as Theorem 1.2 in Section 4, and Section 5
is devoted to the proof of the lower bound estimate in Theorem 1.1.
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of Science and Technology. Also, we are grateful to Karl-Theodor Sturm for his sugges-
tion regarding Theorem 1.2, which helped us improve the assumption. We also thank 
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2. Preliminaries

We first review the basics of Finsler geometry, and then introduce truncation functions 
as in [21] playing an essential role in the lower estimate in Section 5.

2.1. Finsler manifolds

We refer the readers to [30] for a concise description of the following contents, and 
also to [17,32,33] for the behaviour of heat flow on Finsler manifolds.

Let M be a connected C∞-manifold without boundary of dimension n ≥ 2. Given local 
coordinates (xi)ni=1 on an open set U ⊂ M, we will denote by (xi, vj)ni,j=1 the fibre-wise 
linear coordinates of the tangent bundle TU given by
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v =
n ∑

j=1 
vj

∂

∂xj

∣∣∣
x
∈ TxM , x ∈ U .

We say that a nonnegative function F : TM → [0,∞) is a C∞-Finsler structure on M if 
the following three conditions hold:

(1) (Regularity) F is C∞ on TM \ {0};
(2) (Positive 1-homogeneity) F (cv) = cF (v) for every v ∈ TM and c ≥ 0;
(3) (Strong convexity) For every v ∈ TM \ {0}, the following n × n matrix is positive-

definite:

(
gij(v)

)n
i,j=1 :=

(
1
2
∂2[F 2] 
∂vi∂vj

(v)
)n

i,j=1
. (2.1)

We call a pair (M, F ) a C∞-Finsler manifold. We stress that the 1-homogeneity is im-
posed only in the positive direction, thereby F (−v) �= F (v) is allowed. If F (v) = F (−v)
for all v ∈ TM, then we say that (M, F ) is reversible. The matrix (gij(v)) in (2.1) provides 
an inner product gv of TxM by

gv

(
n ∑

i=1 
ai

∂

∂xi
,

n ∑
j=1 

bj
∂

∂xj

)
:=

n ∑
i,j=1

aibjgij(v) .

We will also make use of their counterparts in the dual space T ∗
xM:

F ∗(α) := sup 
v∈TxM, F (v)=1

α(v) for α ∈ T ∗
xM ,

g∗ij(α) := 1
2
∂2[(F ∗)2]
∂αi∂αj

(α) for α =
n ∑

i=1 
αidxi ∈ T ∗

xM \ {0} ,

g∗α

(
n ∑

i=1 
aidxi,

n ∑
j=1 

bjdxj

)
:=

n ∑
i,j=1

aibjg
∗
ij(α) on T ∗

xM . (2.2)

We remark that, though α(v) ≤ F ∗(α)F (v) holds by definition, α(v) ≥ −F ∗(α)F (v)
does not hold in general due to the irreversibility of F (for example, one cannot replace 
the LHS of (4.4) with its absolute value).

For x, y ∈ M, we define

d(x, y) := inf
η

1 ∫
0 

F
(
η̇(t)

)
dt ,

where the infimum is taken over all piecewise C1-curves η : [0, 1] → M with η(0) = x and 
η(1) = y. Then d provides an asymmetric distance function on M, namely the triangle 
inequality
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d(x, z) ≤ d(x, y) + d(y, z) for all x, y, z ∈ M

holds but d(y, x) may be different from d(x, y). Note that d is symmetric if and only if 
F is reversible. We define the reversibility constant of (M, F ) as

ΛF := sup 
v∈TM\{0}

F (v) 
F (−v) = sup 

x,y∈M, x�=y

d(x, y)
d(y, x) . (2.3)

Observe that ΛF ∈ [1,∞] in general, and ΛF = 1 holds only in the reversible case.
We say that (M, F ) is forward complete if any closed, forward bounded set A ⊂ M

(i.e., supy∈A d(x, y) < ∞ for some or, equivalently, any x ∈ M) is compact. The backward 
completeness is defined as the forward completeness of (M, F ), where F is the reverse 
Finsler structure given by F (v) := F (−v). If ΛF < ∞, then the forward and backward 
completenesses are mutually equivalent and we may simply call it the completeness.

Uniform convexity and smoothness. We define the uniform convexity and smoothness 
constants of (M, F ) as

CF := sup 
x∈M

sup 
v,w∈TxM\{0}

F (w)2

gv(w,w) , SF := sup 
x∈M

sup 
v,w∈TxM\{0}

gv(w,w)
F (w)2 , (2.4)

respectively. Since gv comes from the Hessian of F 2, CF (resp. SF ) actually measures the 
convexity (resp. concavity) of F 2 in tangent spaces. We have CF ,SF ∈ [1,∞] in general, 
and CF = 1 or SF = 1 holds only in Riemannian manifolds (see [30, Proposition 1.6]). 
On a compact Finsler manifold, CF and SF are finite thanks to the smoothness and the 
strong convexity of F . We also remark that their dual expressions are given by

CF = sup 
x∈M

sup 
α,β∈T∗

x M\{0}

g∗α(β, β)
F ∗(β)2 , SF = sup 

x∈M
sup 

α,β∈T∗
x M\{0}

F ∗(β)2

g∗α(β, β) . (2.5)

We refer to [27], [30, §8.3.2] for more discussions on CF and SF . The reversibility constant 
ΛF in (2.3) can be bounded by CF and SF as (see [30, Lemma 8.18])

ΛF ≤ min
{√

CF ,
√

SF

}
.

Gradient vectors. For a differentiable function f : M → R, its gradient vector at 
x ∈ M is defined to be the Legendre transform of the derivative of f :

∇f(x) := L∗(df(x)
)
∈ TxM .

Here the Legendre transform L∗ : T ∗
xM → TxM maps α ∈ T ∗

xM to the unique element 
v ∈ TxM such that F (v) = F ∗(α) and α(v) = F ∗(α)2. We remark that (gij(L∗(α))) is 
the inverse matrix of (g∗ij(α)), provided α �= 0. In local coordinates, we can write down
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∇f(x) =
n ∑

i,j=1
g∗ij

(
df(x)

) ∂f 
∂xj

(x) ∂

∂xi

∣∣∣
x

(when df(x) �= 0; while ∇f(x) = 0 if df(x) = 0). We say that f is 1-Lipschitz if

f(y) − f(x) ≤ d(x, y) for all x, y ∈ M ,

which is equivalent to F (∇f) ≤ 1 when f is differentiable. For example, given x0 ∈ M, 
the functions x �→ d(x0, x) and x �→ −d(x, x0) are 1-Lipschitz by the triangle inequality.

Remark 2.1 (Non-linearity of   ∇). As the differential d stems only from the differentiable 
structure of M, it is a linear operator and enjoys the chain and Leibniz rules. However, 
the Legendre transform L∗ is non-linear (L∗(α + β) �= L∗(α) + L∗(β)) and irreversible 
(L∗(−α) �= L∗(α)). Therefore, the gradient operator ∇ does not satisfy the Leibniz rule, 
and the chain rule holds only for non-decreasing functions:

∇(ϕ ◦ f) = L∗(ϕ′ ◦ f · df) = ϕ′ ◦ f · ∇f if ϕ′ ≥ 0 ,

while we have ∇(ϕ ◦ f) = −ϕ′ ◦ f ·∇(−f) if ϕ′ ≤ 0. In the reversible case, the chain rule 
holds regardless of the sign of ϕ′.

Heat semigroup. Now, we fix a positive C∞-measure m on M (in the sense that, in 
each local chart, m = ρdx1 · · ·dxn for a positive C∞-function ρ). Then the divergence of 
a differentiable vector field V on M with respect to m is defined in local coordinates as

divmV :=
n ∑

i=1 

(
∂V i

∂xi
+ V i ∂ψ 

∂xi

)
,

where V =
∑n

i=1 V
i(∂/∂xi) and we wrote m = eψdx1 · · ·dxn in the coordinates. It 

can be generalised to measurable vector fields V in the distributional sense (against 
C∞-functions of compact support) as

∫
M 

ϕ divmV dm = −
∫
M 

dϕ(V )dm for all ϕ ∈ C∞
c (M) .

Then we define the distributional Laplacian Δ := divm ◦ ∇, i.e.,
∫
M 

ϕΔudm := −
∫
M 

dϕ(∇u)dm for all ϕ ∈ C∞
c (M) .

This Laplacian is again non-linear by the non-linearity of ∇. Moreover,
∫
M 

u1Δu2dm �=
∫
M 

u2Δu1dm (2.6)
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in general (in other words, du1(∇u2) �= du2(∇u1)).
Define the energy functional E on H1

loc(M) as

E(u) := 1
2

∫
M 

F (∇u)2dm = 1
2

∫
M 

F ∗(du)2dm

(H1
loc(M) is defined solely by the differentiable structure of M via local charts). The 

Sobolev space H1(M) is defined as the set of functions u ∈ L2(M) ∩ H1
loc(M) such that 

E(u) + E(−u) < ∞. Denote by H1
0 (M) the closure of C∞

c (M) with respect to the norm

‖u‖H1 :=
√

‖u‖2
L2 + E(u) + E(−u) .

Note that (H1(M), ‖·‖H1) is not a Hilbert space but a reflexive Banach space. If ΛF < ∞
and (M, F ) is complete, then we have H1

0 (M) = H1(M) (see [30, Lemma 11.4]).
The L2-heat semigroup ut = Ttf is defined as the solution to the Cauchy problem:

∂tut = 1
2Δut , u0 = f .

One can construct (ut)t≥0 as gradient flow of the energy E in L2(M), provided ΛF < ∞. 
Precisely, we first construct Ttf for f ∈ H1

0 (M) and then extend it to a contraction 
semigroup acting on L2(M) (see, e.g., [4], [30, §13.2]). Thanks to the regularizing effect 
as in [4, Theorem 4.0.4], [5, (4.26)], we have TtL

2(M) ⊂ H1
0 (M) for t > 0. We stress that 

the heat semigroup (Tt)t≥0 is non-linear. Indeed, Tt(f1 + f2) = Ttf1 + Ttf2 does not 
hold, and Tt(cf) = cTtf holds only when c ≥ 0 due to the irreversibility. Moreover, Ttf

is not smooth at points where d[Ttf ] vanishes.

Remark 2.2. Besides the above interpretation of heat flow as gradient flow of the energy, 
one can also regard heat flow as gradient flow of the relative entropy in the L2-Wasserstein 
space. Precisely, in the Finsler case, we need to consider the Wasserstein space for the 
reverse Finsler structure F (v) = F (−v) (we refer to [32,34] for details). This fact could 
be compared with the appearance of d(A,B), rather than d(B,A), in our results.

Linearised heat semigroups. In the last step of the lower estimate in Section 5, we 
will employ a linearisation of the heat semigroup to overcome a difficulty due to the 
asymmetry (2.6). See (5.10) in Lemma 5.7 below for the precise equation, here we recall 
a related result from [30, §13.5].

Let (ut)t≥0 be a solution to the heat equation, and take a measurable one-parameter 
family (Vt)t≥0 of nowhere vanishing vector fields such that Vt(x) = ∇ut(x) for all x with 
dut(x) �= 0. Given f ∈ H1

0 (M), there exists a (weak) solution (ft)t≥0 ⊂ H1
0 (M) to the 

linearised heat equation

∂tft = 1
2Δ ∇utft , f0 = f , (2.7)
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where Δ ∇ut := divm ◦ ∇∇ut is the linearised Laplacian defined with

∇∇uth :=
n ∑

i,j=1
g∗ij

(
(L∗)−1(Vt)

) ∂h 
∂xj

∂

∂xi
. (2.8)

Note that we suppressed the dependence on the choice of Vt for simplicity. We also remark 
that Δ ∇utut = Δut. Linearised heat semigroups play an essential role in geometric 
analysis on Finsler manifolds, including gradient estimates [33] as well as functional and 
geometric inequalities [29,31].

2.2. Truncation functions

We shall introduce some useful functions as in [21, §2.1]. Let ζ : [0,∞) → [0,∞) be a 
bounded concave C3-function satisfying:

(1) ζ(t) = t for t ∈ [0, 1] and 0 < ζ ′(t) ≤ 1 for all t ≥ 0;
(2) There is a positive constant C such that 0 ≤ −ζ ′′(t) ≤ Cζ ′(t) for all t ≥ 0.

For instance, any C∞-function ζ such that ζ(0) = 0 and ζ ′ is non-increasing with

ζ ′(t) =
{

1 0 ≤ t ≤ 1 ,

e−t t ≥ 2

satisfies the required properties. By these conditions, the monotone limit limt→∞ ζ(t) =
L exists. Define φK(t) := Kζ(t/K) for K > 0. For notational simplicity, we do not write 
K explicitly when no confusion could occur. We also set

Φ(t) :=
t ∫

0 

φ′(s)2ds , Ψ(t) := tφ′(t)2 .

Then we immediately have the following estimates:

0 < φ′(t) ≤ 1 , 0 ≤ −φ′′(t) ≤ C

K
φ′(t) , Φ(t) = Ψ(t) = t on [0,K] , (2.9)

0 ≤ Ψ(t) ≤ Φ(t) ≤
t ∫

0 

φ′(s)ds = φ(t) ≤ KL .

3. Maximal functions

In this section, we assume ΛF < ∞ and the completeness of (M, F ). To begin the 
proof of Theorem 1.1, fix x0 ∈ M and let (Brk(x0))k∈N and (χk)k∈N be sequences of 
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open forward balls (i.e., Br(x) := {y ∈ M : d(x, y) < r}) and functions such that 
limk→∞ rk = ∞, 0 ≤ χk ≤ 1, χk ≡ 1 on Brk(x0), χk ≡ 0 on M \ Brk+1(x0), and −χk is 
1-Lipschitz. Note that, in particular, χk is compactly supported. Throughout this article, 
for simplicity, we omit an arbitrarily fixed centre x0 and write Bk := Brk(x0).

We next introduce a distance-like function d̄B for a measurable set B ⊂ M. We will 
always assume 0 < m(A),m(B) < ∞. For R ≥ 0, define

LB,R := {f ∈ L : f = 0 a.e. on B and 0 ≤ f ≤ R a.e.} . (3.1)

Recall the definitions (1.3), (1.4) of d̄m(A,B) and L given in the introduction. We also 
set

dm(A,B) := ess inf
x∈A 

inf 
y∈B

d(x, y) .

Proposition 3.1. For any measurable set B ⊂ M, there exists a unique [0,∞]-valued 
measurable function d̄B such that, for every R > 0, the function d̄B ∧R is the maximal 
element of LB,R. Precisely, d̄B ∧R ∈ LB,R and f ≤ d̄B ∧R holds a.e. for any f ∈ LB,R. 
Furthermore, for any measurable set A ⊂ M, we have

d̄m(A,B) = ess inf
x∈A 

d̄B(x) .

Proof. We can follow the lines of [6, Proposition 3.11] by replacing Ek, D, DA,M and D0

there by Bk, H1
0 (M) = H1(M), LB,R and L. �

Remark 3.2. The requirement F ∗(−df) ≤ 1 in (1.4) means that d̄B is regarded as the 
distance “to” the set B rather than the distance “from” B. We need to distinguish them 
in the present situation where the distance function d is asymmetric.

Set dB(x) := infy∈B d(x, y) for x ∈ M. Note that −dB is 1-Lipschitz by the triangle 
inequality, and F ∗(−ddB) ≤ 1 a.e. We compare dB with d̄B obtained in Proposition 3.1.

Lemma 3.3. For any measurable set B ⊂ M, we have dB ≤ d̄B a.e. In particular, for any 
measurable sets A,B ⊂ M, we have

dm(A,B) ≤ d̄m(A,B) .

Proof. Since dB∧R ∈ LB,R for every R > 0, we have dB∧R ≤ d̄B∧R by the maximality 
of d̄B ∧ R in LB,R. Letting R → ∞, we obtain dB ≤ d̄B a.e. The latter assertion then 
follows from the definition of dm(A,B) and Proposition 3.1 as

dm(A,B) = ess inf
x∈A 

dB(x) ≤ ess inf
x∈A 

d̄B(x) = d̄m(A,B) . �
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For open sets, these distance-like functions actually coincide with the usual distance 
d(A,B) = infx∈A, y∈B d(x, y) = infx∈A dB(x).

Lemma 3.4. For any open set B ⊂ M, we have d̄B = dB a.e. In particular, for any open 
sets A,B ⊂ M, we have

d̄m(A,B) = dm(A,B) = d(A,B) .

Proof. Since d̄B ∧ R ∈ LB,R and B is open, from the proposition below, its continuous 
version f satisfies f ≡ 0 on B, and −f is 1-Lipschitz. Hence, for all y ∈ B and a.e. 
x ∈ M, we have

d̄B(x) ∧R = f(x) = f(x) − f(y) ≤ d(x, y) .

Letting R → ∞ and taking the infimum in y ∈ B, we conclude d̄B ≤ dB a.e. Combining 
this with Lemma 3.3, we deduce the former assertion. Then d̄m(A,B) = dm(A,B) fol-
lows from the definition of dm(A,B) and Proposition 3.1, while dm(A,B) = d(A,B) is 
immediate since A is open and dB is continuous. �

Though the next proposition (called the local Sobolev-to-Lipschitz property) should be 
a known fact, we give a short proof for completeness.

Proposition 3.5. For any f ∈ L, there exists a bounded 1-Lipschitz function −f̃ such that 
f̃ = f a.e.

Proof. By multiplying with a smooth cut-off function in each local chart, one can reduce 
the existence of a (locally) Lipschitz function f̃ such that f̃ = f a.e. to the Euclidean 
case. The Euclidean case can be seen, e.g., in [14, Theorem 4.5]. Then F ∗(−df̃) =
F ∗(−df) ≤ 1 a.e. yields that −f̃ is 1-Lipschitz. �
4. Upper estimate

For measurable sets A,B ⊂ M, recall that we define

Pt(A,B) :=
∫
A 

Tt1Bdm .

In this section, we establish the upper estimate of (1.5). Our proof is essentially along 
the lines of [6, Theorem 4.1] or [21, Theorem 2.8], where the former is a generalisation 
of the latter to admit infinite total mass. The upper estimate is less demanding than 
the lower estimate. In fact, after establishing the upper estimate in the Finsler setting, 
we will see that it also holds true in metric measure spaces under mild assumptions in 
Subsection 4.2.
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4.1. Finsler case

Let (M, F,m) be a complete measured Finsler manifold such that ΛF < ∞ equipped 
with a measure m.

Proposition 4.1. For any measurable sets A,B ⊂ M with 0 < m(A),m(B) < ∞ and 
t > 0, we have

Pt(A,B) ≤
√

m(A)
√

m(B) exp
(
− d̄m(A,B)2

2t 

)
.

In particular,

lim sup
t↓0 

t log Pt(A,B) ≤ − d̄m(A,B)2

2 
.

Proof. Given R > 0, take f ∈ LB,R and set fk := fχk ∈ H1
0 (M) for k ∈ N, with χk

chosen in Section 3. We also set ut := Tt1B ∈ H1
0 (M) and ut,k := utχk ∈ H1

0 (M). Note 
that 0 ≤ ut ≤ 1 a.e. (see, e.g., [30, Lemma 13.13]). For α ≥ 0 (chosen later), we consider 
the function

ξ(t) :=
∫
M 

(eαfut)2dm .

By the heat equation and the integration by parts, we have

ξ′(t) =
∫
M 

e2αfutΔutdm = lim 
k→∞

∫
M 

e2αfkut,kΔutdm (4.1)

= − lim 
k→∞

∫
M 

d(e2αfkut,k)(∇ut)dm .

Let us now see that

lim 
k→∞

∫
M 

d(e2αfkut,k)(∇ut)dm = lim 
k→∞

∫
M 

d(e2αfkut,k)(∇ut,k)dm . (4.2)

Note first that ∣∣∣∣
∫
M 

d(e2αfkut,k)(∇ut)dm −
∫
M 

d(e2αfkut,k)(∇ut,k)dm
∣∣∣∣

≤ ΛF

∫
M 

F ∗(d(e2αfkut,k)
)
F (∇ut −∇ut,k)dm

≤ ΛF

√
2E(e2αfkut,k) · ‖F (∇ut −∇ut,k)‖L2 .



14 S.-i. Ohta, K. Suzuki / Journal of Functional Analysis 289 (2025) 110983 

We find from ut ∈ H1
0 (M),

F ∗(−dfk) ≤ F ∗(−fdχk) + F ∗(−χkdf) ≤ R + 1 a.e.

and ΛF < ∞ that E(e2αfkut,k) is bounded above uniformly in k. Moreover, since dut =
dut,k on Bk, we observe

‖F (∇ut −∇ut,k)‖2
L2 ≤

∫
M\Bk

(
F (∇ut) + ΛFF (∇ut,k)

)2dm

≤
∫

M\Bk

(
F (∇ut) + ΛF

(
utF

∗(dχk) + χkF
∗(dut)

))2
dm

≤
∫

M\Bk

(
Λ2
Fut + (ΛF + 1)F (∇ut)

)2dm k→∞ −−−−→ 0 .

Therefore, (4.2) has been shown and the RHS of (4.1) can be expanded as

− lim 
k→∞

∫
M 

d(e2αfkut,k)(∇ut,k)dm (4.3)

= − lim 
k→∞

∫
M 

e2αfk
(
dut,k(∇ut,k) + 2αut,k dfk(∇ut,k)

)
dm .

On Bk, it follows from χk ≡ 1 and f ∈ LB,R that F ∗(−dfk) = F ∗(−df) ≤ 1, thereby,

−dfk(∇ut,k) ≤ F ∗(−dfk)F (∇ut,k) ≤ F (∇ut,k) . (4.4)

Combining (4.1)–(4.4), we obtain

ξ′(t) = − lim 
k→∞

∫
M 

e2αfk
(
dut,k(∇ut,k) + 2αut,k dfk(∇ut,k)

)
dm

≤ − lim 
k→∞

∫
M 

e2αfk
(
F (∇ut,k)2 − 2αut,kF (∇ut,k)

)
dm

≤ lim 
k→∞

∫
M 

e2αfk(αut,k)2dm

= α2
∫
M 

e2αfu2
tdm = α2ξ(t) ,

which yields
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ξ(t) ≤ ξ(0)eα
2t .

Now, we take f = d̄B ∧ d̄m(A,B) ∈ LB,d̄m(A,B). Since d̄B = 0 a.e. on B and d̄B ≥
d̄m(A,B) a.e. on A by Proposition 3.1, we have

Pt(A,B) =
∫
M 

ut1Adm ≤ ‖eαfut‖L2‖e−αf1A‖L2 ≤
√

ξ(0)eα
2t/2

√
m(A)e−αd̄m(A,B)

=
√

m(A)
√

m(B) exp
(
α2t

2 
− αd̄m(A,B)

)
.

Choosing the optimal value α = d̄m(A,B)/t, we conclude

Pt(A,B) ≤
√

m(A)
√

m(B) exp
(
− d̄m(A,B)2

2t 

)
. �

Set Φt := Φ(−t log Tt1B) for t > 0 and Φ as in Subsection 2.2. Since Φ is bounded, 
for any finite measure ν mutually absolutely continuous with m, (Φt)t>0 is uniformly 
bounded and hence weakly relatively compact in L2(ν). The following corollary will play 
a role in the lower estimate.

Corollary 4.2. For any measurable set B ⊂ M with 0 < m(B) < ∞ and any weak L2(ν)-
limit Φ0 of (Φt)t>0 as t → 0, we have

Φ0 ≥ Φ
(

d̄2
B

2 

)
a.e.

Proof. We can follow the lines of [21, Lemma 2.9] thanks to Propositions 3.1, 4.1. �
4.2. Nonsmooth case

In this subsection, we briefly explain that the upper estimate (Proposition 4.1) can be 
generalised to the nonsmooth setting of metric measure spaces by utilising the differential 
calculus developed in [5,18].

Setting. Let (X, d) be a complete separable metric space (with a usual symmetric 
distance function), and m be a fully supported Borel measure on X such that m(B) < ∞
for every bounded m-measurable set B ⊂ X. A Borel probability measure π on the set 
C([0, 1],X) of continuous curves γ : [0, 1] → X is called a test plan if there is a constant 
C > 0 such that (et)#π ≤ Cm for all t ∈ [0, 1] and

∫
C([0,1],X)

1 ∫
0 

|γ̇t|2dt π(dγ) < ∞ ,
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where et(γ) := γt is the evaluation map, (et)#π denotes the push-forward of π by et, 
and |γ̇t| := lims→t d(γs, γt)/|s− t| is the metric speed.

The Sobolev class S2(X) consists of measurable functions f such that there is a non-
negative function g ∈ L2(X) satisfying

∫
C([0,1],X)

|f(γ1) − f(γ0)| π(dγ) ≤
∫

C([0,1],X)

1 ∫
0 

g(γt)|γ̇t|dt π(dγ)

for all test plans π. The minimal function g is called the minimal weak upper gradient 
and denoted by |Df |. We define the Sobolev space W 1,2(X) := S2(X) ∩ L2(X) equipped 
with the norm

‖f‖W 1,2 :=
√
‖f‖2

L2 +
∥∥|Df |

∥∥2
L2 .

(Denoting the Sobolev space by W 1,2(X) follows the notation in [5,18], while in the Finsler 
setting we use H1(M), H1

0 (M) as in [30].) We remark that W 1,2(X) is not necessarily 
separable, reflexive, nor a Hilbert space in this generality (see [3], [18, Theorem 2.1.5]).

Heat semigroup. The Cheeger energy Ch : L2(X) → [0,∞] is defined as

Ch(f) := 1
2

∫
X

|Df |2dm

for f ∈ W 1,2(X), and Ch(f) := ∞ otherwise. Note that Ch is convex, lower semi-
continuous and the domain W 1,2(X) is dense in L2(X). For f ∈ W 1,2(X) such that the 
sub-differential ∂−Ch(f) ⊂ L2(X) is nonempty, Δf ∈ L2(X) is defined as Δf := −h, 
where h is the element of minimal L2-norm in ∂−Ch(f). Note that this Laplacian is not 
necessarily linear.

Thanks to the theory of gradient flows for convex functions on Hilbert spaces (we refer 
to [4]), we have the heat semigroup (Tt)t≥0 of continuous operators from L2(X) to itself 
such that, for every f ∈ L2(X), t �→ Ttf ∈ L2(X) is continuous on [0,∞), absolutely 
continuous on (0,∞) and

d 
dtTtf = 1

2ΔTtf a.e. t > 0 .

Differentials and gradients. According to [18, Definition 2.2.1], there exists a dual 
pair of Banach spaces called the tangent module and the cotangent module:

(
L2(TX), ‖ · ‖L2(TX)

)
,

(
L2(T ∗X), ‖ · ‖L2(T∗X)

)
.

These spaces are endowed with maps | · | : L2(TX) → L2(X), | · |∗ : L2(T ∗X) → L2(X)
such that
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∥∥|v|∥∥
L2 = ‖v‖L2(TX) for v ∈ L2(TX) ,

∥∥|ω|∗∥∥L2 = ‖ω‖L2(T∗X) for ω ∈ L2(T ∗X) .

There exist a linear operator d : S2(X) → L2(T ∗X) and a (not necessarily linear) multi-
valued operator Grad : S2(X) → L2(TX) satisfying

df(v) = |v|2 = |df |2∗ = |Df |2 for v ∈ Gradf , f ∈ S2(X) .

We say that (X, d,m) is infinitesimally strictly convex if Grad(f) consists of exactly 
one element, which is denoted by ∇f (see, e.g., [18, Definition 2.3.9]). In this case, we 
have

Ch(f) = 1
2

∫
X

df(∇f)dm, f ∈ W 1,2(X) .

The differential operator d enjoys the locality as well as the Leibniz and chain rules in 
an appropriate sense. On the other hand, the gradient operator ∇ satisfies the locality 
and the chain rule, whereas the Leibniz rule does not hold.

Upper estimate. Define W 1,2
loc (X) as the set of functions f admitting (fk)k∈N ⊂

W 1,2(X) such that f = fk on Bk (with Bk as in Section 3; W 1,2
loc (X) does not depend on 

the choice of Bk). Then we define d̄m(A,B) as in (1.3) with

L := {f ∈ W 1,2
loc (X) ∩ L∞(X) : |Df | ≤ 1 a.e.} ,

and the local Sobolev-to-Lipschitz property means the property described in Proposi-
tion 3.5: for any f ∈ L, there exists a bounded 1-Lipschitz function f̃ such that f = f̃

m-a.e.
Now, Theorem 1.2 is proved in the same way as Proposition 4.1 with d̄B and d̄m(A,B)

replaced by dB and d(A,B), respectively, to obtain the upper bound

Pt(A,B) ≤
√

m(A)
√

m(B) exp
(
−d(A,B)2

2t 

)
. (4.5)

The infinitesimal strict convexity is used to have the integration by parts formula in 
the third equality in (4.1) in the generality of metric measure spaces. We remark that 
W 1,2(X) is not necessarily a Hilbert space, therefore, the reflexivity is not automatic. 
If W 1,2(X) is reflexive, then the proof of Proposition 3.1 works verbatim to construct 
d̄m(A,B) based on L defined above in metric measure spaces, and we have

Pt(A,B) ≤
√

m(A)
√

m(B) exp
(
− d̄m(A,B)2

2t 

)
.

If, furthermore, the local Sobolev-to-Lipschitz property holds, the same proof of 
Lemma 3.4 applies to obtain d̄m(A,B) = d(A,B) for any open sets A,B ⊂ X.
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Concerning the lower estimate in the next section, our argument is applicable up to 
Subsection 5.3, whereas the use of a linearised heat semigroup in Lemma 5.7 prevents 
us from applying the same proof to the non-smooth case.

Remark 4.3. The nonsmooth calculus in this subsection is not yet generalised to the 
asymmetric setting. We refer to [22] for a related study of the curvature-dimension 
condition in asymmetric metric measure spaces.

Remark 4.4 (The case without the infinitesimal strict convexity). The upper bound (4.5)
can be extended to some spaces without the infinitesimal strict convexity by using the 
stability under a perturbation of metric measure spaces. For instance, take X = Rn, m as 
the Lebesgue measure, and dε(x, y)2 := ‖x− y‖2

p + ε‖x− y‖2
2, where ‖x‖pp :=

∑n
i=1 |xi|p

when 1 ≤ p < ∞, and ‖x‖∞ := max1≤i≤n |xi|. As (Rn, dε) is a normed space for every 
ε > 0, the metric measure space Xε := (Rn, dε,m) is a CD(0, n) space for every ε > 0
(see Theorem in [37, p. 908]). Furthermore, (Rn, dε) is infinitesimally strictly convex for 
every ε > 0. It is easy to see that Xε converges to X = (Rn, d,m) as ε → 0 in the sense 
of the pointed measured Gromov–Hausdorff convergence, where d is induced from ‖ · ‖p. 
Thus, by [19, (1.5)], the corresponding heat semigroup Tε

tf converges to Ttf strongly in 
L2(Rn,m) for every f ∈ L2(Rn,m) and t > 0. Noting that

lim 
ε→0

dε(A,B) = inf 
ε>0

inf 
x∈A, y∈B

√
‖x− y‖2

p + ε‖x− y‖2
2 = d(A,B) ,

we obtain

Pt(A,B) =
∫
Rn

1A · Tt1Bdm = lim 
ε→0

∫
Rn

1A · Tε
t1Bdm

≤ lim 
ε→0

√
m(A)

√
m(B) exp

(
−dε(A,B)2

2t 

)

=
√

m(A)
√

m(B) exp
(
−d(A,B)2

2t 

)
.

This proves the upper bound in Theorem 1.2 for (Rn, d,m) (1 ≤ p ≤ ∞), although the 
infinitesimal strict convexity fails for p = 1,∞. For general metric measure spaces, how-
ever, it is open whether we can remove the infinitesimal strict convexity in Theorem 1.2.

5. Lower estimate

This last section is devoted to the lower estimate of (1.5):

lim inf
t↓0 

t log Pt(A,B) ≥ − d̄m(A,B)2

2 
(5.1)
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for measurable sets A,B ⊂ M with 0 < m(A),m(B) < ∞. Let (M, F,m) be a com-
plete Finsler manifold with ΛF < ∞ with a measure m. We will need the additional 
assumptions CF ,SF < ∞ and m(M) < ∞ only in a later step in Subsections 5.4, 5.5.

5.1. Outline of the proof

Let us first remark that it is sufficient to show (5.1) in the case of Pt(A,B) < 1. This 
is seen by replacing m with cm for c > 0 such that cm(A) < 1. Indeed, (M, F, cm) has the 
same heat flow as (M, F,m), thereby Pcm

t (A,B) = cPm
t (A,B), and clearly d̄cm(A,B) =

d̄m(A,B). Thus, we have Pcm
t (A,B) ≤ cm(A) < 1, and (5.1) for cm implies that for m.

Given ε > 0, we set

Dε := {x ∈ A : d̄B(x) ≤ d̄m(A,B) + ε} ,

and observe m(Dε) > 0 by Proposition 3.1. Then, recalling Φt = Φ(−t log Tt1B) and 
noting log Pt(A,B) < 0, we have

lim sup
t↓0 

Φ
(
−t log Pt(A,B)

)
≤ lim sup

t↓0 
Φ
(
−t log Pt(Dε, B)

)
(5.2)

= lim sup
t↓0 

Φ
(
−t log

[
1 

m(Dε)

∫
Dε

Tt1Bdm
])

≤ lim sup
t↓0 

1 
m(Dε)

∫
Dε

Φ(−t log Tt1B)dm

= lim sup
t↓0 

1 
m(Dε)

∫
Dε

Φtdm ,

where the latter inequality is derived from Jensen’s inequality since the function s �→
Φ(−t log s) is convex on [0, 1] for sufficiently small t > 0 (see [21, Lemma 2.1]). Now, 
suppose that the following inequality holds:

lim sup
t↓0 

∫
Dε

Φtdm ≤
∫
Dε

Φ
(

d̄2
B

2 

)
dm . (5.3)

Then, we can continue the estimation in (5.2) as, with the help of (2.9) to see Φ(t) ≤ t,

≤ 1 
m(Dε)

∫
Dε

Φ
(

d̄2
B

2 

)
dm ≤ 1 

m(Dε)

∫
Dε

d̄2
B

2 
dm ≤ (d̄m(A,B) + ε)2

2 
.

Since ε > 0 was arbitrary, Φ is non-decreasing and Φ(t) = ΦK(t) → t as K → ∞, we 
conclude (5.1).
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The purpose of the rest of the section is to show (5.3), which completes the proof 
of (5.1). In fact, at the end of the section, we will prove that equality holds (see (5.11)).

5.2. Uniform bounds

For δ ∈ (0, 1) and t > 0, we put

uδ
t := −t log

(
(1 − δ)Tt1B + δ

)
, eδt := −t log δ .

Note that uδ
t ≥ 0 since 0 ≤ Tt1B ≤ 1. In addition, for φ, Φ and Ψ in Subsection 2.2, we 

will abbreviate as φδ
t := φ(uδ

t ), Φδ
t := Φ(uδ

t ) and Ψδ
t := Ψ(uδ

t ).
We will denote by (·, ·)L2 both the L2-inner product and the paring between a one-

form and a vector field with respect to m. We also introduce the following notation: For 
a nonnegative function ρ, define

Eρ(f) := 1
2

∫
M 

F ∗(df)2ρdm , (f1, f2)L2(ρ) :=
∫
M 

f1f2ρdm .

Lemma 5.1. For any t > 0, we have uδ
t −eδt ∈ H1

0 (M) and, for every bounded nonnegative 
function ρ ∈ H1

0 (M) ∩ L1(M),

∂t(ρ,Φδ
t )L2 = 1

t 
(ρ,Ψδ

t )L2 + 1
2

(
d
(
φ′(uδ

t )2ρ
)
,∇(−uδ

t )
)
L2

− 1
t 
Eφ′(uδ

t )2ρ(−uδ
t ) .

Proof. We put f := (1− δ)1B for brevity. Observe that uδ
t − eδt = ϑ(Ttf), where ϑ(s) :=

−t log((s + δ)/δ) is a Lipschitz function on [0,∞) with ϑ(0) = 0. Thus, since Ttf ∈
H1

0 (M), we have uδ
t − eδt ∈ H1

0 (M). We deduce from the chain rule for d that

duδ
t = − t 

Ttf + δ
dTtf , ∇(−uδ

t ) = t 
Ttf + δ

∇Ttf .

We remark that, to derive the latter equation, we needed t/(Ttf + δ) > 0 because of the 
irreversibility of F . Combining this with the Leibniz rule for d, we have

(
d
[

ρ 
Ttf + δ

]
,∇Ttf

)
L2

=
(

dρ 
Ttf + δ

,∇Ttf

)
L2

−
(

dTtf 
(Ttf + δ)2 ,∇Ttf

)
L2(ρ)

= 1
t 

(
dρ,∇(−uδ

t )
)
L2 + 1 

t2
(
duδ

t ,∇(−uδ
t )
)
L2(ρ) .

Hence, we obtain

(ρ, ∂tuδ
t )L2 = 1

t 
(ρ, uδ

t )L2 − t 
2

(
ρ,

ΔTtf 
Ttf + δ

)
L2

= 1
t 
(ρ, uδ

t )L2 + t 
2

(
d
[

ρ 
Ttf + δ

]
,∇Ttf

)
L2
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= 1
t 
(ρ, uδ

t )L2 + 1
2
(
dρ,∇(−uδ

t )
)
L2 −

1
t 
Eρ(−uδ

t ) .

Since ∂t(ρ,Φδ
t )L2 = (ρ, ∂tΦδ

t )L2 =
(
φ′(uδ

t )2ρ, ∂tuδ
t

)
L2 , replacing ρ with φ′(uδ

t )2ρ in the 
above calculation completes the proof. �

For a function f : (0,∞) × M → R (such as (t, x) �→ φδ
t (x)), we will denote its time 

average by

f̄t(x) := 1
t 

t ∫
0 

fs(x)ds ,

where fs(x) := f(s, x). The next lemma is a standard fact of the (H1
0 (M)-valued) Bochner 

integral (cf. [21, Lemma 2.5]).

Lemma 5.2. Let f : (0, T ] × M → R be a bounded jointly measurable function such that 
ft ∈ H1

0 (M) for all t ∈ (0, T ] and 
∫ T

0 ‖ft‖2
H1dt < ∞. Then, we have f̄T ∈ H1

0 (M) and

Eρ(f̄T ) ≤ 1 
T

T∫
0 

Eρ(ft)dt

for any bounded nonnegative function ρ ∈ L1
loc(M).

Proof. By hypothesis, t �→ ft ∈ H1
0 (M) is Bochner integrable and we have f̄T ∈ H1

0 (M). 
Then, the claimed inequality is a consequence of the linearity of d and Jensen’s inequality 
for the convex function (F ∗)2:

2Eρ(f̄T ) =
∫
M 

F ∗
(

1 
T

T∫
0 

dftdt
)2

ρdm ≤ 1 
T

∫
M 

T∫
0 

F ∗(dft)2ρdtdm

= 2 
T

T∫
0 

Eρ(ft)dt . �

The next proposition is the goal of this subsection.

Proposition 5.3. For sufficiently small T0 > 0, the families {φ̄δ
tχk}0<t<T0, 0<δ<1 and 

{Φ̄δ
tχk}0<t<T0, 0<δ<1 are bounded in H1

0 (M) for every k ∈ N.

Proof. Since φ and Φ are bounded, it is straightforward that both families are bounded 
in L2(M). Thus, we discuss only the bound for the energy. Put

U δ
t := 2E(−φδ

tχk) , a := Λ2
F · m(Bk+1) ,
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for ΛF in (2.3). Then, by (2.9) and the choice of χk as in Section 3, we have

U δ
t ≤

∥∥F ∗(−φ′(uδ
t )χk duδ

t

)
+ F ∗(−φδ

t dχk)
∥∥2
L2 (5.4)

=
∥∥φ′(uδ

t )χkF
∗(−duδ

t ) + φδ
tF

∗(−dχk)
∥∥2
L2

≤ 4Eφ′(uδ
t )2χ2

k
(−uδ

t ) + 2(KL)2m(Bk+1) .

Letting ρ = χ2
k in Lemma 5.1, we find

V δ
t := 2Eφ′(uδ

t )2χ2
k
(−uδ

t )

= −2t∂t(Φδ
t , χ

2
k)L2 + 2(Ψδ

t , χ
2
k)L2 + t

(
d
(
φ′(uδ

t )2χ2
k

)
,∇(−uδ

t )
)
L2

.

Note that, in the RHS, (Ψδ
t , χ

2
k)L2 ≤ KLm(Bk+1) by (2.9) and the choice of χk. For the 

third term, we deduce from the Leibniz rule for d and (2.9) that
(
d
(
φ′(uδ

t )2χ2
k

)
,∇(−uδ

t )
)
L2

= 2
(
dχk,∇(−uδ

t )
)
L2(φ′(uδ

t )2χk) + 2
(
φ′′(uδ

t ) duδ
t ,∇(−uδ

t )
)
L2(φ′(uδ

t )χ2
k)

≤ 2
(
F ∗(dχk), F

(
∇(−uδ

t )
))

L2(φ′(uδ
t )2χk)

+ 4C
K

Eφ′(uδ
t )2χ2

k
(−uδ

t ) .

Since d(φδ
tχk) = φ′(uδ

t )χk duδ
t + φδ

t dχk by the chain rule for d, we also have

φ′(uδ
t )χkF

(
∇(−uδ

t )
)
≤ F

(
∇(−φδ

tχk)
)

+ φδ
tF (∇χk) .

Combining these inequalities with 2E(χk) ≤ 2Λ2
FE(−χk) ≤ a yields that

V δ
t ≤ −2t∂t(Φδ

t , χ
2
k)L2 + 2KLa + 2Ct

K
V δ
t

+ 2t
(
F ∗(dχk), F

(
∇(−φδ

tχk)
))

L2(φ′(uδ
t ))

+ 2t
(
F ∗(dχk), F (∇χk)

)
L2(φδ

tφ
′(uδ

t ))

≤ −2t∂t(Φδ
t , χ

2
k)L2 + 2KLa + 2Ct

K
V δ
t + 4t

√
E(χk)E(−φδ

tχk) + 4KLtE(χk)

≤ −2t∂t(Φδ
t , χ

2
k)L2 + 2KLa + 2Ct

K
V δ
t + 2t

√
aUδ

t + 2KLat .

Hence, we obtain

(
1 − 2Ct

K

)
V δ
t ≤ −2t∂t(Φδ

t , χ
2
k)L2 + U δ

t

8 
+ 8at2 + 2KLa(t + 1) . (5.5)

Now, put T0 := K/(4C) and observe that V δ
t /2 ≤ (1 − (2Ct)/K)V δ

t for t ∈ (0, T0]. 
Thus, for t ∈ (0, T0], we find from (5.4) and (5.5) that
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U δ
t ≤ 2V δ

t + 2K2L2a (5.6)

≤ −8t∂t(Φδ
t , χ

2
k)L2 + U δ

t

2 
+ 32aT 2

0 + 8KLa(T0 + 1) + 2K2L2a .

This implies

U δ
t ≤ −16t∂t(Φδ

t , χ
2
k)L2 + c ,

where c is a constant independent of t ∈ (0, T0] and δ ∈ (0, 1). Hence, for 0 < ε < t ≤ T0,

t ∫
ε 

2E(−φδ
sχk)ds =

t ∫
ε 

U δ
s ds ≤ −16

t ∫
ε 

s∂s(Φδ
s, χ

2
k)L2ds + c(t− ε)

= −16
[
s(Φδ

s, χ
2
k)L2

]t
ε
+ 16

t ∫
ε 

(Φδ
s, χ

2
k)L2ds + c(t− ε) .

Letting ε → 0 yields, since 0 ≤ Φ ≤ KL,

t ∫
0 

2E(−φδ
sχk)ds ≤ 16KLat + ct .

Therefore, we conclude

2E(−φ̄δ
tχk) ≤

1
t 

t ∫
0 

2E(−φδ
sχk)ds ≤ 16KLa + c ,

where the first inequality follows from Lemma 5.2. This completes the proof of the 
boundedness of {φ̄δ

tχk}0<t<T0, 0<δ<1 in H1
0 (M).

By a similar calculation to (5.4), we find

2E(−Φδ
tχk) ≤

∥∥φ′(uδ
t )2χkF

∗(−duδ
t ) + Φδ

tF
∗(−dχk)

∥∥2
L2 ≤ 2V δ

t + 2(KL)2a .

Thus, we deduce from (5.6) that, for t ∈ (0, T0],

2E(−Φδ
tχk) ≤ −8t∂t(Φδ

t , χ
2
k)L2 + U δ

t

2 
+ c 

2 ≤ −16t∂t(Φδ
t , χ

2
k)L2 + c ,

which yields

t ∫
0 

2E(−Φδ
sχk)ds ≤ 16KLat + ct (5.7)
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and the boundedness of {Φ̄δ
tχk}0<t<T0, 0<δ<1 in H1

0 (M) by the same reasoning as 
above. �
5.3. Limit functions

Thanks to Proposition 5.3 and the reflexivity of H1
0 (M) = H1(M), up to extracting a 

(non-relabelled) subsequence, we have

φ̄δ
tχk

δ→0, t→0 −−−−−−→ ∃φ̄k , weakly in H1
0 (M) .

Since φ̄k = φ̄l on Bk for k ≤ l, there exists a bounded nonnegative function φ̄0 ∈ H1
loc(M)

such that φ̄0 = φ̄k on Bk for every k ∈ N. By the boundedness of Φ and Ψ, we may take 
a further (non-relabelled) subsequence such that, by passing δ → 0 and then t → 0,

Φδ
t

δ→0, t→0 −−−−−−→ ∃Φ0 , Φ̄δ
t

δ→0, t→0 −−−−−−→ ∃Φ̄0 , Ψ̄δ
t

δ→0, t→0 −−−−−−→ ∃Ψ̄0

for some nonnegative functions Φ0, Φ̄0, Ψ̄0 ∈ L∞(M), both in the weak L2(ν) sense for 
any finite measure ν mutually absolutely continuous with m and in the weak-star L∞(m)
sense.

Then the goal of this subsection is to prove the next proposition.

Proposition 5.4. We have

Φ̄0 = Φ
(

d̄2
B

2 

)
a.e.

In particular, Φ̄0 is uniquely determined and is the weak limit of Φ̄t as t → 0.

Recall Proposition 3.1 for d̄B. To this end, we first observe the following.

Lemma 5.5. We have

Φ̄0 ≤ φ̄0 ≤ d̄2
B

2 
a.e.

Proof. We will use the same symbols as in Proposition 5.3. The former inequality Φ̄0 ≤
φ̄0 follows from Φ ≤ φ. To show the latter inequality, take a bounded nonnegative func-
tion ρ ∈ H1

0 (M) with supp ρ ⊂ Bk. Then, it follows from χk ≡ 1 on Bk and Lemma 5.1
that

2Eρ(−φδ
tχk) = 2Eφ′(uδ

t )2ρ(−uδ
t )

= −2t∂t(Φδ
t , ρ)L2 + t

(
d
(
φ′(uδ

t )2ρ
)
,∇(−uδ

t )
)
L2

+ 2(Ψδ
t , ρ)L2 .
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By the Leibniz rule for d and (2.9), the second term can be bounded as
(
d
(
φ′(uδ

t )2ρ
)
,∇(−uδ

t )
)
L2

=
(
φ′(uδ

t )2 dρ,∇(−uδ
t )
)
L2 + 2

(
φ′′(uδ

t ) duδ
t ,∇(−uδ

t )
)
L2(φ′(uδ

t )ρ)

≤
(
dρ,∇(−Φδ

t )
)
L2 + 4C

K
Eφ′(uδ

t )2ρ(−uδ
t )

=
(
dρ,∇(−Φδ

tχk)
)
L2 + 4C

K
Eρ(−φδ

t ) .

Combining this with the above calculation and observing Eρ(−φδ
t ) = Eρ(−φδ

tχk), we find

2
(

1 − 2Ct

K

)
Eρ(−φδ

tχk) ≤ −2t∂t(Φδ
t , ρ)L2 + t

(
dρ,∇(−Φδ

tχk)
)
L2 + 2(Ψδ

t , ρ)L2 .

This implies, with the help of Fubini’s theorem,

2
(

1 − 2CT

K

)
1 
T

T∫
0 

Eρ(−φδ
tχk)dt (5.8)

≤ − 2 
T

[
t(Φδ

t , ρ)L2

]T
0

+ 2 
T

T∫
0 

(Φδ
t , ρ)L2dt + 1 

T

T∫
0 

t
(
dρ,∇(−Φδ

tχk)
)
L2dt + 2(Ψ̄δ

T , ρ)L2

= −2(Φδ
T , ρ)L2 + 2(Φ̄δ

T , ρ)L2 + 1 
T

T∫
0 

t
(
dρ,∇(−Φδ

tχk)
)
L2dt + 2(Ψ̄δ

T , ρ)L2 .

Using the integration by parts, we can estimate the third term of the RHS as

1 
T

T∫
0 

t
(
dρ,∇(−Φδ

tχk)
)
L2dt

= 1 
T

[
t

t ∫
0 

(
dρ,∇(−Φδ

sχk)
)
L2ds

]t=T

t=0

− 1 
T

T∫
0 

t ∫
0 

(
dρ,∇(−Φδ

sχk)
)
L2dsdt

≤
T∫

0 

2
√
E(ρ)E(−Φδ

sχk)ds + 1 
T

T∫
0 

t ∫
0 

2
√

E(−ρ)E(−Φδ
sχk)dsdt

δ→0, T→0 −−−−−−−→ 0 ,

where the convergence in the last line follows from the boundedness (5.7).
By the lower semi-continuity of Eρ, taking the limit of (5.8) as δ → 0, T → 0 along 

the subsequence taken in the beginning of Subsection 5.3 yields
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2Eρ
(
−φ̄0

)
≤

(
−2Φ0 + 2Φ̄0 + 2Ψ̄0, ρ

)
L2 ≤

(
4φ̄0, ρ

)
L2 ,

where we used ρ ≥ 0 and 0 ≤ Ψ ≤ Φ ≤ φ in (2.9) in the latter inequality. This implies 
that, for any ε > 0,

2Eρ
(
−
√
φ̄0 + ε

)
= 1

2Eρ/(φ̄0+ε)
(
−φ̄0

)
≤

(
φ̄0,

ρ 

φ̄0 + ε

)
L2

≤ ‖ρ‖L1 .

Letting ε → 0 and noting that ρ was arbitrary, we find that f0 :=
√
φ̄0 ∈ H1

loc(M) with 
F ∗(−df0) ≤ 1 a.e. Moreover, a similar proof to [6, Lemma 4.4] shows that φ̄0 = 0 a.e. 
on B. Thus, we have f0 ∈ LB,

√
KL, and then it follows from Proposition 3.1 that

φ̄0 ≤ d̄2
B a.e.

Finally, one can improve φ̄0 ≤ d̄2
B to φ̄0 ≤ d̄2

B/2 by the same argument as in [6, 
Lemma 4.5] (see also [21, Lemma 2.12]) thanks to Proposition 4.1. �

We can also show a partial converse inequality as follows.

Lemma 5.6. We have

Φ̄0 ≥ Φ
(

d̄2
B

2 

)
a.e.

Proof. We can follow the same lines as in [21, Lemma 2.13] by using Corollary 4.2. �
Now, we are ready to prove Proposition 5.4.

Proof of Proposition 5.4. Thanks to Lemmas 5.5, 5.6, we can apply the argument in [21, 
Lemma 2.14] by replacing m with an equivalent finite measure ν. �
5.4. Tauberian argument

By a Tauberian argument, we shall get rid of the time average from Proposition 5.4. 
Here we need additional assumptions to make use of linearised heat semigroups. Note 
that, for the linearised gradient operator as in (2.8), we have

dh(∇f) =
n ∑

i,j=1
g∗ij(df) ∂f 

∂xj

∂h 
∂xi

= df(∇∇fh) . (5.9)

Recall also that we set ut = Tt1B and Φt = Φ(−t log Tt1B) in Section 4.

Lemma 5.7. Assume CF ,SF < ∞ and m(M) < ∞. Then, for every τ > 0 and measurable 
set D ⊂ M with m(D) > 0, we have
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lim
t↓0 

(Φt, h
τ,σ
τ−t)L2 = (Φ̄0, h

τ,σ
τ )L2 ,

where (hτ,σ
t )t∈[0,τ ] is the solution to the linearised heat equation

∂th
τ,σ
t = 1

2Δ ∇uτ−thτ,σ
t , hτ,σ

0 = Tσ1D . (5.10)

Remark 5.8. In (5.10), to be precise, we choose a measurable one-parameter family 
(Vt)t≥0 of nowhere vanishing vector fields with Vt(x) = ∇ut(x) when dut(x) �= 0, and 
replace ∇uτ−t with Vτ−t. The unique existence of a solution (hτ,σ

t )t∈[0,τ ] is guaranteed in 
the same manner as that for (2.7) (see [30, Proposition 13.20]) by virtue of the hypothesis 
CF ,SF < ∞. We remark that t �→ hτ,σ

t is L2-continuous on [0, τ ], and 
∫
M hτ,σ

t dm = m(D)
holds for all t (since constant functions belong to L2(M)).

We also remark that choosing Tσ1D as the initial point is unessential; we may take 
any nonnegative function in H1

0 (M) converging to 1D (see the very last step in Subsec-
tion 5.5).

Proof. We follow the argument in [21, Lemma 2.15] (see also [6, Lemma 4.6]), however, 
a modification is needed because of the asymmetry (2.6).

Since τ, σ > 0 are fixed, we will denote hτ,σ
t by ht for brevity. For t ∈ (0, τ), put 

H(t) := (Φt, hτ−t)L2 . For applying the Tauberian-type theorem in [35, Lemma 3.11] 
which implies the claim limt↓0 H(t) = (Φ̄0, hτ )L2 , it suffices to see the following:

(a) T−1 ∫ T

0 H(t)dt → (Φ̄0, hτ )L2 as T → 0;
(b) There exist M, t0 > 0 such that H(t) −H(s) ≤ M(t− s)/s for all 0 < s < t ≤ t0.

The condition (a) follows from

∣∣∣∣ 1 
T

T∫
0 

H(t)dt− (hτ , Φ̄0)L2

∣∣∣∣ ≤ 1 
T

T∫
0 

∣∣H(t) − (hτ ,Φt)L2
∣∣dt +

∣∣(hτ , Φ̄T − Φ̄0)L2
∣∣

≤ KL

T

T∫
0 

‖hτ−t − hτ‖L1dt +
∣∣(hτ , Φ̄T − Φ̄0)L2

∣∣
T→0 −−−→ 0 .

To see (b), we observe from Lemma 5.1 and (5.10) that

[
(hτ−r,Φδ

r)L2

]r=t

r=s
=

t ∫
s 

(hτ−r, ∂rΦδ
r)L2dr +

t ∫
s 

(∂rhτ−r,Φδ
r)L2dr
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=
t ∫

s 

1
r
(hτ−r,Ψδ

r)L2dr +
t ∫

s 

1
2

(
d
(
φ′(uδ

r)2hτ−r

)
,∇(−uδ

r)
)
L2

dr

−
t ∫

s 

1
r
Eφ′(uδ

r)2hτ−r
(−uδ

r)dr −
t ∫

s 

1
2(Δ ∇urhτ−r,Φδ

r)L2dr

=: I1 + I2 − I3 − I4 .

Note first that I1 can be estimated as

I1 ≤
t ∫

s 

1
r
KL m(D)dr ≤ KL m(D) t− s

s 
.

Next, since

dΦδ
r = φ′(uδ

r)2 duδ
r = −φ′(uδ

r)2
t(1 − δ) 

(1 − δ)ur + δ
· dur

implies g∗ij(dur) = g∗ij(−dΦδ
r), we deduce from (5.9) that

2I4 =
t ∫

s 

(
d(−Φδ

r),∇∇urhτ−r

)
L2dr =

t ∫
s 

(
dhτ−r,∇(−Φδ

r)
)
L2dr

=
t ∫

s 

(
dhτ−r,∇(−uδ

r)
)
L2(φ′(uδ

r)2)dr

(we remark that the integrands in the above calculation vanish on the set {dur = 0}). 
Then, using the Leibniz rule for d and (2.9), we find

I2 =
t ∫

s 

1
2
(
dhτ−r,∇(−uδ

r)
)
L2(φ′(uδ

r)2)dr +
t ∫

s 

(
φ′′(uδ

r) duδ
r,∇(−uδ

r)
)
L2(φ′(uδ

r)hτ−r)dr

≤ I4 + 2C
K

t ∫
s 

Eφ′(uδ
r)2hτ−r

(−uδ
r)dr .

Setting t ≤ t0 := K/(2C), we have I2 ≤ I4 + I3. Therefore, we obtain

[
(hτ−r,Φδ

r)L2

]r=t

r=s
≤ I1 ≤ KL m(D) t− s

s 
for all 0 < s < t ≤ t0 .

Letting δ → 0 completes the proof. �
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5.5. Proof of (5.3)

We are now in a position to prove (5.3). We shall in fact show that

lim
t↓0 

∫
D

Φtdm =
∫
D

Φ
(

d̄2
B

2 

)
dm (5.11)

for every measurable set D ⊂ M with m(D) > 0, namely Φ(d̄2
B/2) is the weak L2-limit 

of Φt. For σ > 0 and τ > t > 0, we decompose as
∫
D

Φtdm = (Φt, h
τ,σ
τ−t)L2 + (Φt,1D − hτ,σ

τ−t)L2 .

Taking the limit as t → 0, we find from Lemma 5.7, Proposition 5.4 and 0 ≤ Φ ≤ KL

that ∣∣∣∣∣limt↓0 
∫
D

Φtdm −
(

Φ
(

d̄2
B

2 

)
, hτ,σ

τ

)
L2

∣∣∣∣∣ ≤ KL‖1D − hτ,σ
τ ‖L1 . (5.12)

We next consider the limit as τ → 0. Put wt := Tt1D and observe that, for t ∈ (0, τ),

d 
dt

[
‖wσ+t − hτ,σ

t ‖2
L2

]

=
∫
M 

(wσ+t − hτ,σ
t )

(
Δwσ+t − Δ ∇uτ−thτ,σ

t

)
dm

= −
∫
M 

d(wσ+t − hτ,σ
t )

(
∇wσ+t −∇∇uτ−thτ,σ

t

)
dm

= −2E(wσ+t) − 2E∇uτ−t(hτ,σ
t ) +

∫
M 

{
dhτ,σ

t (∇wσ+t) + dwσ+t

(
∇∇uτ−thτ,σ

t

)}
dm

≤ −2E(wσ+t) − 2E∇uτ−t(hτ,σ
t ) +

∫
M 

F ∗(dwσ+t)
{
F ∗(dhτ,σ

t ) + F
(
∇∇uτ−thτ,σ

t

)}
dm ,

where we defined (recall (2.2) for g∗du)

E∇u(h) := 1
2

∫
M 

g∗du(dh,dh)dm = 1
2

∫
M 

dh(∇∇uh)dm .

Now, it follows from (2.5) that

F ∗(dhτ,σ
t )2 ≤ SF · g∗duτ−t

(dhτ,σ
t ,dhτ,σ

t ) ,
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and similarly, by (2.4),

F
(
∇∇uτ−thτ,σ

t

)2 ≤ CF · g∇uτ−t

(
∇∇uτ−thτ,σ

t ,∇∇uτ−thτ,σ
t

)
= CF · g∗duτ−t

(dhτ,σ
t ,dhτ,σ

t ) .

Therefore,

d 
dt

[
‖wσ+t − hτ,σ

t ‖2
L2

]
≤ −2E(wσ+t) − 2E∇uτ−t(hτ,σ

t )

+
∫
M 

(√
SF +

√
CF

)
F ∗(dwσ+t) ·

√
g∗duτ−t

(dhτ,σ
t ,dhτ,σ

t )dm

≤ −2E(wσ+t) − 2E∇uτ−t(hτ,σ
t )

+
∫
M 

{
1
4
(√

SF +
√

CF

)2
F ∗(dwσ+t)2 + g∗duτ−t

(dhτ,σ
t ,dhτ,σ

t )
}

dm

=
(

(
√

SF +
√

CF )2

2 
− 2

)
E(wσ+t) .

Since hτ,σ
0 = wσ, integrating the above inequality in t ∈ (0, τ) yields

‖wσ+τ − hτ,σ
τ ‖2

L2 ≤
(

(
√

SF +
√

CF )2

2 
− 2

) τ∫
0 

E(wσ+t)dt .

Plugging

d 
dt

[
‖wσ+t‖2

L2

]
=

∫
M 

wσ+tΔwσ+tdm = −2E(wσ+t)

into the RHS, we obtain

‖wσ+τ − hτ,σ
τ ‖2

L2 ≤
(

(
√

SF +
√

CF )2

4 
− 1

)(
‖wσ‖2

L2 − ‖wσ+τ‖2
L2

)
.

Hence, hτ,σ
τ → wσ in L2 as τ → 0, and then (5.12) shows

∣∣∣∣∣limt↓0 
∫
D

Φtdm −
(

Φ
(

d̄2
B

2 

)
, wσ

)
L2

∣∣∣∣∣ ≤ KL‖1D − wσ‖L1 .

Finally, as σ → 0, we have ‖1D −wσ‖L1 → 0 since wσ → 1D in L2 and m(M) < ∞. This 
completes the proof of (5.11) and hence the lower estimate (5.1).
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5.6. Further problems

We conclude with some further problems.
First of all, in Theorem 1.1, we used the assumption m(M) < ∞ only for deducing 

the L1-convergence from the L2-convergence. We expect that a finer analysis of (non-
linear and linearised) heat semigroups could remove it. Such an analysis will be helpful 
also for the further study of geometric analysis on noncompact Finsler manifolds, where 
some results are known only under seemingly artificial assumptions; we refer to [31] for 
gradient estimates and an isoperimetric inequality, and to [25] for a rigidity problem of 
the spectral gap.

In the non-smooth setting in Theorem 1.2, the lower bound estimate is an intriguing 
open problem. The main issue is whether we can avoid using a linearised heat semigroup 
in Lemma 5.7.
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