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A B S T R A C T 

It has been predicted before the first detection of such events by LIGO (Laser Interferometer Gra vitational-Wa ve Observatory) 
that the gra vitational wa ve (GW) emission from compact binary coalescence can be used to constrain the expansion rate of 
the Universe. Here we show how H 0 can be derived purely from the GW of neutron star–black hole (NSBH) mergers using 

a Bayesian hierarchical inference framework. This method provides an estimate of H 0 spanning the redshift range z < 0 . 25 

with current GW sensitivity and without the need for any afterglow detection. We utilize the inherent distribution of neutron 

star masses together with the NSBH waveform amplitude and frequency to estimate distance and redshift, respectively, thereby 

measuring H 0 for the NSBH events up to systematics and observational uncertainties. With the most updated observations, our 
first estimate is H 0 = 96 

+ 44 
−50 km s −1 Mpc −1 for the likely NSBH events GW190426 and GW200115 using the proof-of-concept 

analysis outlined in this work. Taking into account of realistic detectors response and sensitivity, we forecast that soon, with 

10 more such NSBH events, we can reach competitive precision of δH 0 /H 0 � 20 per cent . It is valuable to have a completely 

independent, both in terms of observations and rele v ant physics, method of determining H 0 as is emphasized by the current 
contro v ersy on H 0 and attempts to explain it by invoking new physics. 

Key w ords: gravitational w aves – methods: observational – cosmological parameters – distance scale. 
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 I N T RO D U C T I O N  

nowledge of the expansion rate of the Universe is essential 
or deriving the physical characteristics of extragalactic objects, 
ncluding sizes and masses of galaxies and clusters and the age and
uminosity of their stellar contents. Increasingly precise standard 
andles and rulers have revealed that Hubble expansion has actually 
ccelerated o v er the past few Gyr, indicating a constant energy
ensity with ne gativ e pressure go v erns the e xpansion rate today. As
 0 measurements have improved in precision, consistent claims that 

maller values of H 0 have been inferred from distant cosmological 
easurements compared with local estimates of H 0 from the stellar 

alibrated standard candles (Scolnic et al. 2018 ; Verde, Treu & Riess
019 ; Knox & Millea 2020 ; Riess et al. 2022 ). 
A careful recalibration of local Cepheids is now claimed to slightly

elieve this H 0 tension when supernovae are classified according to 
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etallicity, or from a recalibration of evolved stars at the tip of red
iant branch (Freedman et al. 2019 , 2020 ; and see Freedman 2021
or a re vie w). 

Alternatively, theoretical proposals to explain the Hubble tension 
nclude a reinterpretation of the cosmic microwave background 
CMB) data, invoking the modifications of recombination physics 
for a re vie w, see Valentino et al. 2021 ), may allow the ‘standard’
ound horizon scale length to be slightly smaller. This is achieved 
y shifting the surface of the last scattering to a little earlier in
ime, corresponding to a higher redshift allowing agreement with the 
ocal H 0 estimates. It has been shown that this may be physically
mplemented by modifying recombination physics (Ivanov, Ali- 
a ̈ımoud & Lesgourgues 2020 ; Fung et al. 2021 , 2023 ; Jedamzik,
ogosian & Zhao 2021 ; Luu 2023 ), allowing room for reinterpreting

he CMB data with a somewhat higher H 0 . There are also studies
hat attempted to break down the � cold dark matter ( � CDM) model
nd analyse the origin of such tension (Krishnan et al. 2021a , b ). 

The seemingly irreconcilable differences among H 0 measurements 
btained from different ‘standardizable’ calibration (candles and 
ulers) strengthen the need for measuring H 0 with independent 
is is an Open Access article distributed under the terms of the Creative 
h permits unrestricted reuse, distribution, and reproduction in any medium, 
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ethods, where the calibrations are driven by unrelated physical
echanisms (Cervantes-Cota, Galindo-Uribarri & Smoot 2023 ).
ra vitational wa ve (GW) observations provide exciting new oppor-

unities for constraining such cosmological expansion. Compared
o conventional electromagnetic (EM) observations where flux falls
s the square of the luminosity distance, the GW signal strength
cales only linearly inverse with luminosity distance – as the detected
train amplitude depends on the square root of energy density per
nit time. As a result, the scaling of GW signal strength can be
sed to distinguish models that involve modification of photon
rajectories [consequently modifying the cosmic distance duality re-
ation (Etherington 1933 ; Bassett & Kunz 2004 )], or other proposals
hat introduce strong redshift-dependent physics (e.g. Camarena &

arra 2021 ). Furthermore, GW observables are independent of the
uclear processes that drive the catastrophic supernova explosion,
nd are dependent mostly on gravitational physics. Consequently,
he GW channel provides unique measurements of H 0 , allowing for
omparison with those derived from supernovae measurements. 

Aside from the unique scaling of signal strength, there are also
ome applications of GW that depend on physical assumptions lying
utside GW data, and consequently, such methods do not fully
enefit from the new GW-based window. It has been proposed that
patial cross-correlations between GW sources and galaxy surv e ys
an provide a ‘siren’-based angular scale that does not rely on
ndi vidual (unkno wn) GW host galaxy identification (Oguri 2016 ;

ukherjee et al. 2021 ; Cigarr ́an D ́ıaz & Mukherjee 2022 ). This
ests on a statistical comparison of the ensemble of binary black
ole (BBH) sky locations with the Dark Energy Survey (DES) –
n optical galaxy surv e y – as no unique host galaxy identification
Abbott et al. 2023a ) is yet possible. Hence, this type of method
hat relies on the establishment of a standard ruler in general shares
lmost the same set of systematic problems as traditional standard
uler approaches, in particular the baryonic acoustic oscillations. As
 result, the GW data do not represent a truly independent means
or constraining H 0 . For the consideration of Hubble tension, this
ould be unable to offer an independent check of the systematics for

he late time measurement of H 0 . Alternatively, a galaxy catalogue
an also be used to assign (a distribution of) probable redshifts to
ach of the BBH events, therefore, allowing the determination of
 0 using the population of BBH events. This is implemented in
inke et al. ( 2021 ), Abbott et al. ( 2021a ), and Gray et al. ( 2023 ),
nd the LIGO–Virgo–Kagra Collaboration (LVK) analysis yields
 0 = 68 + 8 

−6 km s −1 Mpc −1 (Abbott et al. 2023a ). 
To o v ercome the possible contamination from the galaxy cata-

ogue where a specific cosmological model is implied during data
eduction, we propose to rely on pure GW observation, as described
elow. 
The long-anticipated GW-based method to constrain H 0 using

inary neutron stars (BNSs), pioneered by Schutz ( 1986 ), falls in the
standard candle’ class and requires a prompt detection of EM nova
mission generated during the merger, to define the redshift. This
ethod has finally been realized with the first GW detection of a BNS

vent GW170817, for which there is an optical redshift (Abbott et al.
017a , b ). Fortunately, Fermi satellite detection of prompt gamma-
ay emission from associated kilonova emission has localized the
ost galaxy, providing an optical spectroscopic redshift for the host.
he recession velocity of the host galaxy is only 3000 km s −1 ,

hus requiring a sizeable peculiar motion correction, at an estimated
evel of � 800 km s −1 , resulting in H 0 = 70 + 12 

−8 . 0 km s −1 Mpc −1 .
he uncertainty on this estimate brackets the disputed range of
 0 , and implies approximately 10 more such BNS events are

equired to address independently the current H 0 tension between
NRAS 538, 711–725 (2025) 
ype Ia supernovae (SNe Ia) and the CMB/large-scale structure
ased estimates (Nissanke et al. 2013 ). Ho we ver, such coincident,
ultimessenger observations are not anticipated to be available

requently, unless the angular resolution of GW observatories can
e drastically impro v ed (by ∼3 orders of magnitude) to localize
he position of the event, and indeed subsequent events classified as
NS were not detected at other wavelengths in prompt follow-up

earches. 
These GW-based methods for H 0 rely on an independent EM-

ased redshift estimation, either individually in the case of BNS
ergers or statistically with redshift surv e ys described abo v e. Alter-

atively, if primordial black holes (BHs) exist and their mass function
re kno wn, their e vent rate e volution across redshift also encoded the
nformation about H 0 (Ding 2024 ). 

A pure GW-based method for estimating H 0 has been proposed
or the future, requiring much-impro v ed sensitivity, when the tidal
eformation of the neutron star (NS) by the BH during a neutron star–
lack hole (NSBH) merger is detectable. This can provide in principle
 GW-based estimate of H 0 from the additional distance dependence
n this physical deformation (Chatterjee et al. 2021 ; Ghosh, Biswas &
ose 2022 ). Here we propose another more practical ‘standard’

train method without relying on any detectable EM counterparts,
hich have apparently been overlooked, provided by the mildly

cattered NS mass function established by radio, X-ray, and optical
bservations in the Milky Way and Local Group, including BNS
ulsars. 
Below, we will highlight a few aspects in which NSBH events

re more advantageous than BNS events, for the purpose of deriving
 reliable estimation of H 0 . This is partially owing to the larger
etection horizon of NSBH events over BNS events, so that the
ractional error in redshift estimates caused by local peculiar motions
s smaller. We apply this method to the currently secure NSBH event
W200115 and other possible and proposed candidate NSBH events
ariously reported. We demonstrate that the existing instruments
Buikema et al. 2020 ) already suffice for constraining H 0 within
H 0 /H 0 � 20 per cent , simply by gathering 10 yr of measurements,
ven in the absence of significant sensitivity upgrades that may be
nticipated. We will emphasize throughout that NSBH events and to
 lesser extent BNS events can in combination provide competitive
recision on H 0 that is purely derived from the GW radiation alone,
ithout the need for a spectroscopic redshift. Such additional inde-
endent information would of course provide further improvement,
o that this combined general NS-based estimate of H 0 we can
nticipate will pro v e useful in practice. A prototype of this method
as been proposed long ago (Chernoff & Finn 1993 ; Markovi ́c 1993 ),
ith more detailed predictions before the first successful detection
f GW event (Taylor & Gair 2012 ; Taylor, Gair & Mandel 2012 )
hat focused on using BNS instead of NSBH as proposed here. More
ecently after the successful detection of compact binary coalescence
vents, there are also studies suggesting the features of the BH mass
unction can also be used for a similar purpose (Farr et al. 2019 ;

astrogiovanni et al. 2021 ; Ezquiaga & Holz 2022 ). This work
s inspired by the now-understood practicalities of GW detection,
n particular the NSBH event detections for which the massive
H member provides a much larger detection horizon ( z < 0 . 25)
ompared to BNS events where detected events are currently so local
hat peculiar motions dominate the distance estimate. We present a
implified, comparative analysis of using BNS or NSBH for the
urpose of measuring H 0 , with realistic uncertainties from current
bservations that allow us to assess the reliability and the o v erall
onsistency with the existing data, highlighting the practical merits
f using NSBH events. 
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1 The situation is more complicated when the signal is contaminated by noise, 
where parametric models of the GW waveform are used as matched filters for 
deriving the wa veform ev olution. We will ignore this point in this section for 
illustration. 
2 Strictly speaking, the spectral moments cannot be separated in this 
way. Ho we ver, by using multiscale perturbation methods (e.g. Poincare–
Lindstedt), the order-by-order separation can be a good approximation in a 
narrow time window, where the window time-scale is defined by the leading 
coefficients of each spectral moment. 
3 Precisely, the spectral evolution d f obs / d t couples with the polynomial 
in f obs . As a result, the combination of moments of the spectrum is not 
orthogonal to each other. The full PN calculation for relating the observables 
to the chirp spectrum can be found in the pioneering work (Poisson & Will 
1995 , in particular equation 1.3 therein) and for accurate estimation of the 
spectrum must be predicted numerically using ordinary differential equation 
solvers. 
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This paper is organized as follows. In Section 2 , we sketch out
he foundation of the method, and then we describe our choice 
f data sets for GW events and local X-ray binaries in Section 3 .
e present a rigorous Bayesian hierarchical analysis applied to the 

ata in Section 4 and present our analysis of the first reported
W events compatible with being NSBH binaries, focusing in 
articular on the secure NSBH detection claimed to date, GW200115 
Abbott et al. 2021c ), for a first estimate of H 0 . We then make
 forecast for the precision attainable for H 0 and the e v aluation
f associated systematics in Section 5 . We finally conclude in 
ection 6 . 

 INTUITIVE  OV ERVIEW  O F  T H E  M E T H O D  

he widely applied standard candle measurement of H 0 compares in- 
ependently determined luminosity distances, d L , with spectroscopic 
edshifts, z, for SNe Ia where the intrinsic luminosity is calibrated 
ith local Cepheids. Here, we emphasize that a pure GW-based 
easure of H 0 is now feasible without the need for a follow-up

pectroscopic redshift. Owing to stellar stability constraints, the 
ass range of NSs is fairly tight about the Chandrasekhar mass.
ence the lower mass binary member (NS) modulation of the NSBH 

aveform is predictable, so the de generac y between luminosity 
istance and redshift of NSBH is relatively small. Consequently, 
W detections alone provide useful measurements of both d L and 
 and hence a statistical measure of H 0 , as we outline below.
his method we apply to GW waveforms identified as NSBH 

inaries, where the mass ratio can be defined from the waveform 

odulation and the presence of the relatively massive BH extends 
he detection horizon to z � 0 . 25, large enough for statistical measure
f H 0 . 

.1 Obser v ables 

or the purpose of providing insight into our method, in this
ection, we would associate the spectral features of the GW waveform 

o physical quantities in an order-by-order manner from the post- 
ewtonian (PN) expansion of the waveform. We emphasize that such 
rder-by-order association of spectral features to physical quantities 
s not exact; physical quantities are best determined by fitting to the
ull waveform numerically, and this is indeed our approach in the full
nalysis as outlined in Section. 4 . Therefore, throughout the below 

iscussion, we use the notation ∼ to refer to such order-by-order 
ssociations. The observables are highlighted by the subscript obs . 
one the less, this analysis also provides an intuitive interpretation 
f the uncertainty b udget inv olved in the proposed H 0 measurement
ethod. 
The amplitude of the strain h obs according to the PN calcu- 

ations (Poisson & Will 1995 ; Ajith et al. 2008 ) for compact
inary sources is given by the following combination of physical 
arameters: 

 obs ∝ 

((1 + z) M c ) 5 / 6 

d L 
. (1) 

he (1 + z) factor can be understood as follows: as h obs scales with
 

Energy , the rate of radiation energy received by the observer is
ime dilated by the cosmological redshift. Also, the inverse square law 

 /d 2 L diffusion of energy (flux) implies an inverse dependence of h obs 

n luminosity distance d L . Hence, to determine d L , we therefore need
nother observable, ideally independent to h obs , to pin down (1 +
) M c . If we take the Fourier transform of the time series of strain
 v er different time windows (e.g. Q -transform), the time evolution
f the corresponding frequency spectrum can also be determined. 1 

he first quantity is the redshifted chirp mass (1 + z) M c . The chirp
ass is defined as 

 c ≡ ( m 1 m 2 ) 3 / 5 

( m 1 + m 2 ) 1 / 5 
= 

1 /q 3 / 5 

(1 + 1 /q) 1 / 5 
m 2 , (2) 

here we have defined the mass ratio q = m 2 /m 1 , and implicitly
y definition m 2 < m 1 for sorting the masses in the binary sys-
em. This quantity, upon redshifted, is indeed imprinted on the 
pectral moment of the 0.5PN chirping spectrum f obs ( t): (Note,
o we ver, that solving the spectral evolution must be done by
olving the full differential equation, and the order-by-order ap- 
roach as outlined below only makes sense under some strict 
onditions.) 2 

 

−11 / 5 
obs 

(
d f obs 

d t 

)3 / 5 

∼ (1 + z) M c . (3) 

he redshift effect is easy to understand: the frequency of GW in
he source frame is redshifted to (1 + z) −1 f obs and thus the time
eri v ati ve (1 + z) + 1 t obs . If we can pin down m 2 and q, it would then
e possible to estimate z. Indeed, considering the NSBH system, 
he NS mass m 2 can be pinned down by Milky Way observations
s m 2 = 1 . 4 ± 0 . 1 M � (see Section 3 for the evidence of this
umber). 
In an order-by-order manner, it is also possible to determine the
ass ratio q by another combination of spectral evolution: 

 

−13 / 3 
obs 

d f obs 

d t 
∼ 1 /q 

(1 + 1 /q) 2 
, (4) 

here all the redshift dependencies are cancelled by the multi- 
licative scaling term that we have neglected here (Poisson & Will
995 ). 3 

Therefore, this observable provides a measurement on q. 
We summarize the relations between the observables and physical 

ource quantities in Fig. 1 . Clearly, the observed quantities provide
argely independent measurements of z and d L , respectively. The 
 z i , d L ,i ) pairs from each observ ed NSBH ev ent i can therefore be
sed to determine the Hubble constant H 0 . In the big bang cosmology,
e have 

d L 

(1 + z) 
= 

c 

H 0 

∫ z 

0 

d z ′ 

E( z ′ ) 
. (5) 

n the subsequent numerical analysis, we will assume �m 

= 0 . 3, so
hat E( z) = 

√ 

0 . 3(1 + z) 3 + 0 . 7 , as the current data quality does not
llow strong constrain on �m 

together with H 0 . 
MNRAS 538, 711–725 (2025) 
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M

Figure 1. Summary of the relations between observables and the physical quantities of the GW source, and the associated relation to quantities of cosmological 
interest. In the box on the left, we show the observables that can be derived from the time series of GW strain, and how these observables are related to some 
physical parameter combinations in the middle lower box. These physical parameter combinations can be used to solve for z and d L statistically when an NS 
mass function is supplied, therefore, allowing one to determine H 0 . 
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.2 Comparison with binary neutron star events 

ere we compare and contrast the ability of BNS and NSBH events
or estimating H 0 by the method proposed here, including BNS events
hat do not have an independent spectroscopic redshift estimate
ecause neither host galaxy nor EM emission is identified. The
bsence of observed EM counterparts likely comprises the majority
f such NS-related GW e vents gi ven the follow-up success to date,
ith EM emission found for just one very local BNS event, at only
0 Mpc, and the absence of EM detections for the other BNS and
SBH candidates. 
One may argue BNS systems are more suitable for the purpose

f establishing an independent estimate on z and thus H 0 . This is
eemingly evident from equation ( 2 ): if both m s , 1 and m s , 2 are pinned
own, M c are known in a priori. 
There are though two advantages for NSBH events compared to

NS in terms of realizing our H 0 method. First, the detection horizon
or NSBH observations is much larger than is BNS observations.
s shown in Ajith et al. ( 2008 ), the signal-to-noise ratio (SNR)
f GW events scale as ρ( m s , 1 , m s , 2 , z) ∼ ((1 + z) M c ) 5 / 6 / ( d L ( z)) .
or BNS with mass ratio q ≈ 1, M c ≈ 0 . 87 m 2 , whereas the BH
omponent serves as an efficient amplifier, boosting the detectable
NR of the companion NS: on average, the BH mass can be as high as
 s , 1 ≈ 20 M �, corresponding to an amplification factor of 1 /q ≈ 13.
hus M c ≈ 2 . 75 m 2 , thereby extending the detection horizon for
SBH events to d (NSBH) 

L /d 
(BNS) 
L ≈ 4, four times larger than BNS

vents. 
As shown in Appendix C , the enlarged horizon offered by

SBH – which leads to a larger absolute error in determining the
vent distance – does not translate into deteriorated precision in
etermining H 0 . 
NRAS 538, 711–725 (2025) 
The enlarged detection horizon is, ho we ver, beneficial in terms of
he precision in pinning down the cosmological redshift. In practice,
he measured redshift is contributed by both the cosmological
xpansion and the local peculiar motion. When the fractional redshift
rror is assessed, a smaller detection horizon would be translated to a
arger fractional redshift uncertainty. This effect can be mitigated by

aking the peculiar motion-induced redshift contribute only a tiny
ortion of the total redshift, ef fecti vely by using the GW radiated at
 farther distance. 

The second advantage for NSBH o v er BNS ev ents comes from
he absolute uncertainty in determining the mass ratio q ≡ m s , 2 /m s , 1 ,
hich is smaller with 1 /q 
 1. In our method, the source frame chirp
ass is (implicitly) inferred by combining an NS mass function prior

hat supplies the value of m s , 2 , with the observed constraint on q to
onstrain the source frame chirp mass M c . The significant reduction
n the observational uncertainty δq can thus be translated into a tighter
onstraint in the source frame chirp mass M c , which impro v es the
onstraint in both z and d L . For BNS systems q ≈ 1 and thus the
ass ratio is relatively less well constrained by the data, leading to

ignificant H 0 uncertainty, whereas the tight prior restriction from
he NS mass function instead provides a desirable tight prior on the
ource frame chirp mass M c for BNS events. This is verified via
he simulated observation outlined below in Section. 5.1 and Fig. 6 ,
long with other detailed examinations to contrast between BNS and
SBH. 
As a closing remark, we would like to highlight a caveat in the NS
ass function that is shared by both BNS- and NSBH-based methods.

n this work, we assumed implicitly that the population of NS that
articipates in binary coalescence shares the same characteristics
s those observed in the Milky Way . Specifically , we assumed that
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Figure 2. The EM-observed masses of NSs in double NS systems and NS–
white dwarf systems, compiled by Kiziltan et al. ( 2013 ) and they are replotted 
here. For clarity, we distribute these data points along the y -axis, whereby 
their positions on the y -axis scale with the inverse of mass measurement 
uncertainty. We also plot the three fiducial models of the underlying NS mass 
function – as a Gaussian with a peak at 〈 m NS 〉 = 1 . 4 M � and with various 
variances as shown in the legend. 
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here is no preferred mass ratio for binary coalescence to take place,
hich may not be the astrophysical. If such a preferred mass ratio
 xists, we would e xpect that BNS-based method would be biased
he most. In our analysis, we tried to minimize the bias effect by
sing an uninformative mass ratio prior when determining the event 
edshift. As such, the mass ratio q of an NSBH event is determined
ostly from the observed GW waveform – and similarly for the 

edshifted chirp mass (1 + z) M c . Note importantly that NSBH
vents inherently generate stronger signals than BNS events, so 
hat the observed waveform is more informative in pinning down 
 and (1 + z) M c . As such, the possible influence of mass ratio
ias is mitigated by this data-driven approach. With the foreseen 
mpro v ement in sensitivity of GW observatories, the subtle effect 
f preferred mass ratio would definitely become rele v ant; at the
ame time, more observations of binary systems involving NS 

ould provide more data-driven constraints towards a more suitable 
reatment to the uncertain mass ratio prior. 

 DATA  

.1 NSBH mass function in the Milky Way 

he initial birth masses of NSs are predicted to lie in the range
 birth ∼ 1 . 08 –1 . 57 M �, depending on the modelling of the underly-

ng hydrodynamical processes and thermodynamics with subsequent 
volution. In the case of close binaries, NSs accrete material from
ompanions, leading to a dependence of the NS mass on the physical
roperties of the secondary, companion star. The upper limiting mass 
f an NS star is also understood to sensitively depend on uncertain
uclear reactions and also rotation rate affecting the equation of state 
Kiziltan et al. 2013 ), under physically extreme nuclear conditions, 
llowing unique tests of the standard model in conditions as yet 
nrealized in the laboratory. 
Fortunately for our purposes, the empirically determined NS mass 

unction is well defined, with a mild spread of masses. Decades of
bservations have established that the majority of NSs have masses 
onsistent with a single mass scale of 〈 M NS 〉 = 1 . 4 M �, coinciding
ith the classically predicted for a universal iron core (Lattimer 
012 ), including o v er ∼50 radio pulsars (Thorsett & Chakrabarty
999 ). Hence, we first adopt this empirically well-defined prior mass
unction, approximately described simply by a Gaussian centred 
t 〈 M NS 〉 = 1 . 4 M �, and consider an intrinsic spread of NS mass
anging o v er σNS ∈ [0 . 05 , 0 . 2] M � in our subsequent analysis. A
ossible bimodal mass distribution for Galactic NSs has been claimed 
n recent analyses for a classification by the type of binary companion
Kiziltan et al. 2013 ), and fitted to two Gaussians with differing
ean mass and variance. For binary NS systems, a mean NS 

ass of 〈 M NS 〉 = 1 . 35 M � is claimed to be significantly smaller
han the mean NS mass of NS–white dwarf binaries, estimated 
o be 〈 M NS 〉 = 1 . 5 M � and with a smaller spread in mass. Other
lassifications are also proposed (Kiziltan et al. 2013 ) that do 
ot separate companion types (Valentim, Rangel & Horvath 2011 ; 
ee Horvath & Valentim 2017 for a re vie w of recent progress of
onstraining NS mass function), may also suggest two separated 
ass peaks with masses similar to Kiziltan et al. ( 2013 ) and Zhang

t al. ( 2011 ). We replot the EM-observed NS mass data from Kiziltan
t al. ( 2013 ) in Fig. 2 , along with the three fiducial models of the
S mass function that we will use throughout this analysis. We 

mphasize that our framework of analysis can be easily adopted 
o any NS mass function and in the more generic case in which a
inary mass distribution is considered. We find that the H 0 posterior
nferred from such a simple Gaussian model does not significantly 
iffer from adopting a more complicated NS mass function, so that
ur H 0 forecast is insensitive to the details of the NS mass function
iven the GW data quality anticipated. This argument would be 
erified in Section 5 . 

Lastly, there is also evidence from the gamma-ray that there 
an be some NS-like compact objects with relatively high masses 
Romani et al. 2012 ), with a massive tail up to M NS � 2 . 3 M �
stablished empirically recently for the well-studied ‘black widow’ 
ulsar PSR B1957 + 20 (Fruchter, Stinebring & Taylor 1988 ; and a
ore recent analysis by Kandel & Romani 2022 ). The abundance 

f these relatively massive MS pulsars is much lower than the
classical’ population at 〈 M NS 〉 ± σNS and these massive examples 
ppear separated from the ‘classical’ population tightly clustered 
round 1 . 4 M �, allowing the possibility of excluding this uncertain,
assive population from our analysis, so we may restrict ourselves 

o the predominant NS population both in calibrating the NS mass
istribution and in comparison to the NSBH events observed from the
W channel. We anticipate that as long as we consistently exclude

onspicuously massive NS-related events, this prior selection will 
ot induce a significant bias in our subsequent analysis. 
In essence, the exclusion of high-mass NS events is implemented in 

wo different steps of our analysis. First of all, we choose an NS mass
unction prior which ignores the uncertain details for m NS > 2 M �.
or the varieties of NS mass function prior we chose, they typically
eak at m NS = 1 . 4 ± 0 . 1 M �, thus providing minimal support to
 NS > 2 M � with a probability mass at � 5 σ Gaussian tail. Secondly,
hen we choose to include a specific NSBH event in our analysis, we
ick particularly those where the posterior average NS mass is lower
han 2 M �. Equi v alently, this is implicitly applying an additional
ero-valued prior to adjust the likelihood of high-mass NS events. 

.2 Gra vitational wa v es from NSBH ev ents 

he LVK completed the third observational run in 2020 March and
eleased the GWTC-3 catalogue (Abbott et al. 2023b ), containing 
0 observed binary coalescence events. The majority are classified 
s BBH mergers, with initially two events classified as NSBH 

ergers (Abbott et al. 2021c ). Subsequently only one of these
MNRAS 538, 711–725 (2025) 
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M

Table 1. List of candidate NSBH events. We list the reported observed frame quantities here, rather than the more model-dependent source frame quantities 
as shown in the table compiled by LVK (Abbott et al. 2023b ). The uncertainty ranges are the 68 per cent highest posterior density intervals. Remarkably, the 
uncertainty is correlated and clearly visible in terms of q ≡ m 2 /m 1 , where the error bar on this mass ratio is much smaller than m 1 (1 + z) and m 2 (1 + z). Values 
shown are only for quick reference; we use the full posterior samples in deriving these summaries, and similarly in all the subsequent analyses only the events 
in bold font are regarded as reliable for the analysis in this paper, in reference to the reported reliability of the classification of these events, as described in 
Section 3 . 

Event ID m 1 (1 + z) / M � m 2 (1 + z) / M � M (1 + z) / M � q d L / Mpc Ref. 

GW190426 152155 6 . 45 + 1 . 07 
−1 . 78 1 . 61 + 0 . 24 

−0 . 34 2 . 60 + 0 . 007 
−0 . 006 0 . 28 + 0 . 05 

−0 . 15 394 + 105 
−109 Abbott et al. ( 2024 ), Li et al. ( 2020 ), Aubin et al. ( 2021 ) 

GW190917 114630 11 . 2 + 2 . 08 
−2 . 46 2 . 45 + 0 . 24 

−0 . 50 4 . 21 + 0 . 014 
−0 . 018 0 . 24 + 0 . 03 

−0 . 12 740 + 173 
−195 Abbott et al. ( 2024 ) 

GW191219 163120 33 . 2 + 2 . 44 
−3 . 61 1 . 35 + 0 . 07 

−0 . 08 4 . 81 + 0 . 021 
−0 . 045 0 . 04 + 0 . 005 

−0 . 007 682 + 187 
−168 Abbott et al. ( 2023b ) 

GW200105 162426 9 . 26 + 1 . 07 
−1 . 64 2 . 11 + 0 . 19 

−0 . 28 3 . 62 + 0 . 005 
−0 . 007 0 . 24 + 0 . 04 

−0 . 08 283 + 79 . 6 
−76 . 7 Abbott et al. ( 2021c , 2023b ) 4 

GW200115 042309 6 . 82 + 1 . 13 
−1 . 26 1 . 48 + 0 . 13 

−0 . 25 2 . 58 + 0 . 004 
−0 . 004 0 . 23 + 0 . 04 

−0 . 09 283 + 62 . 1 
−82 . 7 Abbott et al. ( 2021c , 2023b ) 

4 p astro = 0 . 36 . 
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vents GW200115 has survived scrutiny and is now reported in the
ombined final catalogue (Abbott et al. 2023b ). An earlier event
nitially classed as BBH may now conform better to the NSBH
efinition, as we tentatively argue below, namely GW190426. 
The identification of NSBH events is predominantly based on the

bserved secondary mass m o , 2 = (1 + z) m s , 2 , unlike BNS events.
n principle, NSBH can produce a more complicated waveform
han is BBH due to the tidal deformation of the NS. Ho we ver, the
urrent data quality is not yet able to constrain such higher order
idal effects (Chatterjee et al. 2021 ). Therefore, the claimed NSBH
vent(s) mostly rests on a low secondary mass estimated to lie below
 maximum of m o , 2 � 2 . 5 M �. In Table 1 , we list all the reported
andidates events, selected by their posterior mean primary masses
 o , 1 > 5 M � and secondary masses m o , 2 < 2 . 5 M �, comprising a

otal of five events satisfying this criterion. These events are in general
f relati vely lo w SNR (as the SNR scales almost linearly with chirp
ass), but are compensated to some extent by the better instrumental

ensitivity at higher frequencies. GW events with m s , 2 = 2 . 6 M �
GW190814) and m s , 2 = 2 . 8 M � (GW200210) have been reported in
WTC-3. Some of us have discussed these separately in the context
f possible lensing of NSBH events that allows detection at higher
edshift where the chirp mass is enhanced significantly by 1 + z
Broadhurst, Diego & Smoot 2020 ). Furthermore, as will be shown
n Section 5 , the robustness of our method is not strongly influenced
y the inclusion or the exclusion of such high-mass events. 
In Table 1 , we indicate the status of the five possible NSBH

andidate events reported to date. 5 Three of these are reported as
arginal, including GW190426 with a high false alarm rate 32 yr −1 

n the MBTA (Multi-Band Template Analysis) pipeline, first reported
n the GWTC-2.1 marginal catalogue (Aubin et al. 2021 ; Abbott et
l. 2024 ). As commented by LVK (Abbott et al. 2024 ), such a high
alse alarm rate is mainly attributed to the initially low NSBH event
ate adopted by prior expectations based on the absence of NSBH
vents, which may be regarded as a somewhat circular argument
esulting in the probability of an astrophysical origin assigned to this
vent of p astro ≤ 0 . 12 across all the analysis pipelines. Hence, this
prior’ may now be revised upward in retrospect with the subsequent
onfident identification of GW200115 as an NSBH event. The event
W191219 is also a marginal detection with a high false alarm rate of
 . 0 yr −1 , and the secondary mass in the source frame is a relatively
ow-mass m s , 2 < 1 . 2 M � at 68 per cent credibility. This marginal
NRAS 538, 711–725 (2025) 

 We refer to the GW events in the table by the first half of the event name, 
gnoring the ID after the underscore. 

 

s  

H  

a  

u  
vent is also with by far the most extreme mass ratio q = 0 . 04 + 0 . 005 
−0 . 007 

mong the observed events, raising further doubt about its viability
s a real astronomical event and this is why it was flagged as by the
VK as marginal (Abbott et al. 2023b , table II). 
A third marginal NSBH candidate event is GW200105 of low

NR, partially due to LIGO Hanford being offline at the time of
etection. The only detector that reached the desired SNR is the
IGO Livingston (Abbott et al. 2021c ), where a chirping signal is
learly observed when the data stream is plotted on a Q -transform
pectrogram (Abbott et al. 2021c ). Despite the relatively strong
NR = 13 . 9 reported in Abbott et al. ( 2023b ), the event has a
 astro = 0 . 36. For this reason, this event is classified as marginal
y the LVK in Abbott et al. ( 2023b ). 
This leaves two NSBH candidates, including GW200115, which

as been consistently classed by the LVK as a secure NSBH
vent (Abbott et al. 2021c ), whereas the earlier revised detection
W190426 which although not classed as NSBH or claimed as such
oes seem to satisfy the NSBH requirement in terms of the security
f its detection and the reported component masses. So we focus
n these two events here, and in particular, GW200115 given the
ecure status of this NSBH event as claimed by the LVT (Abbott et
l. 2021c ). 

 STATISTICAL  F R A M E WO R K  

hroughout this paper, we use the notation π ( ·) to denote the prior
istribution, in contrast to the probability distribution p( ·) to describe
elations among the model parameters and the data. We provide a
uick reference to the forms of the priors used throughout the analysis
n Table 2 . 

.1 H 0 posterior 

e aim here to find the posterior for H 0 given the event waveforms,
 D i } ≡

⋃ 

i D i , namely p( H 0 |{ D i } ). For each event with observed
aveform D i , the LVK collaboration has fitted a cosmology-free
 vent-le vel posterior p i ( d L , z, θ | D i ), with θ are the remaining event
ev el parameters (e xcluding d L and z). We wish to ‘sum’ all the events
roperly to infer the (population level) value of H 0 . 
To a v oid ab initio fitting, we use the follo wing re weighing

cheme as proposed originally for galaxy morphology data set in
ogg, Myers & Bovy ( 2010 ), and employed subsequently in GW

nalyses (Mandel, Farr & Gair 2019 ). The posterior can be rewritten
sing Bayes theorem to flip H 0 as the condition, and expand the
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Table 2. A summary of all the priors that we use throughout this paper. 

Physical meaning Notation Form Remark 

BH mass function π ( m s , 1 ) Power law + peak Using the best-fitting parameter of the power law + peak model in 
Abbott et al. ( 2021b ) and equations (B5)–(B7) therein 

NS mass function π ( m s , 2 ) Gaussian + variation Various distributional parameters are used as detailed in Section. 3.1 
Redshift prior π ( z) Uniform Avoid any informative prior that implicitly assumed cosmology 
‘Irrele v ant’ NSBH merger parameters π ( θ ) Uniform Contribute to an o v erall constant in the likelihood 
Hubble constant prior π ( H 0 ) Uniform (20, 180) km s −1 Mpc −1 Uninformative 
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arginalized event level parameters as 

p( H 0 |{ D i } ) ∝ π ( H 0 ) 
∫ 

p( { D i }| z, d L , θ ) p( z, d L , θ | H 0 ) d d L d z d θ

= π ( H 0 ) 
N obs ∏ 

i 

∫ 
p( D i | z, d L , θ ) p( z, d L , θ | H 0 ) d d L d z d θ. (6) 

he next step is to invoke the Bayes theorem to rewrite 
( D i | d L , z, θ ): 

( D i | d L , z, θ ) = 

p( z, d L , θ | D i , LVK ) p( D i | LVK ) 

p( z, d L , θ | πLVK ) 
, (7) 

ith p( z, d L , θ | πLVK ) being an uninformative parameter prior
dopted by LVK. Following a similar notation, the term 

( z, d L , θ | D i , LVK ) represents the parameter fitting results when
he LVK uninformative prior is used to fit the data. For a similar
eason, the term p( D i | LVK ) is an uninformative data prior, which
s mathematically equal to a constant, and could be absorbed as an
 v erall normalization constant. In general, these terms can have a
on-trivial form to account for the selection bias as well, and we will
laborate on this in Section 4.3 . 

Note the K i sample points of the posterior p( z, d L , θ | D i , LVK )
re available in the LVK data releases. Using these samples, one can
ewrite equation ( 6 ) as 

p( H 0 |{ D i } ) 

∝ π ( H 0 ) 
N obs ∏ 

i 

1 

K i 

[ 

K i ∑ 

∼θ,d L ,z 

p( z, d L , θ | H 0 ) 

p( z, d L , θ | πLVK ) 
p( D i | LVK ) 

] 

, (8) 

here the integration 
∫ 

d θ d d L d z is replaced by the Monte Carlo sum
1 
K i 

∑ K i . As argued abo v e, ev ery term e xcept p( z, d L , θ | H 0 ) in the
quare bracket can be modelled as an o v erall multiplicativ e constant.
he data fitting results come into the abo v e likelihood function via the
onte Carlo summation 

∑ 

, while the goodness of fit to the model is
ssessed in the term inside the Monte Carlo sum. In the subsequent
ubsection, we will explain how the goodness of fit term can be
ormulated. 

.2 Redshift–distance likelihood 

here is a non-trivial point about the Markov chain Monte Carlo
MCMC) samples released by LVK. Despite values of redshift z 
eing reported in the MCMC chain, those reported values of z should
e interpreted with extra care – indeed, their face values are not 
pplicable to our application at all. 

The LVK fitting pipeline does not fit for the (1 + z) factor directly
s it is completely degenerate with the rest-frame chirp mass equation 
 3 ) in terms of the frequency response behaviour. 

Instead, the LVK pipeline utilized the Planck cosmology (Planck 
ollaboration VI 2020 ) with H 0 = 67 . 9 km s −1 Mpc −1 , so that

he luminosity distance d L that parametrized the GW waveform 

s directly converted to the redshift, and these directly converted 
alues of z are reported in the MCMC chain. Therefore, the MCMC
amples from LVK collaboration are samples of { d L , m o , 2 , θ} instead
f directly containing z. For completeness, we provided an in-depth 
iscussion about this point in Appendix A . 
For this reason, all the probabilities containing z in equation ( 8 )
ust be replaced by m s , 2 , which indirectly constrains z with the use

f the Milky Way NS mass function. 
Our prior here is the independent knowledge of the distribution of
 s , 2 from the long-standing Milky Way NS mass distribution, which 
e can factorize and write H 0 likelihood (the term inside the bracket

n equation 8 ) as 

( m o , 2 , d L , θ | H 0 ) = 

∫ 
d z d m s , 2 p ( m o , 2 | z, m s , 2 ) p ( d L | z, H 0 ) 

×π ( z) π ( m s , 2 ) π ( θ ) . (9) 

t is clear how the information regarding z indirectly comes into the
xpression: if m s , 2 are known precisely, z = m o , 2 /m s , 2 − 1 would
nherit the data uncertainty in m o , 2 . The abo v e equation simply
akes the intrinsic scatter of m s , 2 into account, promoting m s , 2 to
 probability π ( m s , 2 ). 

Note the conditionals p( m o , 2 | z, m s , 2 ) and p( d L | z, H 0 ) (i.e. the first
wo terms before the multiplication symbol) are deterministic, and are 
hus possible to be expressed in terms of Dirac delta. This simplifies
he expression to 

( m o , 2 , d L , θ | H 0 ) = π ( m s , 2 = m o , 2 / (1 + z( d L ; H 0 ))) π ( θ ) 

×π ( z = z( d L ; H 0 )) . (10) 

hile the inverse function z( d L ; H 0 ) does not admit an analytical
orm, a computationally ine xpensiv e numerical solution can be easily
btained because d L ( z; H 0 ) is a monotonic function of z. 
When d L is known and a fixed value of H 0 is chosen in an MCMC

ampling step, the corresponding value of z( d L , H 0 ) is uniquely
etermined. And the likelihood of generating this specific z( d L , H 0 )
s given by the conditional π ( z = z( d L ; H 0 )). 

As the actual redshift prior π ( z) can be a complicated function
hat models both the unknown evolution of the intrinsic NSBH 

vent rate and also the luminosity-limited selection effect, we will 
imply assume an uninformative prior. In this way, the abo v e
odel likelihood function would depend on the NS mass function 
( m s , 2 = m o , 2 / (1 + z( d L ; H 0 ))) only (up to unimportant normaliza-

ion constants). As we will sho w belo w, the ef fect of selection bias
ould further complicate this likelihood. 

.3 Selection bias 

n a flux-limited surv e y, the observ ed luminosity distribution is
l w ays biased to the brighter end, so that even if the intrinsic NS mass
istribution is symmetric, this selection ef fect ske ws the detectable 
ass distribution. 
Ho we ver, as we will sho w belo w, this selection ef fect has only

 negligible effect on our results considering the uncertainty of 
MNRAS 538, 711–725 (2025) 
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Figure 3. Demonstration of the effect of selection bias. In the upper panel, 
we show the likelihood of finding mass m s , 2 at various observed distance 
d L . In the lower panel, we show the fractional difference between the mass 
function with selection bias to the one without the bias (i.e. the mass function 
e v aluated at d L = 0). 
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xisting measurements limited by the e vent-le vel parameters re-
o v ery. Furthermore, there is selection bias involved when using
M-constrained NS mass function compiled by other studies (as
iscussed in Section. 3.1 ) as the prior. This effect is beyond the scope
f our exploratory work focusing on GW-related effects and we here
implicitly) absorbed them into the ef fecti ve NS mass function priors
y choosing various possible σNS . 
Correction for selection bias in GW surv e ys is difficult, despite

he existence of several attempts focused on the BBH systems
Messenger & Veitch 2013 ; Mandel et al. 2019 ; Veske et al. 2021 ).
n particular, the full treatment outlined in Mandel et al. ( 2019 ) also
ncorporates the Poissonian count noise contributed by finite number
f observed events. In our analysis, we ignore the Poissonian noise
n order to manage the computational cost. The selection effect for
ystems involving NS can be more subtle with the extra requirement
f quantifying the tidal evolution of the NS during the NSBH merger.
n the treatment quantifying selection bias below we also ignore all
he extra contributions arisen from the tidal effect. In other words, we
reat NSs as essentially low-mass BHs without any internal structure
nd deformability. 

Denote the subset of data that passes through the selection criteria
s S ≡ { D i ∈ detected } . As all observed data are sampled from S 

nstead of all possible classes of waveforms, the size of the sampling
pace shrinks, similarly for the likelihood of observing the event-
evel parameters ( d L , m o , 2 , θ ) as shown in equation ( 10 ). To account
or this, we would like to model the likelihood p( d L , m o , 2 , θ | H 0 , S),
hich is conditioned on detectability. 
Clearly, the BH mass m s , 1 is one of the dominant factors that

hange the SNR. As a result, we must reverse the action of
arginalization to obtain an expression that depends on m s , 1 . As
 o , 1 is also measured in the e vent le vel MCMC chains, the likelihood
ould thus explicitly depend on m o , 1 . Applying the Bayesian theorem

gain, we can express the selection-biased model likelihood as 

( d L , m o , 1 , m o , 2 , θ | H 0 , S) = 

1 

Z( H 0 , S) 

[
p( S| m o , 1 , m o , 2 , d L ; H 0 ) 

×p( m o , 1 , m o , 2 , d L | H 0 ) 
]
. (11) 

s usual, the factor Z( H 0 , S) is the normalization of the likelihood,
hich is also known as the Bayesian evidence. In this case, the

alculation of Z( H 0 , S) involves a non-trivial triple integral to be
 v aluated numerically on regular parameter grids. The calculation
f the model term p( m o , 1 , m o , 2 , d L | H 0 ) has been outlined abo v e,
articularly in equation ( 10 ). The additional dependence of m o , 1 can
e handled using the same approach for m o , 2 except for replacing
he NS mass function π ( m s , 2 ) prior with the BH mass function prior
( m s , 1 ). 
The computation of p( S| m o , 1 , m o , 2 , d L ; H 0 ) requires expen-

ive numerical simulation to project the simulated signal onto
he interferometer. Fortunately, the readily available software li-
rary GWDET (Gerosa 2017 ) provides an efficient calculation of
( S| m s , 1 , m s , 2 , d L ; H 0 = H 

( P15 ) 
0 ) (i.e. in terms of source frame

uantities) based on a library of pre-computed waveforms. We
escribe how we approximate p( S| m o , 1 , m o , 2 , d L ; H 0 ) from GWDET

n Appendix. B . 
After correcting for selection bias as briefly outlined abo v e, we

rst examine the strength of its effect relative to the absence of
ny selection bias. In Fig. 3 , we compare the expected NS mass
unction with and without correcting for selection bias. The effect
f selection bias can be seen to increase with distance as a higher
S mass is necessary to produce sufficient SNR for event detection.
mong the o v erlapped curv es, the curv e peaked at the leftmost shows
NRAS 538, 711–725 (2025) 
he intrinsic NS mass function assumed in this comparison. It is
lear that for events in the nearby Universe the observed NS mass
unction is not noticeably biased, and this is still the case even if we
onsider events out to the detection limits of approximately d L � 500
pc, despite a slight potential skew towards the higher masses.
uantitatively, the peak NS mass is shifted only by 0 . 02 M �, which

orresponds to ∼0 . 2 –0 . 4 σNS . 
While this effect is not important for a few NSBH events as the

urrent detection horizon of NSBH events is approximately d L ≈
00 Mpc, note importantly that in the H 0 likelihood (equation 8 ),
he selection bias multiplies together, and, therefore, the correction
f the bias scales with the number of detected events. Therefore, we
ecided to include this effect anyway in all the subsequent analyses
or completeness. Ho we ver, the uncertainties from the e vent-le vel
arameter reco v ery still dominate the total error budget, so the
orrection from selection bias is considered subdominant. 

.4 Results: GW190426 and GW200115 

ith the current limited number of observed NSBH events, inference
f H 0 suffers from significant sampling effects, as the NS mass
f these events may not fairly represent the underlying NS mass
unction. 

The purpose of this current analysis should be understood as a
roof of concept, rather than a rigorous inference of H 0 from the
xisting GW data. In particular, we focus on answering whether,
ith the current SNR, it is yet possible to deliv er an y meaningful

onstraint on H 0 . The main uncertainty currently, as will become
lear below, is the distance estimate, d L , derived from the event
mplitude, rather than the observed mass M c (1 + z) for which the
recision is relatively good for the current NSBH detections. In
ig. 5 , we show the d L versus (1 + z) m 2 posterior for the NSBH
v ents observ ed so far, with the fiducial model assuming different
alue of H 0 o v erlaid on the posteriors. As can be seen, the H 0 

onstraint is substantially worsened by the intrinsic scatter of the
S mass function, thus the one-to-one correspondence between z

nd d L at a fixed H 0 are mapped into a band covering a range
f possible m s , 2 (1 + z) values. Focusing on the shaded bands, the
ands for different H 0 are increasingly separated at larger distances,
mplying that models of different H 0 are increasingly distinguishable.
onsidering both the fact that NSBH events can be detected at larger
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Figure 4. H 0 constraint from the combined constraint of GW190426 and 
GW200115. H 0 v alues sho wn in the legend are in the unit of km s −1 Mpc −1 , 
with the quoted uncertainty as the 68 per cent highest density interval. Note 
the posterior maxima shift as a function of σNS and such effect comes from 

selection bias correction. 
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istances and m o , 2 can be measured with higher precision due to the
ore extreme mass ratio than BNS, NSBH is more preferred over 
NS system. In the plot, we also show the posterior of GW190917

n a dotted contour, which has an unusually high m s , 2 (1 + z) and is
y now the most distant event with the highest mass ratio observed
o far. 

Using the more secure events as argued in Section 3 , namely
W190426 152155 and GW200115 042309, we perform the fitting 
rocedure as outlined abo v e to determine the recent constraint in
 0 . As the scatter in the NS mass function is still in debate, we

epeat the analysis assuming three characteristic values of variance. 
 fairly broad uniform prior of H 0 ∈ [20 , 180] km s −1 Mpc −1 is

pplied. The result is shown in Fig. 4 . As the plot indicates, with the
ery fe w NSBH e vents and the poor e vent-le vel parameters recovery
recision, the constraint on H 0 is not very strong, but a mild exclusion
f H 0 � 140 km s −1 Mpc −1 and H 0 � 50 km s −1 Mpc −1 can be
oticed. This is in line with the intuition from Fig. 5 . where the
vent posterior contours spread different models assuming different 
 0 values. None the less, this demonstrates the applicability of our 
ethod. It is promising to notice the method can still deliver some

xclusion to H 0 models even with the scarcity of data, which is
xpected to gradually improve in the near future. A forecast of the
mpro v ement in precision and a study of the systematics will follow
n Section 5 . 

 FORECASTING  N E A R  F U T U R E  PRECISI ON  

N  H 0 

s the observed number of NSBH events is still limited, we now
resent a forecast to predict the achie v able precision on H 0 that can
e anticipated in the near future. This is estimated by a dedicated
aveform injection pipeline. We perform simulations of NSBH 

v ents dra wn from an assumed event distribution, and examine how
he waveform fitting procedure induces uncertainty in addition to the 
ntrinsic scatter on the NS mass distribution adopted in our prior. 

The required modelling for the population of simulated events 
omprises three distributions, namely: the BH mass function π ( m s , 1 ),
he NS mass function π ( m s , 2 ), and the event rate π ( z). We randomly
raw samples from these distributions, and subsequently shifted the 
ource frame quantity m s , 1 , m s , 2 to the observed frame quantity
 o , 1 and m o , 2 . The { m o , 1 , m o , 2 , z} samples are then filtered to

ule out events that generate weak signals undetectable before any 
aveform e v aluation to cut do wn the computational cost. Afterward,
e calculate the waveform parametrized only by observed frame 
uantities { m o , 1 , m o , 2 , d L } using the publicly available package BIBLY

Ashton et al. 2019 ; Romero-Shaw et al. 2020 ; Ashton & Talbot
021 ), which is the default analysis package for LVK (Abbott et al.
021c ) to analysis NSBH event. In particular, we use the approximant 
MRPhenomXPHM to better handle the extreme mass ratio for NSBH 

vents. We then project the waveform to the detectors LIGO L1, H1,
nd Virgo, and inject noise realizations to the projected waveform 

rom their corresponding power spectral density. These procedures 
reate simulated observations, namely time series of strain variations 
mong each of the detectors. 

These time series are then passed to our fitting pipeline. Our goal
s to obtain the H 0 posterior using the simulated time series via
quation ( 6 ). Ho we v er, as will be e xplained in the ne xt subsection,
e would leave flexibility in choosing the presumed population 
arameters characterizing π ( m s , 2 ). Therefore, the time series would 
rst be fitted assuming a uniform prior in m s , 2 and z via the MCMC
ampler DYNESTY (Speagle 2020 ; Ashton & Talbot 2021 ). We have
he freedom to enforce different mass priors π ( m s , 2 ) when the

CMC samples are subsequently used to calculate H 0 posterior, 
y reweighing the MCMC samples as explained in equation ( 8 ).
his approach ef fecti vely reduces the undesirable repetitions in 
CMC sampling when we switch between priors, and thus cut 

he computational cost down to an affordable amount. In the fitting
rocedure, we use the same likelihood function (Pankow et al. 2015 )
s adopted in LVK analysis (Abbott et al. 2023b ). It is numerically
mplemented in BIBLY , with the phase parameter being analytically 

arginalized o v er as demonstrated in P ankow et al. ( 2015 ). 

.1 Ev ent lev el uncertainty 

hile the event level parameter recovery and the corresponding 
ncertainty estimates from noisy signal have been e xtensiv ely 
emonstrated by LVK (Abbott et al. 2023b ), most of the existing
ata are on BBH signals. For our application on NSBH, we would
MNRAS 538, 711–725 (2025) 
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M

Figure 6. The posterior constraint on five simulated BNS (unfilled con- 
tours) and NSBH events (filled contours), respectively . Clearly , despite the 
uncertainty in d L is slight larger for NSBH, the uncertainty in (1 + z) m 2 

is substantially reduced when compared to BNS event. Therefore, a better 
precision on event redshift z is archived by using NSBH event. 

l  

a  

e  

p

5

I  

i  

c  

a  

o  

m  

o  

f  

o  

r  

a  

z  

T  

H

5

I  

N  

i  

c  

h
 

e  

h  

m  

6

w
c
s

Figure 7. The simulated Hubble diagrams for the 10 injected events, 
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ike to focus more on the parameter de generac y related to z and d L ,
nd how the correlations vary as switching between different injected
vent parameters, thus elucidating the limit on H 0 precision due to
arameter de generac y. 

.1.1 Par ameter degener acy 

n Section 2 , our estimation shows the constraint on z and d L are
nferred from the two (almost independent) observables, namely the
hirping spectrum (constrain q and thus (1 + z) m 2 ) and the signal
mplitude, respectively. It is therefore natural to investigate the shape
f the posterior given the waveform data: whether the z and d L are
inimally correlated. In Fig. 6 , we plotted the confidence contours

n the d L and (1 + z) m 2 plane. If the two parameters are inferred
rom independent observables, the semimajor and semiminor axis
f the contours should be parallel to the d L -axis and (1 + z) m 2 -axis,
espectively. 6 Indeed, our intuition is valid. Because of the absence of
 significant correlation between (1 + z) m 2 and d L , we can determine
 once m 2 is constrained in the NS mass function defined in the prior.
he independent measurement of z and d L allows one to determine
 0 via the classic Hubble diagram. 

.1.2 BNS versus NSBH 

n particular, we would like to understand the advantage of using
SBH o v er the BNS event in a deeper detail. As argued previously

n Section 2 due to the efficient amplification powered by the BH
ompanion, NSBH provides the ≈4 enlargement of the detection
orizon, thus providing improved constraints on H 0 . 
Recall the precision on constraining H 0 also depends on the

stimation uncertainty in z. Apart from the extension of the detection
orizon, NSBH also provides a tighter estimate on z. In particular,
ergers with fairly unequal mass ratio generate stronger signals,
NRAS 538, 711–725 (2025) 

 If the quantities are inferred from correlated observables, the quantities 
ould consequently be linear combinations of all observables. Thus, the 

ovariance matrix would possess off-diagonal terms that tilt the contours at 
ome angle to the d L -axis and (1 + z) m 2 -axis. 
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hus improving the constraints on q. To test this intuition, we inject
 population of 10 BNS events with both the component masses
ampled from the same NS mass function π ( m s , 2 ), and assign the
eavier component as m 1 . Similar to what we did for the NSBH
vents, we fit the injected waveforms using a flat mass prior for both
he masses, but adopting the approximant IMRPhenomPv2-NRTidal
or BNS. The information of the NS mass function is used only when
nferring the H 0 posterior (equation 9 ). Such a choice would allow a
air comparison among the two types of sources. 

The reco v ered posterior on d L and (1 + z) m 2 for each event is
lotted in Fig. 6 . As can be seen, the detectable BNS mostly fall in the
ore nearby Universe, and the associated estimation of (1 + z) m 2 is
ore uncertain. On the contrary, most NSBH injected are originated

t a larger distance as the sampling volume increases. Ho we ver, the
stimation uncertainty in d L does not worsen significantly. Further-
ore, there is a notable impro v ement in constraining (1 + z) m 2 and

hus z. This demonstrates the advantages of using NSBH o v er BNS.

.2 Population level uncertainty 

nother limit on precision determination of H 0 comes from (1) the
ntrinsic scatter of the source population, and (2) the finite sampling
rom the source distribution. 

.2.1 Sensitivity to source distribution 

o examine effect (1), we generate events from π ( m s , 2 ; σNS ) assum-
ng dif ferent le vels of intrinsic scatter σNS , and feed the simulated
ata to our fitting pipeline to obtain the posterior p( H 0 |{ D} ) fol-
owing equation ( 8 ). Note that we do not enforce to take the same
ntrinsic scatter σNS in the H 0 fitting procedure as in the simulation
rocedure, hence allowing tests of the sensitivity against the incorrect
haracterization of σNS . 

We injected a population of NSBH with 〈 m NS 〉 = 1 . 4 M � and
(sim) 
NS = 0 . 1 M �; the large intrinsic scatter of σ (sim) 

NS = 0 . 1 M � is
robably a conserv ati ve estimation. We sampled 10 e vents from
he simulation, and determine the H 0 posterior assuming σ (fit) 

NS ∈
 0 . 02 , 0 . 05 , 0 . 1 , 0 . 2 } M �. The Hubble diagram of these simulated
vents is shown in Fig. 7 . 

It is clear from Fig. 8 that an underestimated σ (fit) 
N < σ

(sim) 
N would

ot only lead to the incorrect shrunk of error, but can in principle,
ubstantially shift the mean 〈 H 0 〉 to an incorrect value, depending
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Figure 8. The constraint in H 0 when 10 simulated NSBH events are 
observed, assuming σ (sim) 

N = 0 . 10 M �. The multimodal NS mass function 
(marked as NSMF on the plot) assumes the two peaks at m 2 = 1 . 3 and 
1 . 5 M �, respectively, with an equal dispersion on each peak σ = 0 . 1 M � and 
equal relative abundance. 
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n the sampled mean NS mass 〈 m NS 〉 (fit) in contrast to the simulated
ean NS mass 〈 m NS 〉 (sim) . An o v erestimate of σ (fit) 

NS > σ
(sim) 
NS would

xaggerate the uncertainty in H 0 . 

.2.2 Source distribution: multimodal 

t has been reported that the NS mass distribution is more complicated 
han a simple Gaussian: instead of a peak around the Chandrasekhar 
imit m s , 2 ∼ 1 . 4 M �, the NS mass function has (at least) two
eighbouring peaks at m s , 2 ≈ 1 . 37 and 1 . 57 M � (Zhang et al. 2011 )
espite the exact location differs in different literatures, depending 
n the selection of NS samples (see a summary in Section 3 , or from
orvath & Valentim 2017 and reference therein). 
As can be seen in Fig. 8 (particularly the ske wed, second-lo west

eaked curve), the presence of multiple peaks in the NS mass function 
ould in general skew the distribution towards the direction that 

orresponds to the less dominant peak. Having said that, the mean 
alue of H 0 can still be reco v ered. If the peaks in the intrinsic NS
ass function are not well separated due to intrinsic scatter, the 

orresponding H 0 posterior would also hide the peaks due to the 
ropagated uncertainty in H 0 . 
The reasons for the striking similarity between the multimodal 
ass function and the simple Gaussian distribution can be understood 

s follows. The mean of a two Gaussians mixture 
G( μ1 , σ1 ) +
1 − 
) G( μ2 , σ2 ), with a relative abundance of 
 ∈ [0 , 1], is μ̄ =
μ1 + (1 − 
) μ2 . Similarly, the associated variance is ̄σ 2 = 
( σ 2 

1 +
2 
1 ) + (1 − 
)( σ 2 

2 + μ2 
2 ) − μ̄2 . We can statistically assess whether it

s possible to significantly distinguish a Gaussian mixture with an 
f fecti ve Gaussian G( ̄μ, ̄σ ) via a two-sample Kolmogoro v–Smirno v
KS) test. In particular, we focus on the limit that the number
f samples from those distributions is finite, so as to mimic the
act that we would observe limited number of NSBH events. As a
isual comparison, we plot a few multimodal mass functions with 
enchmark parameters chosen to mimic some of the claimed forms 
n Horvath & Valentim ( 2017 ). The results are shown in Fig. 9 . While
he appearance of the ef fecti ve Gaussian description may look very
ifferent in terms of the probability distribution function, they look 
airly similar in terms of the cumulative distribution function (CDF) 
based on which the KS test is built. In particular, the difference is

he most noticeable when � ≡ ( μ2 − μ1 ) / min ( σ1 , σ2 ) 
 1, so that
he two peaks can be ‘resolved’. 
For realistic constraints from the Milky Way observation of NS 

inaries, � < 1, and thus the two descriptions are statistically indis-
inguishable. This conserv ati ve assessment did not take into account
he substantial GW measurement uncertainties in the redshifted 
S masses m s , 2 . One would therefore expect the measurement 
ncertainties would further diminish the difference between the 
ultimodal distribution and the ef fecti ve Gaussian. This result is

ndeed expected: in the ef fecti ve Gaussian formalism, we force
he corresponding mean and variance (the two leading statistical 

oments) to be consistent with the multimodal distribution. Thus, 
ny distinguishable feature would only contribute from the third- 
rder moment onwards, where the amplitude is suppressed at least 
y [ ( x − μ̄) / ̄σ ] 3 � 1 3 . 
This demonstrates our method is insensitive to the fine detail of

he underlying NS mass function, and is therefore robust to the
election of the samples from the electromagnetically observed NSs. 

ore precisely, the fine details would not be possible to significantly
ias the analysis – with the consideration of the limited number 
f observed NSBH events foreseen in the near future. In the more
istant future with both upgraded sensitivity of GW observatories 
nd impro v ed EM-based measurement of the NS mass function,
he fine details would eventually become relevant for the precision 
etermination of H 0 . 

.2.3 Dependence on number of events 

ntuitively when the events are completely independent, the un- 
ertainty in H 0 is reduced with increased numbers of events: 
( N) H 0 = (1 / 

√ 

N ) δ(1) H 0 . Ho we ver, we emphasize that the events
re not independent despite the fitting procedures that do not rely
n the knowledge of other events. The data generation process links
he m s , 2 of each event together via π ( m s , 2 ): the presence of a subset
ith m s , 2 < 〈 m NS 〉 implies the likely presence of another subset with
 s , 2 > 〈 m NS 〉 , so that the population mean 〈 m NS 〉 is probabilistically

estored. The presence of this correlation makes the simple 1 / 
√ 

N 

caling too optimistic. 
To study the impact of those possible hidden correlations, we 

euse the simulated events and evaluate the posterior equation ( 8 ) by
upplying randomly sampled subsets of simulated events, with each 
ubset containing a different number of events. The results are shown
n Fig. 10 . It is clear that the impro v ement is slightly slower than
 / 
√ 

N , yet the impro v ement is still significant, so that, for example,
he accumulation of 10 events successfully shrinks the error to 1 / 2
f that from a single e vent, meanwhile dri ving the posterior mean
 H 0 〉 to match the injected value. 

.3 Discussion 

s we have shown above, shrinking down the H 0 uncertainty innate
o this method requires more detected NSBH events, which would be
chie v able in the near future. Apart from waiting for more observed
SBH GW e vents, other ef forts on EM-based observ ation of the
ilky Way NS systems could also help impro v e the H 0 constraint.
ne dominant uncertainty is inherited from the estimation of z from

he GW data, which requires the external, ‘calibration’ input from the
Ss observed in the Milky Way. As explained in Section 2 (and the

ssociated schematic Fig. 1 ), once the NS mass m s , 2 is determined,
t could be combined with the spectral evolution of the GW events to
etermine the mass ratio q and thus the source frame chirp mass M c .
uch source frame chirp mass M c can then be compared with the
edshifted chirp mass M c (1 + z) to obtain an estimate of z. On the
MNRAS 538, 711–725 (2025) 
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M

Figure 9. We show the significance of the possible multimodal feature as reported from some EM observation, and the approximation error for describing 
the multimodal distribution by a single ef fecti ve Gaussian. Three sets of multimodal parameters are shown , with the corresponding effective Gaussian plotted 
as the pale, bell-shaped curve . The multimodal distribution parameters are described in the plot title. On the right column, we show the same comparison, 
but in terms of the CDF, which are traditionally used to define the distinguishability between distributions (via a KS test). As can be seen, in terms of 
the CDF, the ef fecti ve Gaussian description is highly indifferent from the full, multimodal description as long as the multimodal peaks are not largely 
separated. 

Figure 10. The shrinkage forecast in fractional error in H 0 as a function of a 
number of observed events. It is clear that the shrink in uncertainty improves 
slightly slower than the Poissonian decay, as the events are not totally 
independent: they share the calibration parameters (i.e. intrinsic properties of 
the mass function) in our fitting process. 
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ther hand, there is an independent method to construct a data-driven
xternal prior on the mass ratio q as well. With an external estimate
f q, the uncertainty in the GW spectral evolution constraint on q 
ould be significantly reduced. 
The EM measurement of the mass ratio of the binary system

nvolving an NS is not generally possible, unless at least one star of
he binary system is a pulsar (or other time transients). This could be
nderstood as follows: astrometry measurements are able to measure
he Keplerian parameters, which constrain the component masses up
NRAS 538, 711–725 (2025) 
o an unknown orbit inclination. Such parameter de generac y can
e remo v ed by a companion pulsar – exploiting the relativistic time
elay when the pulsar signal is deflected by the gravitational field (see
.g. Lattimer 2012 for a re vie w). Indeed, in the NS mass function,
e picked as demonstration (Valentim et al. 2011 ; Kiziltan et al.
013 ; Horvath & Valentim 2017 ), the NS mass is obtained from
ystem that hosts at least a pulsar. The measurements of q for each
ystem allow the construction of the distribution of q. Such external
onstraint distribution can then be input as a prior to our analysis
ipeline. 
Another subtle aspect of the prior on q is to handle its potential

orrelation with the mass scale m NS of the corresponding binary
ystem. This is theoretically expected as the formation mechanism
f NS with viable mass can be different – possibly including tidal
nteraction within the binary system where q would be an important
ontrol parameter. Owing to the limited amount of available of EM-
etected NS systems, such an effect is still unclear; it is also for
his reason we stay conserv ati ve in this analysis and do not model
uch ef fect. Ho we ver, this should be of practical interest in the near
uture with the consortium of EM observation and GW observation
o lift up such de generac y, thus helping tighten the constraint
f H 0 . 
A final remark on the application of the BNS system versus the

SBH system as discussed in this work. As the NS mass function
as been fixed in a priori, in principle the expected chirp mass M c 

an also be fixed by convolving the NS mass function with itself.
uch a process naturally leads to a prior directly on the chirp mass
 c for the BNS system. This is different from the NSBH approach

e discussed here – where the primary mass m s , 1 (BH mass) and
qui v alently the mass ratio q has to be constrained by the data.
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t should be now clear that the BNS approach would be strongly
nfluenced by the presumption on the q–m NS correlation, so that 
he expected chirp mass function is no longer a simple convolution 
f the NS mass function with itself. That is also one reason why
SBH is fa v oured at the current stage, where the dependence on
 is solely addressed by the GW wav eform, without e xploiting an y
nclear presumption. Furthermore, the measurement precision for q 
n the NSBH merger is better than is in the BNS merger, thanks to
he long-lasting waveform during the NSBH merger e vent. Ho we ver,
he synergy of BNS and NSBH to deliver a joint constraint on H 0 is
till foreseen in the future upon the rapid accumulation of both EM
nd GW data. 

 C O N C L U S I O N S  

e have demonstrated here that NSBH events provide an indepen- 
ent and potentially competitive means of estimating H 0 by relying 
n the characteristic Chandrasekhar mass of NSs – using only the GW 

ata, and without the need for a supporting EM redshift. Thanks to
he population of NS masses measured to lie in a confined mass range
 NS ≈ 1 . 4 ± 0 . 1 M �, provides a simple reasonably well-understood

standard siren’ for interpreting the GW waveforms of the GW events 
f this class. At least one NSBH event is now undisputed, namely
W200115 with a redshifted NS mass of 1 . 48 M � determined in

he observer frame from the LVK waveform analysis and with 
istances estimated to be 283 + 62 . 1 

−82 . 7 Mpc using the measured strain 
mplitude. 

Reconsideration of other GW events recorded prior to GW200115 
ay now be redefined with an NSBH classification, namely event 
W190426 and possibly also GW190917 (for which a less conser- 
 ati ve ‘prior’ on the rate of NSBH merging is forced by the clear
etection of GW200115). 
None the less, we have shown that it is possible to obtain a

onsistent constraint in H 0 from the existing NSBH events, albeit 
ith larger distance uncertainty due to relatively low SNR in the 
etections. 
We may look forward to upgraded sensitivity that would allow 

SBH events with higher SNR, i.e. better -defined wa veforms for
hich the de generac y with orbital/spin parameters can be much 

mpro v ed allowing significantly more precise distance estimation 
nd hence better defined H 0 that will be defined from a joint analysis
f a larger sample of future NSBH events. We have emphasized that
ven with the current sensitivity, with only 10 more useful NSBH 

vents, we can anticipate δH 0 /H 0 � 20 per cent . In particular, this
ncertainty is inherently different from the precisely determined H 0 

rom supernovae surveys: GW-based methods are based on a vastly 
ifferent set of physical processes, thus allowing for comparison and 
alidation of the assumptions made in supernovae-based measure- 
ents. 
We have emphasized that this NSBH-based method for deter- 
ining H 0 is unlike that of multimessengers BNS events where an 

xternal redshift is required for a precision measurement of H 0 . In
act, only one BNS case has been detected this way (GW170817) 
ather fortuitously via gamma-ray flare time coincidence and the 
nusually close proximity of this BNS ev ent. F or NSBH we have the
dvantage of a much larger detection horizon thanks to the presence 
f the associated massive BH that enhances the chirp mass and hence
he detectable SNR. Of course for NSBH events with associated EM
mission whereby an independent redshift can be established, the 
recision on H 0 is much impro v ed. Thus it should be regarded as
 priority to be prepared for prompt follow-up of NSBH candidate 
W e vents, but ne vertheless, this is not a requirement of our method,
or which GW alone is sufficient for competitive precision on H 0 at
urrent sensitivities. 
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p

PPENDI X  A :  R E M A R K S  O N  C O S M O L O G Y  

E P E N D E N C E  O F  LV K  M C M C  C H A I N S  

e note that the PYCBC and BILBY GW parameters inference package
sed the accelerated method outlined in Thrane & Talbot ( 2019 ) and
shton & Talbot ( 2021 ) to compare between model templates and the
ata, and thus e v aluating the likelihood. As an illustrati v e e xample
Pankow et al. 2015 ), this class of methods relies on the analytical
arginalization of extrinsic parameters (in particular, d L ) while only

umerically samples the intrinsic parameters ( M c , θ ). As the effect
f extrinsic parameters is shiftings and scalings of the waveform –
n contrast to more complicated dependence involved for intrinsic
arameters – analytical marginalization o v er e xtrinsic parameters is
llowed. These marginalized likelihoods are then used to reconstruct
he extrinsic parameters, particularly for d L following the procedure
utlined in appendix C of Thrane & Talbot ( 2019 ). 
Consequently, in the LVK pipeline, a model of the GW waveform

adiated by compact binary coalescence is first created using the
ntrinsic parameters, including M c . The extrinsic effect of d L is
econstructed afterwards, and such d L information is converted into
edshift z by assuming the nominal value of Planck 2018 cosmology
Planck Collaboration VI 2020 ) with H 0 = 67 . 9 km s −1 Mpc −1 .
sing this redshift derived from d L , the source frame chirp mass
 c posterior samples are reinterpreted by rescaling it with 1 / (1 +

). As a result, the source frame masses provided in the MCMC
hains provided in the LVK data releases have all assumed the Planck
018 cosmology implicitly, and this therefore forbids the use of the
ource frame masses and redshifts at their face values in the MCMC
hains (for the purpose of cosmography) . We have verified that the d L 
amples in the LVK chains that we used in this paper have a perfect
orrelation with the z samples provided in these chains with zero
catter (up to floating point precision), and the conversion rules for
onverting d L samples into z samples are indeed the distance–redshift
elation implied by Planck 2018 cosmology. 

For this reason, in our analysis demonstrated in Section 4 , we a v oid
he use of any source frame quantities provided in the MCMC chains
nd stick with the observer frame quantities that are cosmology
ndependent. 

PPENDI X  B:  TRANSFORMATI ON  O F  

ELECTI ON  L I K E L I H O O D  

 crucial step for our selection-corrected model likelihood is to
 v aluate the selection bias term, namely p( S| m o , 1 , m o , 2 , d L ; H 0 ). To
o this, we use an approximation method built upon the software
WDET (Gerosa 2017 ). Before proceeding, we quickly re vie w the
ethod implemented in GWDET . In GWDET , the detection complete-

ess – as a function of source frame component masses and distance
is e v aluated o v er millions of parameter grids. The completeness

s e v aluated via the method outlined in Dominik et al. ( 2015 ) as
ollo ws. Gi ven a parameter combination, the optimal SNR of the
vent ρopt – optimizing the inclination and alignment with the GW
nterferometer (i.e. extrinsic parameters) – is computed via numerical
elati vity. Follo wing this, a ratio w ≡ 8 /ρopt is computed, where 8
s the SNR threshold of detection. Using analytical modelling of
he sensiti vity v ariation among dif ferent combinations of extrinsic
arameters, upon marginalization the selection completeness can be
odelled as a function of the form p ( > w ), which is monotonically

ecreasing. As w is a function of ( m s , 1 , m s , 2 , d L ), we can identify
his with the selection probability: 

( > w = 8 /ρopt ) = p( S| m s , 1 , m s , 2 , d L ; H 0 ) . (B1) 
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n particular, the calculation of ρopt pre-computed in GWDET assumes 
lanck 2015 cosmology. In our application, we would like to 

mplement two extra steps: (1) rewriting the functional dependence 
rom source frame to observer frame; and (2) generalizing this 
election probability to arbitrary H 0 by suitable approximation –
s a compromise of calculation speed and precision. 

The first step – rewriting it in the observer frame – is simple. The
election probability can be rewritten as 

( S| m o , 1 , m o , 2 , d L ; H 0 ) = 

∫ 
d m s , 1 d m s , 2 p( S| m s , 1 , m s , 2 , d L ; H 0 ) 

×p( m s , 1 , m s , 2 | m o , 1 , m o , 2 , d L ; H 0 ) 

×p( d L | H 0 ) . (B2) 

uch integral is efficient to evaluate as 
( m s , 1 , m s , 2 | m o , 1 , m o , 2 , d L ; H 0 ) is a delta function, relating the

rames via m s ,i = m o ,i / (1 + z( d L ; H 0 )). 
The second step to relate between different cosmology is ho we ver
ore tricky, and here we use an approximate approach to the first

rder. First of all, we e v aluate p( > w = 8 /ρ(P15) 
opt ) using GWDET .

s p ( > w ) is monotonic, we can inverse the function to calculate
(P15) 
opt as a function of ( m o , 1 , m o , 2 , d L ) efficiently with the output of
WDET . Note that to the first order, ρopt has the following cosmology-
ependent scaling (Ajith et al. 2008 ): 

opt ∝ 

(1 + z) 5 / 6 

d L 
. (B3) 

herefore, to transform from Planck 2015 cosmology to arbitrary 
osmology, we can scale ρopt approximately as 

opt ( H 0 ) = ρ
( P15 ) 
opt 

(1 + z( d L ; H 0 )) 5 / 6 

(1 + z( d L ; P15 )) 5 / 6 
. (B4) 

he argument of the GWDET selection probability p( > w = 8 /ρopt )
s scaled accordingly to get the cosmology-adapted selection proba- 
ility. Following the above procedure, we yield a numerically highly 
fficient method to calculate the selection probability, therefore, 
llowing us to quantify the selection bias involved in the inference 
f H 0 . 

PPENDIX  C :  FISHER  ANALYSIS  O F  NSBH  

O N S T R A I N T S  O N  H 0 

e w ould lik e to estimate if the enlarged detection horizon offered
y NSBH events can significantly improve the constraints on H 0 . 
y significantly, we mean an impro v ement in the error terms at the

eading order, derived using Fisher analysis. 
In the following, we present a bottom–up approach. The first step 

s to e v aluate the distance measurement error δd of NSBH events and
NS events. We are particularly interested in studying the marginally 
etectable events, defined by having their SNR ρ∗ = 8. The NSBH 

orizon is larger, d NSBH > d BNS , and they both give rise to the same
NR ( ρNSBH = ρBNS = ρ∗ = 8). It is well known that ρ ∝ 

ˆ d −1 
L (Ajith

t al. 2008 ). For later convenience, we denote the proportionality 
onstants for both NSBH and BNS events as αs: 

∗ = 

αNSBH 

d NSBH 
= 

αBNS 

d BNS 
= 8 . (C1) 

he distance is then determined from GW data by a matched-filter 
ikelihood of the form 

( d L ) ∝ exp ( −( ρ − 〈 ρ〉 2 / 2) , (C2) 
2025 The Author(s). 
ublished by Oxford University Press on behalf of Royal Astronomical Society. This is an Open
 https://cr eativecommons.or g/licenses/by/4.0/), which permits unrestricted reuse, distribution, and rep
here 〈 ρ〉 is the ideal SNR achie v able by the specific GW event,
articularly parametrized by d L , and ρ is the observed SNR that is
ubject to random fluctuation. 

The Fisher matrix F dd can then be derived, which corresponds to
he distance measurement uncertainty, this is 

F dd = 

〈 

∂ log p 

∂ d L 

2 
〉 

∼ρ

∝ 

α2 

ˆ d 4 L 

〈 ( ρ − 〈 ρ〉 ) 2 〉 ∼ρ = 

α2 

ˆ d 4 L 

. 

(C3) 

n the second line, we use the fact that ρ is normally distributed
ith variance equal to unity. Invoking the well-known Cramer–
ao bound from elementary statistics, we can infer that the distance
easurement error is 

d ≥ F 

−1 / 2 
dd = 

ˆ d 2 L /α = 

ˆ d L / 〈 ρ〉 . (C4) 

hus, the fractional measurement error in the distance ( δd/d L ) scales
s 〈 ρ〉 . Note, ho we ver, that for the marginally detectable events –
egardless of their BNS/NSBH identification and their luminosity 
istance – we have 〈 ρ〉 = ρ∗ = 8. As a result, both the furthest
etectable NSBH event and the BNS event share the same fractional
istance measurement uncertainty to the leading order. 
With this result, we can now proceed to derive a Fisher estimate

f the error budget on H 0 . Here, we would like to assume a Gaussian
rror model for measuring the distance d L of a GW emission event
regardless of BNS/NSBH origin). This is 

( d L | ̂  d L ( z; H 0 )) ∝ exp 

( 

− ( d L − ˆ d L ( z; H 0 )) 2 

2 σ 2 
d 

) 

. (C5) 

s the abo v e analysis suggested, the error term σd scales with ˆ d L ,
hich we can express as σd = σ0 ̂  d L . Repeating the same Fisher

nalysis – no w e v aluating the H 0 element of the Fisher matrix F HH : 

 HH = 

〈 

∂ log p 

∂ H 0 

2 
〉 

∼d L 

= 

∫ 
d d L 

( 

∂ log p 

∂ ̂  d L 

∂ ̂  d L 

∂ H 0 

) 2 

p( d L | ̂  d L ( z; H 0 )) 

= 

( 

ˆ d L 

H 0 

) 2 
1 

σ 4 
0 

〈
d 4 L 

ˆ d 6 L 

− d 2 L 

ˆ d 4 L 

〉
∼d L 

= 

(
σ−2 

0 + 3 
)

H 

2 
0 

. (C6) 

he Cramer–Rao bound asserts that the uncertainty in determining 
 0 with noisy measurements of d L is lower bounded as 

δH 0 

H 0 
≥ F 

−1 / 2 
HH 

H 0 
= 

(
σ−2 

0 + 3 
)−1 / 2 

. (C7) 

t should be clear from the abo v e e xpression that the fractional
easurement uncertainty in H 0 does not depend on the NSBH/BNS 

lassification of the GW event. Here, only the uncertainty in mea-
uring d L is taken into account. In fact, as argued in the main text
Section 2 ), it is possible to measure q to a better precision for NSBH
 vents. Therefore, NSBH e vents are more powerful in determining
he value of H 0 . 
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