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Abstract—Deep learning methods have recently shown significant
promise in compressing the geometric features of point clouds. However,
challenges arise when consecutive point clouds contain holes, resulting
in incomplete information that complicates motion estimation. To our
knowledge, most existing dynamic point cloud compression methods
have largely overlooked this critical issue. Moreover, these methods
typically employ a multi-scale single-pass approach for motion estimation,
performing only one estimation at each scale. This limits accuracy and
adversely impacts compression performance. To address these challenges,
we propose a dynamic point cloud compression model called M2BR-
DPCC (Multi-Modal Multi-Scale Bidirectional Recursion for Dynamic
Point Cloud Compression). Our method introduces two key innovations.
First, we integrate both point cloud and image data as inputs, leveraging
a multi-modal feature representation completion (MFRepC) approach to
align information across modalities. This addresses the issue of missing
data in point clouds by using complementary information from images.
Second, we implement a multi-scale bidirectional recursive (MSBR)
motion estimation method. This module iteratively refines motion flows
in both forward and backward directions, progressively enhancing point
cloud features and improving motion estimation accuracy. Experimental
results on widely used datasets, including MVUB and 8iVFB, demon-
strate the effectiveness of our approach. Compared to existing methods,
M2BR-DPCC achieves superior performance, with an average BD-rate
improvement of 95.23% over V-PCC, 12.92% over D-DPCC, and 16.16%
over patchDPCC. These results underscore the potential of leveraging
multi-modal data and bidirectional refinement for dynamic point cloud
compression.

Index Terms—Dynamic point cloud geometric compression, Multi-
modal, Multi-scale bidirectional recurrent.

I. INTRODUCTION

Dynamic point cloud geometry compression is a method aimed at
efficiently compressing point cloud data that evolves over time. The
goal is to achieve low bit-rate compression for continuously moving
point cloud sequences while preserving high fidelity. This reduces
the bandwidth and storage demands for data transmission and storage,
enabling more efficient resource utilization. By compressing dynamic
point cloud data effectively, this technique enhances real-time system
performance and reliability. It has attracted significant attention from
researchers and has found widespread applications in areas such as
autonomous driving and robotic navigation.

Traditional dynamic point cloud geometry compression methods,
such as those proposed in [1], [2], [3], [4], [5], [6], and [7], can be
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broadly classified into two categories: 3D-based and 2D projection-
based approaches. 3D-based methods perform motion estimation
and motion compensation (ME/MC) between frames through block
matching techniques, while 2D projection-based methods leverage
existing video codecs, focusing primarily on the design of pro-
jection algorithms and block arrangements. Both approaches rely
on rule-based frameworks with hand-crafted feature extraction and
assumption-driven matching rules, which often result in suboptimal
coding efficiency. In deep learning-based dynamic point cloud com-
pression [8], [9], a key challenge is embedding motion estimation
and compensation into an end-to-end compression network. Some
studies [8], [10] explore ME/MC structures for motion estimation and
compensation, but these methods are limited to a single-resolution
scale, leading to high computational latency. Other works [9], [11]
adopt multi-scale motion estimation and compensation networks
to improve accuracy, but each layer performs only a single mo-
tion estimation, limiting optimization potential. Recently, iterative
refinement techniques have emerged, using recurrent schemes to
progressively optimize estimated scene flow and enhance motion
estimation accuracy. To address the need for both high accuracy
and computational efficiency, we propose a multi-scale bidirectional
recurrent network in latent space. This network iteratively optimizes
the motion scene flow from coarse to fine, enabling effective and
efficient motion estimation.

On the other hand, raw point cloud data often suffers from sparsity
and incompleteness due to factors like sensor precision, noise, and
occlusion, complicating accurate motion estimation [12]. Recovering
a complete point cloud from partial data is critical for many real-
world applications, yet existing compression models largely overlook
this issue. Our key insight is that point cloud data effectively captures
the geometric structure of an object’s surface, while image textures
reveal detailed surface features. By integrating image textures, we
can infer the missing geometric details in an incomplete point
cloud. This highlights the potential of a multi-modal approach to
effectively tackle the challenge of point cloud incompleteness. Al-
though point cloud completion has been extensively studied [13]–
[15], most methods rely on unimodal prior information. Some multi-
modal approaches, such as Aiello et al. [16], combine image side
information with shape priors, and Wang et al. [17] integrate data
from cameras and LiDAR for 3D object detection. However, these
methods are not designed for compression tasks. Lin et al. [18]
proposed a multi-modal compression framework using oc-trees and
depth information from paired images of LiDAR point clouds, but
it does not address the problem of holes in the point cloud. To
the best of our knowledge, no existing methods specifically use
images as an auxiliary modality for point cloud compression to
resolve incompleteness. Our novel insight is to leverage image textureIC
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Fig. 1: M2RS-DPCC Network Architecture.

features to fill the geometric holes in point cloud data. We propose
the MFRepC model, which integrates information from multiple
modalities to improve the completeness and accuracy of compressed
point clouds, addressing a critical limitation in current methods.

The main contributions of this work are as follows:
• We propose the M2BR-DPCC model, a dynamic point cloud

compression approach that jointly optimizes feature representa-
tion completion and motion estimation using multi-modal, multi-
scale bidirectional recurrent scene flow.

• We design the Multi-modal Feature Representation Completion
(MFRepC) module, which aligns point cloud and image features.
MFRepC uses cross-modal information to complete missing
geometric details in point clouds, enriching their representation
for downstream tasks.

• We introduce a novel Multi-scale Bidirectional Recurrent Scene
Flow (MSBR) motion estimation method. MSBR iteratively
refines point cloud features across scales, generating optimized
motion flows and achieving more accurate inter-frame motion
estimation than existing single-pass compression methods.

II. PROPOSED METHOD

A. System Overview

The goal of dynamic point cloud compression is to achieve low
bit-rate compression of continuous point cloud sequences while main-
taining high fidelity. To achieve this, we propose the M2BR-DPCC
model, which combines multi-modal representation completion and
multi-scale bidirectional recurrent motion estimation, as shown in
Figure 1. The input consists of two adjacent point cloud frames,
X̂t−1 = {CX̂t−1

, FX̂t−1
} and Xt = {CXt , FXt}, along with

their corresponding images, It−1 and It. Here, CX̂t−1
and CXt

represent point cloud coordinates, and FX̂t−1
and FXt are feature

matrices indicating voxel occupancy. The architecture first encodes
the point cloud and image features. These are fused to produce latent
representations ŷt−1 and yt, which are processed through a multi-
scale bidirectional cyclic motion estimation module. After motion
compensation and compression, the predicted representation ȳt is
obtained, followed by residual compression of rt. Finally, the point
cloud reconstruction module reconstructs X̂t, with remaining steps
based on D-DPCC.

B. Multi-modal Representation Completion Learning

To address the limitation in existing models that rely solely on the
previous frame’s information and fail to effectively fill holes in point
clouds, we propose the MFRepC model, which incorporates image
information to enhance point cloud data. By leveraging image texture
features, this model can infer missing geometric details of the point
cloud surface, filling in the gaps in the point cloud data.

The MFRepC model consists of two distinct modules for process-
ing point clouds and images. The point cloud feature extraction mod-
ule includes two consecutive down-sample blocks designed to capture
deeper-level information in the spatial geometry. Each down-sample
block contains two sparse convolution layers for point cloud down-
sampling and IRN (Interpolation Residual Normalization) blocks for
local feature analysis and aggregation. The input point cloud frame
Xt is encoded into a sparse tensor ytp = {C2

xt
, Fytp

}, where
Fytp

represents the feature matrix, and C2
xt

denotes the coordinate
matrix with a down-sampling factor of 2. Similarly, the image feature
extraction module consists of two down-sample blocks to extract
image features. Each block includes two convolutional layers for
image down-sampling, followed by ResNet blocks for local feature
analysis and aggregation. The input image It is encoded into an image
feature tensor ytI after passing through the down-sample blocks.

In the multi-modal representation learning module, our goal is to
retain the spatial coordinate matrix of the point cloud while enriching
its feature information by integrating image data. This is represented
as follows, where FQ/F indicates feature alignment completion:

Fyt = FQ/F (Fytp
, ytI ). (1)

To achieve this, we first adjust the size of the image feature tensor
ytI to match the dimensions of the point cloud feature tensor ytp .
Next, we combine the resized image feature tensor with the point
cloud feature tensor to generate a latent spatial feature representation
that incorporates both deep visual and geometric information, yt, i.e.,
yt = (C2

xt
, Fyt). Specifically, this is described as:

Fyt =

{
Fytp

+ resize(ytI ), Ih > Ph,

Fytp
+ ytI , other.

(2)
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TABLE I: BD-Rate (%) gains compared with existing methods.

M2BR-DPCC
VPCC [1] D-DPCC [8] jiang’s [9]

Models from MYUB D1-PSNR D2-PSNR D1-PSNR D2-PSNR D1-PSNR D2-PSNR
david -38.89 -99.9 -15.84 -9.04 -4.76 -11.9
sarah -32.53 -96.96 -11.71 -6.99 -10.4 -12.9
phil -64.15 -90.33 -8.61 -5.91 -4.9 -3.3

ricardo -17.57 -93.73 -15.51 -15.37 -5.8 -8.5
Average -38.29 -95.23 -12.92 -9.32 -6.5 -9.2

M2BR-DPCC w/o MFRepC
GPCC [2] VPCC [1] OctAttention [19] PCGC [20] D-DPCC [8] PatchDPCC [21]

Models from 8iVFB D1-PSNR D1-PSNR D1-PSNR D1-PSNR D1-PSNR D1-PSNR
longdress -82.7 -99.64 -99.96 -36.96 -61.96 -36.96

loot -51.22 -99.99 -99.63 -56.97 -28.57 -9.64
Average -66.96 -99.81 -99.79 -46.96 -45.26 -23.3

oursJiang’sVPCCGPCCGT D-DPCC

Fig. 2: Visualization results on MVUB (David and Phil) test sequences.

This approach enhances the point cloud features while preserving
the original spatial structure, resulting in a richer and more effective
feature representation for subsequent deep learning tasks.

C. Multi-scale bidirectional recurrent motion estimation

Existing compression methods often combine motion estimation
and compensation (ME/MC) structures with multi-scale networks to
achieve accurate motion estimation. However, performing a single
estimation at each scale limits their effectiveness. To address this
issue, inspired by MSBRN [22], we propose the Multi-scale Bidi-
rectional Recurrent Scene Flow (MSBR) motion estimation module,
based on the transformer architecture [23]. The key idea and benefit
of our approach is its ability to iteratively refine motion estimation
through bidirectional processing across multiple scales, resulting in
more accurate and efficient motion flow predictions. This significantly
improves the quality of dynamic point cloud compression while
reducing computational complexity compared to existing single-pass
methods. Unlike MSBRN, which operates in the spatial domain
of point clouds and cannot estimate motion vectors (MVs) from
latent representations, our framework utilizes latent tensors and
sparse convolutions from adjacent frames. After feature fusion, the
integrated features yt and ŷt−1 pass through a multi-scale feature
extraction module [24]. Bidirectional transformers enhance point
features at each scale, optimizing motion prediction. Up-sampling
layers propagate features from higher to lower scales, and a Multi-
Layer Perceptron (MLP) generates motion vectors Mt.

The Bi-directional transformer structure works as follows: the bidi-
rectional feature aggregator receives the coordinates of points from
two frames and their corresponding features, which are obtained from
the previous frame through K−1 iterations. These frames are denoted
as Sk−1 = {(s, fk−1)} and T k−1 = {(t, gk−1)}. By aggregating
features between the two frames, the feature representation of each
point in the current iteration is enriched, as described in Equations
(3) and (4). The enhanced features are then passed to the hybrid
correlation extraction module, which combines in the Euclidean space
for local motion and feature-induced grouping for semantic motion,
generating candidate correlation features.

fk = SetConν
(ti,g

k−1
i )∈Nk−1

T
{(s,fk−1)}

(
[ti − s, gk−1

i , fk−1]
)
. (3)

gk = SetConv
(sj ,f

k−1
j )∈Nk−1

S
{(t,gk−1)}

(
[sj − t, fk−1

j , gk−1]
)
. (4)

The SetConv consists of a shared multi-layer perceptron and a
max-pooling layer. NT (s, ) denotes the nearest neighboring points
of s in T , where i, j represent the indices of points in the neighbor
group N , and ′[, ]′ denotes the channel concatenation operator.
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D. Loss function

To optimize the model, we use the rate-distortion joint loss function
to optimize the loss L:

L = R+ λD, (5)

λ is the lagrange multiplier used to balance distortion and rate. R
is the bits per point (bpp) value encoding the current frame. D
represents the distortion between Xt and X̂t.

III. EXPERIMENTS

A. Experiment Settings

Dataset: Common datasets used in dynamic point cloud compres-
sion include 8iVFB [25], Owlii [26], and MVUB [27]. For training,
we selected four sequences from the Owlii dataset and two sequences
from 8iVFB, while the remaining sequences were used for testing.

Training Strategy: Experiments were conducted on an RTX4090.
The model was optimized using the Adam optimizer with parameters
β = (0.9, 0.999) and a learning rate scheduler that reduced the learn-
ing rate by a factor of 0.7 every 10 epochs. We used λ = 4, 5, 7, 9
as training parameters, with a batch size of 1 and an initial learning
rate of 0.0008. The model was trained for 100 epochs.

Evaluation Metrics: To assess the effectiveness of our framework,
we use bits per point (bpp), which measures the average number
of bits per point in each frame. For evaluating the quality of the
compressed point cloud sequences, we employ point-to-point error
(D1-PSNR↑) and point-to-surface error (D2-PSNR↑).

B. Experimental results

Table I presents the BD-rate values of various methods on the
MVUB and 8iVFB datasets, comparing them to our approach. The
top half of the table highlights the advantages of multimodal process-
ing, while the bottom half demonstrates that our model still achieves
optimal results even without image information. Specifically, com-
pared to D-DPCC, our method shows average BD-rate improvements
of 12.92% and 9.32%, respectively. Furthermore, when compared to
VPCC and Jiang’s method, our method improves BD-rate by 6.47%,
9.15%, and 95.23%, 38.29%, respectively.

Figure 2 provides a visual comparison between our method and
other approaches on the MVUB dataset. By incorporating image
information, our method effectively fills in the missing parts of the
original point cloud, preserving its intrinsic features and addressing
small- and alleviating large-hole issues.

C. Ablation Study

Multi-modal Representation Completion Learning: Figure 3
presents a comparison of results on the Sarah sequences. It is evident
that, at the same bits per pixel (bpp), our model achieves higher D2-
PSNR values than models without MFRepC information. Addition-
ally, models enhanced with MFRepC, such as D-DPCC + MFRepC
and Jiang’s + MFRepC, also outperform their original counterparts.
This demonstrates that our proposed multi-modal feature processing
module not only boosts model performance but can also be easily
integrated into existing point cloud compression models.

Multiple Scale Bidirectional Recurrent Scene Flow (MSBR)
Motion Estimation: Figure 4 visualizes motion vectors (MVs) to
showcase the effectiveness of our motion estimation method. The
first three columns display the last frame, current frame, and overlap
results, with white areas indicating significant motion. The last three
columns show the motion vectors from single-scale, multi-scale, and
our MSBR method, with red indicating areas of motion change. A

0.16 0.18 0.2 0.22 0.24 0.26 0.28 0.3 0.32
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Jiang’s

D-DPCC+MFRepC

D-DPCC

V-PCC

Fig. 3: Performance of different models with and without MFRepC
modules on Sarah.

Last 
Frame

Current 
Frame Overlap single-

scale
multi-
scale MSBR

Fig. 4: Visualization of motion vectors (MVs).

closer alignment of the red regions with the white areas indicates bet-
ter performance. It is clear that the sixth column (MSBR) exhibits the
highest similarity between the red and white regions, demonstrating
that our motion estimation method is the most accurate.

IV. CONCLUSION

This paper addresses the challenges of incomplete point cloud data
and inaccurate motion estimation in dynamic point cloud compres-
sion. Existing methods struggle with filling missing geometric details
and performing precise motion estimation, limiting the quality of
compressed point clouds. To overcome these issues, we propose a
novel compression model that integrates two key modules: multi-
modal representation completion (MFPepC) and multi-scale bidirec-
tional recurrent scene flow (MSBR). The MFPepC module utilizes
complementary image and point cloud data to complete missing
geometric information, while the MSBR module iteratively refines
motion estimation across multiple scales for more accurate compres-
sion. Our experiments show that the proposed model outperforms
state-of-the-art methods, achieving significant BD-rate improvements
and effectively addressing both point cloud incompleteness and
motion estimation challenges. Our future research will focus on how
to use multi-modal information to deal with the compression task of
multi-domain data sets.
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