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Laser: Efficient Language-Guided Segmentation
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Abstract—In this work, we propose a method that leverages CLIP feature distillation, achieving efficient 3D segmentation through
language guidance. Unlike previous methods that rely on multi-scale CLIP features and are limited by processing speed and storage
requirements, our approach aims to streamline the workflow by directly and effectively distilling dense CLIP features, thereby achieving
precise segmentation of 3D scenes using text. To achieve this, we introduce an adapter module and mitigate the noise issue in the dense
CLIP feature distillation process through a self-cross-training strategy. Moreover, to enhance the accuracy of segmentation edges, this
work presents a low-rank transient query attention mechanism. To ensure the consistency of segmentation for similar colors under
different viewpoints, we convert the segmentation task into a classification task through label volume, which significantly improves the
consistency of segmentation in color-similar areas. We also propose a simplified text augmentation strategy to alleviate the issue of
ambiguity in the correspondence between CLIP features and text. Extensive experimental results show that our method surpasses
current state-of-the-art technologies in both training speed and performance. Our code is available on: https://github.com/xingy038/
Laser.git.

Index Terms—3D segmentation, CLIP, NeRF.
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1 INTRODUCTION

ADVANCEMENTS in Neural Radiance Fields (NeRFs) [1]
and 3D Gaussian splatting (3D GS) [2] have driven

progress in novel view synthesis of 3D scenes in recent
years. However, these models often focus primarily on
geometry and appearance modeling with limited consider-
ation of semantic information, thereby affecting the overall
understanding of 3D scenes. Comprehensive understanding
of 3D scenes is crucial for applications such as robot navi-
gation, or autonomous driving. Several endeavors [3], [4]
have aimed to enrich 3D scenes with multi-view seman-
tic information. Despite these advancements, the scarcity
of adequately annotated 3D scene datasets continues to
pose a significant hurdle. An effective approach to address
this issue involves adopting open vocabulary segmenta-
tion, which facilitates the identification and classification of
diverse semantic regions and objects within these scenes.
However, this strategy introduces its own set of substantial
challenges, chiefly the requirement for an in-depth un-
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Fig. 1. Workflows of existing methods and Ours: (a) The core of the
LERF/3D-OVS process initially adopts a cutting strategy that subdivides
the training images into patches of different sizes. These patches are
then fed into the CLIP encoder to extract multi-scale CLIP features,
which are subsequently saved. At the same time, the original image
is also input into DINO to extract DINO features. Afterwards, these
multi-scale CLIP features and DINO features participate together in the
segmentation branch optimization process of NeRF. Such a process
demands significantly high computational and storage resources. (b)
Compared to previous methods, our process only requires the input of
training images into a modified CLIP encoder, after which it can predict
dense CLIP features. Utilizing these features, the segmentation branch
of NeRF can be optimized efficiently, while significantly reducing the
consumption of computational and storage resources.

derstanding of both natural language processing and the
accurate representation of objects in 3D environments.

Recent work [5]–[7] distills features from existing visual
language models, such as CLIP [8], into 3D scenes for
performing open-vocabulary query tasks. This task aims to
enable human users to interact with large language models
(LLM) [8]–[11] for scene editing intuitively. In comparison to
traditional semantic labeling methods, the language features
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of visual language models provide a more comprehensive
semantic understanding, especially encompassing objects
in the long-tail distribution, making them more applicable
in practical scenarios. However, accurately integrating lan-
guage embeddings into the current 3D scene representation
while maintaining efficiency and visual quality poses a
few significant challenges. One challenge is aligning the
learned 3D points and CLIP embeddings during rendering
since CLIP embeddings are represented at the image level
rather than the pixel level. To address this issue, LERF
[5] and 3D-OVS [6] employ a patch cropping approach
to obtain CLIP embeddings at different scales. However,
this approach introduces a challenge related to clarity or
precision in identifying semantic scales associated with the
same 3D position. For instance, if we consider a point on
the left fan of a graphics card, different levels of specificity
in textual queries can lead to the identification of regions
that correspond to varying scales of detail. Specifically, text
queries such as ”graphics card,” ”left side of the graphics
card,” and ”fan on the left side of the graphics card”
may each highlight areas that are relevant at three distinct
levels of granularity. To address this problem, the LERF
simply averages the multi-scale features, while 3D-OVS
uses a 3D selection volume to choose the most appropriate
scale. Despite their innovative approaches, both methods
significantly hamper processing efficiency. This inefficiency
is evident in the pre-processing phase, where prioritizing
the extraction and storage of multi-scale features necessi-
tates a substantial storage capacity—approximately 35GB
for the features of each scene.Furthermore, multi-scale patch
features bring another issue where they cannot fully include
a segmented object, either including other objects in one
patch or the objects in the patch are incomplete. Due to
these inaccurate CLIP features, the 3D language embedding
fields lack clear boundaries and contain a significant amount
of noise. To alleviate this issue, these methods extract pre-
trained DINO features [12] concurrently during training and
align them with 3D segmentation features. However, this
approach leads to a further increase in training time and
extra information requirements (The workflow as shown in
Figure 1 (a)).

Driven by the goal of achieving rapid training speeds
without compromising on accuracy in 3D language embed-
ding fields, this paper presents Laser - an efficient end-to-
end framework for segmenting 3D neural radiance fields,
designed to balance high performance with computational
efficiency (The overall workflows of our work as shown in
Figure 1 (b)). In order to obtain pixel-level features from
CLIP, we draw inspiration from recent advancements in
CLIP dense prediction research, such as MaskCLIP [13],
CAT-Seg [14], and SCLIP [15]. These methods modify the
final pooling layer within the CLIP encoder to derive dense
image embeddings. However, these methods introduce sig-
nificant noise without a mechanism for refinement, poten-
tially resulting in inaccurate predictions. Although aligning
these dense features with 3D segmentation features directly
can yield a roughly segmented image, there are still signif-
icant amounts of noise present. To address this issue, we
propose a novel adapter that effectively reduces the noise
present in the segmented images through the incorporation
of a loss term and a self-cross-training strategy during

training. Although this can alleviate the noise problem
and obtain relatively accurate segmentation maps, it cannot
guarantee the consistency of different views in the same
scene. To maintain segmentation consistency across different
views, we introduce label volumes to transform the segmen-
tation problem into a classification task. In this way, we can
classify rays within the segmentation volume, thus ensuring
consistent segmentation results under different views. How-
ever, we observe that two query texts in the same category
area may become ambiguous due to variations in lighting
and image color. This ambiguity may lead to noise in the
same segmentation region (i.e. regions segmented as the
same category may include other categories). To alleviate
this issue, we propose a novel low-rank transient query
attention and a simplified text augmentation strategy to
enhance features. In summary, the contributions of our work
are as follows:

• We review prior 3D language-guided segmentation
methods that primarily target broad modality align-
ment. To attain finer alignment, we introduce a
streamlined framework designed for efficient seg-
mentation through 3D language guidance.

• We introduce a novel adapter module and self-
crossing method to reduce the noise impact caused
by dense CLIP features.

• We introduce a novel low-rank transient query at-
tention model that significantly reduces the com-
putational complexity required by vanilla attention
mechanisms when processing 3D features.

• We carefully propose a simplified text enhancement
strategy that significantly reduces the ambiguity of
similarity calculation between CLIP features and text
features, thereby effectively improving the accuracy
of feature matching.

2 RELATED WORK

2.1 Neural Rendering
Image-based novel view synthesis methods typically em-
ploy input images to integrate pixel information, and
their performance can be enhanced through multi-view
approaches. Light field and Lomography rendering utilize
filtering and interpolating ray samples to generate novel
views without the need for an explicit geometric model.
However, they necessitate capturing and storing numer-
ous views for high-quality rendering [16]–[20]. Many ap-
proaches leverage explicit proxy geometry to achieve high-
quality rendering with only a few input images [17], [21]–
[29]. However, these methods may suffer from untextured
regions, highlights, reflections, and repetitive patterns, pos-
ing challenges for accurately estimating scene geometry.
To address these issues, previous works have explored
techniques such as local warps, soft 3D reconstruction, and
learning-based approaches.

Recently, neural implicit representation methods like
NeRF [1], [30]–[35] have demonstrated significant potential
for high-quality rendering. NeRF employs multi-layer per-
ceptrons (MLPs) to implicitly represent continuous scenes,
yielding impressive view synthesis results. The advent of
NeRF marks substantial progress in the neural network rep-
resentation of 3D scenes. However, these methods require
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training a separate model for each scene, and optimizing
these models entails varying training times. Several recent
methods have effectively improved rendering and training
speed through explicit and hybrid scene representation [36]–
[39]. These methods utilize explicit spatial data structures to
store explicit scene data [39], [40] or features decoded by
micro MLP [36]–[38]. This separates the model’s capacity
from its speed, allowing real-time rendering of high-quality
images [37]. However, embedding language representations
directly onto the neural field of implicit expressions is not
an easy task, as a large number of sampling points require
extensive memory usage, resulting in a sharp decline in
training and rendering performance.

2.2 2D Language Segmentation
The goal of 2D language segmentation is to understand ar-
bitrary categories in images with textual descriptions. In the
previous works, ZS3Net [41] is a pioneering work that uti-
lizes word embeddings of unseen classes through a genera-
tive model to generate pixel-level features. SPNet [42] uses
word embeddings (e.g., word2vec [43]) to achieve alignment
of semantic and visual features. GroupViT [44] proceeds by
grouping segmentation masks directly from text supervi-
sion. In the recent methods, they utilize pre-trained CLIP [8]
for open-lexical semantic segmentation. LSeg [45] adopts a
strategy of aligning pixel embeddings with text embeddings
of corresponding semantic classes generated by the CLIP
text encoder. Different from pixel-level LSeg, OpenSeg [46]
proposes a method to achieve segment-level visual feature
alignment with text embeddings through a regional word
basis. 3D-OVS [6] is the first work on implicit neural field
open vocabulary segmentation. However, this method is
essentially trained and tested on a closed vocabulary set.
It achieves effective segmentation of 3D scenes by aligning
multi-scale CLIP features with 3D segmentation features.
On the contrary, to improve efficiency, we adopt the latest
CLIP dense prediction method to obtain dense CLIP features
[13], avoiding using memory-intensive and computationally
slow multi-scale CLIP features.

2.3 3D Language Fields
Due to the challenges in accurately identifying 3D regions,
incorporating specific semantics into the implicit repre-
sentation of NeRF based on MLP is extremely difficult.
Some methods [4], [47]–[49] add new network branches
and attempt to integrate semantic information into NeRF.
For instance, Semantic NeRF [50] jointly encodes semantics
with appearance and geometric shapes in NeRF to achieve
novel semantic view synthesis. Neural Feature Fusion Fields
[51] use self-supervised 2D semantic features to distill 3D
features. Recent work explores integrating language into
3D scenes for segmentation. For example, DFF [7] adds
a branch for language prediction, attempting to segment
unseen text labels during training by fitting the feature map
of LSeg [45] into NeRF. LERF [5] is the first method to
embed CLIP features [8] into NeRF, utilizing powerful CLIP
representations for text-based 3D queries. Additionally, they
use DINO features [12] to supervise LERF and enhance
its performance. 3D-OVS [6] optimizes LERF and achieves
open-vocabulary segmentation functionality. However, the

Fig. 2. Interaction comparison of different modality. M=modality,
N=new modality. (a) Fusion of features from different modalities and then
interactive processing. When new modalities are included, retraining is
required. (b) Directly interact with features of different modalities. When
new modalities are added, they also need to be retrained. (c) Directly
interact with the features of different modalities. After introducing a new
modality, similar modal features can be used for feature distillation.
(d) After introducing new modalities, we not only adopted the feature
distillation strategy of similar modalities, but also directly processed the
interactive features between different modalities.

low semantic embedding quality of these methods requires
the introduction of additional semantic information such
as DINO features [12] or SAM features [52], and the time
cost during training is high. In addition, with the rise of
3D GS explicit representation, some recent segmentation
methods based on 3D GS have also shown excellent results,
such as Langsplat [53], LEGaussians [54], and Feature 3dgs
[55]. However, these methods still use the data processing
method of 3D-OVS. Although the real-time rendering ad-
vantage of 3D GS improves the training speed, there is still
a lot of redundancy in the preprocessing stage. In contrast,
our proposed Laser can provide an efficient 3D language
scene representation.

3 PROPOSED METHOD

Previous work essentially treated NeRF features as new
modalities to be fused with existing multi-modal models,
aiming to handle downstream tasks such as segmentation
and detection. The integration of this new modality with the
multimodal model can be achieved in several different ways
as shown in Figure 2. 3D language-guided segmentation
methods achieved cross-modal alignment by refining CLIP
image features into the segmentation branch of NeRF, i.e.
Figure 2 (c). However, these methods adopt a basic and
rough alignment strategy and fail to deeply explore and
utilize the potential of this alignment. Therefore, they will
use post-processing methods for optimization, including
pixel-level segmentation strategies and DINO. Our goal is
to simplify these post-processing methods and utilize more
refined alignment strategies to achieve efficient language-
guided segmentation (Figure 2 (d)). This work aims to
embed different modalities into the same vector space,
so that in this space, semantic level comparison can be
performed through a simple dot product operation. Given
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Fig. 3. Modality Graphs. T=text feature, I=image feature, S=segmentation feature of NeRF, L=label volume feature of NeRF. (a) Previous methods
only distilled the image modality capabilities of CLIP into the segmentation branch of NeRF. (b) and (c) demonstrate our attempt to align the
segmentation modality of NeRF with the image modality of CLIP, as discussed in Section 3.1, where we introduced an adapter and a self-cross
training strategy. (d) describes the self-enhancement of the NeRF segmentation modality, where in Section 3.2, we proposed a low-rank transient
query attention. (e) By incorporating the label modality of NeRF, we achieved bilateral alignment among four modalities, as shown in Section 3.3,
introducing label volume and LCE loss. (f) pertains to the self-augmentation of the textual modality, where in Section 3.4, we proposed a simplified
text augmentation strategy.

that three different modalities are involved: image, text, and
NeRF segmentation features, these modal spaces can exist
in multiple configurations of interrelationships. Alignment
is achieved between text and image modalities, so we can
exploit this relationship to implement language-based 3D
segmentation guidance, as shown in Figure 3.

Specifically, we propose Laser, a novel language-guided
segmentation method reconstructing NeRF. By leveraging
multi-view images of a given scene and open vocabulary
descriptions for each category to segment the reconstructed
NeRFs such that each 3D point is assigned a corresponding
category label. To achieve this, we map each 3D point in
the scene to CLIP features that represent its semantics. As
CLIP only can obtain the image-level features, we use a
modified CLIP encoder to derive dense image embeddings
and learn an adapter for reducing the noise, as described
in Section 3.1. However, variations in lighting and color
in images can lead to segmentation ambiguity, resulting in
inaccurate correlation values and misclassification. Taking
a pair of shoes captured in a photo as an example, the
corresponding CLIP features encompass the characteristics
of the shoes. If the shoes have an all-black appearance, the
shoe label is in a light black shade with a white logo, and the
shoes are placed on a table with an all-white color and black
stripes, CLIP features may mistakenly classify the shoe label
as part of the table. We introduce a novel low-rank transient
query attention and a simplified text augmentation strategy
to enhance semantic features, as described in Section 3.2 and
Section 3.4. In addition, to ensure the consistency of segmen-
tation maps among different views in the same scene, we
introduced label volume. By transforming the segmentation
problem into a classification task, we assign a corresponding
category label to each 3D point, thereby enhancing the
consistency of segmentation maps across different views, as
described in Section 3.3.

3.1 Mapping 3D to Dense Pixel-Level CLIP Features

To improve efficiency, we use the feature maps obtained by
the recent CLIP dense prediction method [13], [15] instead
of the multi-scale CLIP feature maps used by previous
methods [5], [6]. After obtaining the dense pixel-level CLIP
features, we follow [5]–[7], introducing an additional branch

to render the CLIP feature. We can render the RGB value and
the CLIP feature of each ray r using volume rendering [1]:

Ĉ(r) =
N∑
i=1

wiCi ∈ R3, F̂ (r) =
N∑
i=1

wiFi ∈ RD, (1)

where wi = exp

−
i−1∑
j=1

σjδj

 (1− exp(−σiδi)), (2)

where σi and δi refer to the volume density and feature
attributes of the sampled point i, with wi indicating the
weighting of Fi within the ray r, and δi denoting the
distance between adjacent samples. In every training batch,
the supervision loss for a set of rays (denoted as R) is
defined as the sum of the L2 distance between the rendered
and ground truth RGB values, and the cosine similarities
cos ⟨, ⟩ between the rendered features and the dense pixel-
level CLIP features F (r):

Ls =
∑
r∈R

(∥∥∥Ĉ(r)− C(r)
∥∥∥
2
− cos

〈
F̂ (r), F (r)

〉)
. (3)

After training, given a set of text descriptions T =

{ti}Ni=1 and a CLIP text encoder Et, we can get the classes’
text features Ft = Et(T ) ∈ RN×D . Then we can calculate
the cosine similarity between the rendered CLIP features
F̂ (r) and the class’ text features Ft to obtain the segmenta-
tion logits z(r) of the ray r:

z(r) = cos
〈
F̂ (r), Ft

〉
∈ RN . (4)

We can then get the segmentation maps of the ray s(r) =
argmax(z(r)). Similarly, we can get the segmentation logits
zI(r) of dense pixel-level CLIP features:

zI(r) = cos ⟨F (r), Ft⟩ ∈ RN . (5)

Although using dense pixel-level CLIP feature improves
efficiency, it also includes a lot of noise. To address this
issue, we present a novel adapter fθa that includes two
components, an attention module and a small bottleneck
layer. We aim to reconstruct the dense CLIP feature enabling
it to reduce noise:

F (r)r ≈ fθa(F (r)), (6)
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we can then use the cosine similarity to optimize fθa:

Lr = cos ⟨F (r)r, (F (r)⟩ . (7)

The new dense pixel-level CLIP feature captured is added
with the original features via residual connections:

F (r)new
r = αF (r)r + (1− α)F (r). (8)

However, this optimization is ineffective because we
have not made any fine-tuning of CLIP. We observe that
after a certain number of training steps, the rendered CLIP
features are difficult to improve due to the limitations of
CLIP features. Additionally, the rendered CLIP features
are cleaner than CLIP features but sometimes lack some
semantic information. Therefore, we propose a self-cross-
training strategy that aims to reduce noise and improve
rendered CLIP features by optimizing adapters to achieve
better performance. To sum up, the fθa can be found via
solving:

Lr = −β

 fθa(F (r)) · F (r)
|fθa(F (r))| |F (r)|

+
fθa(F̂ (r)) · F̂ (r)∣∣∣fθa(F̂ (r))

∣∣∣ ∣∣∣F̂ (r)
∣∣∣


− (1− β)

 fθa(F̂ (r)) · F (r)∣∣∣fθa(F̂ (r))
∣∣∣ |F (r)|

+
fθa(F (r)) · F̂ (r)

|fθa(F (r))|
∣∣∣F̂ (r)

∣∣∣
 ,

(9)

where β is a weight, and we find through experiments
that setting it to 0.3 is optimal. The noise can be mitigated
by optimizing adapters and the rendered CLIP feature is
cleaner than the original CLIP feature, but its semantic
information at the edges is blurred.

3.2 Low-Rank Transient Query Attention
For the problem of blurred edges of rendered CLIP features,
an intuitive idea is to utilize convolution or attention mech-
anisms, applying them directly to rendered CLIP features
may result in a loss of spatial information [5]. Hence, we try
to enhance these features by finding relationships between
3D points. There are some challenges in using convolution
or attention mechanisms directly on 3D points. First of
all, due to possible occlusion problems in space, the 3D
points participating in the training are not fixed at each
step. Secondly, the large number of 3D points leads to a
significant increase in complexity, which is unacceptable.
To address this challenge, we consider the use of low-rank
decomposition to streamline the computation within atten-
tion mechanisms [56]. By reducing the rank of the matrix,
this approach effectively reduces computing complexity and
storage requirements, enabling representation through a
reduced number of parameters. In attention mechanisms,
this allows for an approximation of the original attention
matrix by a lower-dimensional equivalent, preserving essen-
tial information with minimal loss. The primary benefit of
low-rank decomposition lies in its efficiency in cutting down
computational demands, a crucial factor when dealing with
extensive data sets. By breaking down the initial high-
dimensional attention matrix into two smaller matrices, we
effectively lessen both the size and computational load of
the model, whilst retaining its critical features.

Given a batch of sampling points, we can obtain their
corresponding features from the feature grid, represented as

Fig. 4. Employing label volume to generate cluster centroids. Our
method progressively aggregates points lying on the same ray into a
shared cluster centroid during training. This process effectively groups
3D points, which are spatially represented on similar-looking features,
into the same category. As a result, 3D points that share close appear-
ances in their feature are associated with the same cluster, reinforcing
the consistency of the categorization based on their color similarities.

Fsp ∈ RS×D , S is the number of sampling points in a batch
(i.e., the product of the number of rays and the number of
sampling points along each ray), and D is the number of
feature channels. For the vanilla self-attention mechanism:

Q = q(Fsp),K = k(Fsp), V = v(Fsp), (10)

where q, k, v represent 1×1 convolution layers. We can then
get the F̂sp:

F̂sp = V ⊗ Softmax(Q⊗K). (11)

The complexity can be expressed as O(S2D), where S is
a large number, typically exceeding 20,000. Consequently,
employing vanilla attention with a global receptive field
results in overwhelming computation complexity.

For a matrix W ∈ Rd×k, we represent it by a low-rank
decomposition W = BA, where B ∈ Rd×r, A ∈ Rr×k, and
the rank r ≪ min(d, k). This decomposition allows us to
approximate the attention matrix efficiently with reduced
dimensions. Thus, we propose a novel low-rank transient
query attention, leveraging a transient query learnable pa-
rameter T ∈ Rs×D . For vanilla attention output F̂sp, we can
regard it as WF ∈ RS×D and factorized it:

WF = Mqk ◦ vv︸ ︷︷ ︸
Vanilla Attention

= MqT ◦ MkT ◦ vv︸ ︷︷ ︸
Transient Query Attention

(12)

where Mqk ∈ RS×S , MqT ∈ RS×s, MkT ∈ Rs×S , and vv ∈
RS×D . The MqT and MkT can approximate the Mqk, and
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TABLE 1
Quantitative comparison across competing methods on the 3D-OVS [6], where overall indicates the average results across all the metrics in the

three different scenes. We highlight the best , second-best , and third-best scores.

Methods
Training

Time
bed sofa lawn room bench table overall

mIoU Acc. mIoU Acc. mIoU Acc. mIoU Acc. mIoU Acc. mIoU Acc. mIoU Acc.
LSeg [45] - 56.0 87.6 04.5 16.5 17.5 77.5 19.2 46.1 06.0 42.7 07.6 29.9 18.5 50.1

ODISE [49] - 52.6 86.5 48.3 35.4 39.8 82.5 52.5 59.7 24.1 39.0 39.7 34.5 42.8 56.3
OV-Seg [57] - 79.8 40.4 66.1 69.6 81.2 92.1 71.4 49.1 88.9 89.2 80.6 65.3 78.0 67.6

DFF [7] 184 min 56.6 86.9 03.7 09.5 42.9 82.6 25.1 51.4 06.1 42.8 07.9 30.1 23.7 50.6
LERF [5] 54 min 73.5 86.9 27.0 43.8 73.7 93.5 46.6 79.8 53.2 79.7 33.4 41.0 51.2 70.8

3D-OVS [6] 158 min 89.5 96.7 74.0 91.6 88.2 97.3 92.8 98.9 89.3 96.3 88.8 96.5 87.1 96.2
Our 11 min 91.4 98.0 86.0 96.2 88.5 98.4 85.9 97.7 88.3 96.9 88.5 96.3 88.1 97.3

s ≪ min(S,D). Specifically, we can use T to query Q and
K respectively and calculate Softmax:

T̂q = Softmax(T ⊗Q) ∈ Rs×S , (13)

T̂k = Softmax(T ⊗K) ∈ Rs×S . (14)

Next, we apply T̂k to query V and calculate Softmax as the
V of vanilla attention:

V̂ = Softmax(T̂k ⊗ V ) ∈ Rs×D. (15)

We then can get the F̂sp:

F̂sp = T̂q ⊗ V̂ ∈ RS×D. (16)

Consequently, the complexity is O(SsD). This reduction
in complexity significantly contributes to a more efficient
training process, thereby effectively minimizing training
time.

3.3 Label Volume for Enhance Consistency
In 3D scenes, maintaining consistent views is crucial. To
this end, we propose a novel label volume to transform
the segmentation problem into a classification problem.
Specifically, each 3D point x ∈ R3 yields a label vector
Lx ∈ R3 from label volume L. Then we can render the label
vector of each ray r using volume rendering:

L(r) = Softmax(
N∑
i=1

wiLi) ∈ [0, 1]D. (17)

where wi refers to Equation (2), we employ a Softmax
function on the label vector for each ray, ensuring that the
probabilities sum up to 1. We can calculate pseudo labels
LpGT using classes’ text features Ft:

LpGT = cos ⟨L(r), Ft⟩ ∈ RN . (18)

We can then use cross-entropy to optimize zI(r) and z(r):

LCE = −
N∑
i=1

LpGTi
· (log(zI(r)i) + log(z(r)i)) , (19)

where N represents the number of classes. As illustrated
in Section 3.1, zI(r) include certain noise and z(r) may
lose some semantic information. However, LpGT is a learn-
able smoothing pseudo label, during the backpropagation
process, these noisy and semantically inaccurate areas can
contribute to incorrect gradients, leading to inaccuracies in
labels, as illustrated in Figure 4. To alleviate this issue, we
adopt the concept of ensemble learning, weighting zI(r) and

Fig. 5. Mitigating the ambiguity in CLIP features. We employ a
simplified text augmentation strategy to standardize relevance maps.
Observing the original relevance maps Za and Zb in (a), we note that
the relevance of class a within the red-highlighted area is higher than
in other image regions. Due to the higher absolute relevance of class
a in this area, the ambiguity of CLIP features results in the red region
being classified as class a, even though class b is also present. In (b),
we reduce this ambiguity by simply repeating the text to recalculate the
relevance maps Za and Zb, thereby enhancing the accuracy of regional
class assignments. In (c), standardizing the relevance maps of each
class to a fixed range also can reduce ambiguity. In (d), we combine
text repetition with standardization of the relevance maps, significantly
reducing the ambiguity in classification and leading to more precise
regional class allocations.

z(r), and optimizing the smoothed pseudo-label LpGT . The
expression for Equation (19) can be expressed as follows:

LCE = −
N∑
i=1

LpGTi
· (log(zI(r)i) + log(z(r)i)

+ log(γzI(r)i + (1− γ)z(r)i)) ,

(20)

where γ control zI(r) and z(r) weight. By minimizing LsGT ,
we ensure that 3D points on each ray in the label volume
are aggregated onto their most probable category, causing
the 3D point set on the segmentation branch to concentrate
on relatively correct classifications. Relatively accurate clas-
sification of a given 3D point ensures consistency across
views during rendering. Although converting the classifi-
cation problem can obtain relative accuracy segmentation, it
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Fig. 6. Qualitative comparison. Visualization of segmentation results in 3D-OVS dataset 3 scenes [6]. Note that we generate object masks in this
dataset requiring the complete category list.

cannot handle the ambiguity between original CLIP features
and textual correlations, as illustrated in Figure 5.

3.4 Simplified Text Augmentation for Mitigating Ambi-
guity
To alleviate the ambiguity between original CLIP features
and textual correlations, we propose a simplified text aug-
mentation strategy. Specifically, we let the text descriptions
T repeat twice to obtain Taug = {ti × 2}Ni=1, and then
get the classes’ text features F aug

t = Et(Taug) ∈ RN×D .
Given an image, we can get it dense pixel-level CLIP feature
FI ∈ RH×W×D from the CLIP image encoder and though
the adapter. We can then get the image segmentation logits
zI :

zI = cos ⟨FI , F
aug
t ⟩ ∈ RN×H×W . (21)

We independently normalize the correlation of each class in
the input view to [0, 1] to alleviate the ambiguity of CLIP
features:

z̄I =
zI − min(zI)

max(zI)− min(zI)
∈ [0, 1]N×H×W . (22)

Here, the functions min(·) and max(·) are utilized to retrieve
the minimum and maximum values within the spatial di-
mensions (i.e. H and W ). We can then further optimize the
segmentation logits zI(r) of the ray r:

Laug = cos ⟨zI(r), z̄I(r)⟩ . (23)

Note that z̄I(r) is to select the image pixels corresponding
to the batch of rays r.
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Fig. 7. Qualitative comparison. Visualization of segmentation results
in LERF [5] dataset.

4 EXPERIMENT

4.1 Implementation Details
To reconstruct a 3D scene from multiview images, we follow
the same training settings as TensoRF [36] and 3D-OVS [6].
During the segmentation phase of training, we train the
model for 15,000 iterations. For the first 5,000 iterations,
we freeze the parameters of the appearance volume and
density volume and train only on the label volume, CLIP
feature branches, and adapters. In the subsequent 10,000
iterations, we further fine-tune the appearance volume and
RGB branches. At the 8,000th iteration, we introduce a self-
crossing loss function to optimize the adapter. We used
the Adam optimizer with betas = (0.9, 0.99). The initial
learning rates used to train the volumetric and segmentation
MLP branches are 0.02 and 1e-4 respectively. During the
fine-tuning phase, these learning rates are adjusted to 5e-
3 and 5e-5. In addition, we also implemented a learning rate
decay strategy with a decay coefficient of 0.1. The model
dynamically computes dense pixel-level CLIP features for
each training view during training. We use the ViT-B/16
CLIP model to extract the image and text features. The
model runs on an NVIDIA 3090 GPU with 24G of memory.
The average training time is approximately 11 minutes, and
the memory required during training does not exceed 10G.

4.2 Evaluation Metrics
In this work, we adopt two metrics, the mIoU score and the
accuracy score, to evaluate the performance of our image
segmentation model. mIoU score is a standard indicator to
measure the segmentation effect of the model. It calculates
the average of the ratio of intersection and union between
the segmentation area predicted by the model and the
true segmentation area. The accuracy score measures the
proportion of pixels correctly classified by the model, that
is, the number of pixels correctly predicted by the model as
a proportion of the total number of pixels.

4.3 Dataset
To assess the efficacy of our approach, we primarily focus
on the 3D-OVS [6] dataset, which is specially designed for

Fig. 8. Qualitative comparison. Visualization of segmentation results
in Replica [58] dataset.

TABLE 2
Comparison of inference time and FPS for our and 3D-OVS.

Method Inference Time (s/Frame) FPS

3D-OVS 6.156 0.16
Our 9.125 0.11

open-vocabulary 3D semantic segmentation and features a
diverse collection of long-tail objects in various poses and
backgrounds, complete with a detailed list of categories.
In addition to the 3D-OVS dataset, we further validate
our method using two supplementary datasets. The first is
the widely-used Replica [58] dataset, targeting multi-view
indoor scenes. The second is the LERF [5] dataset, which
is derived from complex real-world scenes captured via the
iPhone App Polycam.

4.4 Inference Cost
We compared the inference time and FPS between our
method and 3D-OVS [6]. As shown in Table 2, due to the
retention of the adapter and low-rank transient query atten-
tion module in the inference phase, our inference time and
FPS have decreased. However, it should be emphasized that
the main focus of this work is to reduce the consumption
of the training phase rather than the consumption of the
inference phase.

4.5 Comparison with State-of-the-Art Methods
4.5.1 Qualitative Results
In Figures Figure 6, Figure 7, and Figure 8, we present the
visualization results of three datasets. For the 3D-OVS [6]
dataset, we demonstrate the segmentation effects observed
from different perspectives, as shown in Figure 6. Compared
to other 3D methods, our methods demonstrate superior
performance in capturing fine edge details. For the LERF [5]
and Replica [58] datasets, we compared our method with the
current state-of-the-art 3D open vocabulary segmentation
method, 3D-OVS. In terms of processing complex scenes,
our method can more precisely identify scene details, such
as the apples and teacups in the teatime scene, and the mir-
ror in the room 1 scene. These qualitative results prove the
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TABLE 3
Quantitative comparison across competing methods on the LERF [5] and Replica [58]. We highlight the best scores.

Methods
LERF [5] Replica [58]

teatime figurines ramen waldo kitchen room 0 room 1 office 3 office 4
mIoU Acc. mIoU Acc. mIoU Acc. mIoU Acc. mIoU Acc. mIoU Acc. mIoU Acc. mIoU Acc.

LERF [5] 26.0 82.8 34.6 55.0 25.2 68.3 33.9 42.7 7.7 38.2 12.8 29.7 12.6 37.2 8.2 16.3
3D-OVS [6] 56.1 87.7 44.8 77.3 28.7 70.2 39.3 45.6 12.5 40.1 13.1 30.2 12.1 36.1 15.8 28.9

Our 62.4 88.0 63.5 83.9 44.6 75.8 41.3 48.9 24.3 54.7 25.0 45.9 18.7 64.3 39.7 62.5

Fig. 9. Ablation studies visualization results on the table scene of 3D-OVS [6]. We present the visualization results of the adapter layer, the label
volume, the self-cross-training (SCT) strategy, the low-rank transient query (TQ) attention, and the full module.

advantages of our proposed method in generating accurate
object boundaries and ensuring 3D semantic consistency.

4.5.2 Quantitative Results

In Table 1, we benchmark our method using three 2D
open vocabulary segmentation methods [45], [49], [57] and
three NeRF-based methods capable of 3D open vocabulary
segmentation: DFF [7], LERF [5], and 3D-OVS [6]. DFF
is a pioneering work in the field of 3D open vocabulary
segmentation, which applies the feature maps of the 2D
open vocabulary segmentation method LSeg [45] to achieve
its segmentation results. LERF, 3D-OVS are closely aligned
with our proposed methods as they use knowledge distilla-
tion from CLIP and DINO. We observe that our method sig-
nificantly surpasses existing 2D and 3D methods in multiple
aspects. Our method not only outperforms 2D-based meth-
ods such as ODISE [49] and OV-Seg [57] in performance,
but also outperforms 3D-based methods including LERF [5]
and 3D-OVS [6]. Specifically, our method performs better
than the current state-of-the-art 3D-OVS in 3 out of 6 scenes
in the 3D-OVS dataset, and is comparable to 3D-OVS in 1
scene. In particular, significant performance improvements
are achieved in the sofa scene. Although 3D-OVS adopts
the optimization strategy of multi-scale pixel-level CLIP
features and DINO features, the overall performance of our
method is outstanding in terms of average mIoU score and
accuracy. In addition, from an efficiency perspective, 3D-
OVS consumes a lot of resources during the training phase,
and the optimization of a single scene takes 158 minutes. In
comparison, our method only takes 11 minutes for single-
scene optimization, and is 14.3 times more efficient than
3D-OVS. In Table 3, we compare our method against LERF
[5] and 3D-OVS [6] using the LERF [5] and Replica [58]
datasets. Our method consistently demonstrates superior
performance across the 8 scenarios evaluated. This quantita-
tive experiment demonstrates our method’s robust capabil-
ity in executing precise NeRF-based 3D word segmentation,
relying on a streamlined architecture.

4.6 Analysis

In this subsection, we performed an ablation study for
different components of our Laser framework. In Table 4,
we initially start distilling dense CLIP features to the seg-
mentation branch as the base. Subsequently, we gradually
introduce other components, demonstrating the changes in
mIoU scores and accuracy scores with the addition of each
component based on this foundation. Additionally, we also
show the qualitative results of this change (the table scene
of 3D-OVS), as shown in the Figure 9.

4.6.1 Investigation of Optimizing Adapter Layer
We studied the importance of the designed components in
our Laser framework. Specifically, we define the following
methods: A) w/ adapter layer to directly optimize it use
Equation (7), and B) w/ SCT strategy to directly evaluate
our self-cross training strategy (Equation (9)). The first three
columns of Figure 9 show the comparison of the adapter
layer, self-cross training strategy with the baseline. From the
results, although the segmentation effect can be achieved by
directly extracting pixel-level features from distilled dense
CLIP, since CLIP itself only has classification functions and
lacks segmentation capabilities, a large amount of noise will
be generated if the segmentation task is not specifically
processed, refer to Section 3. Method A can effectively re-
duce noise, thanks to the features reconstructed through
the bottleneck layer, resulting in cleaner output features.
Method B can further reduce noise. The effectiveness of this
strategy is based on our observation that rendered features
demonstrate higher clarity compared to reconstructed fea-
tures. Therefore, by enabling mutual supervision between
these two types of features, we facilitate their mutual en-
hancement. Furthermore, we delved into the significance
of the adapter residual connection ratio α and the ratio β
in the self-cross training strategy on the importance to the
model. In Table 5, with α set to 0.2, we observed that the
model achieved its optimal performance. An α value of 0
means the model directly utilizes the original dense CLIP
features, while a setting of 1 implies complete reliance on
reconstructed features. The results show that when relying
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TABLE 4
Ablation studies on 3D-OVS [6]. We evaluate the adapter layer, the
label volume (LV), the self-cross-training (SCT) strategy, the low-rank
transient query (TQ) attention, and the simplified text augmentation

loss Laug . Our final method in the last row performs the best.

Method mIou Acc.
Base (only distill CLIP feature) 59.4 74.5
+ adapter layer 68.2 83.4
+ adapter layer + SCT 73.9 89.7
+ adapter layer + SCT + TQ 78.6 92.4
+ adapter layer + SCT + TQ + LV 85.6 96.0
+ adapter layer + SCT + TQ + LV + Laug 88.1 97.3

TABLE 5
Ablations on varying the residual ratio α for adapter layer.

Ratio α 0 0.2 0.4 0.6 0.8 1.0
mIou 81.8 88.1 87.6 87.3 87.2 71.8
Acc. 94.3 97.3 96.2 96.0 95.9 90.6

entirely on reconstructed features, there is a significant
decrease in model performance. This indicates that although
reconstructed features help reduce the impact of noise, they
also result in the loss of multimodal information in the CLIP
features. While optimizing adapters through the method
described in Equation (7) can mitigate the impact of noise
to a certain extent, the supervision signal it relies on (that is,
the original dense CLIP features) is inherently filled with
a substantial amount of noise. In contrast, the rendered
features are clearer, providing more effective supervision.
Therefore, we attempt to use a self-cross training strategy
as detailed in Equation (9) to optimize the adapter, aiming
to achieve better performance. In Table 6, we explore the
impact of different β on model performance. Among them,
when β = 0.3, the model has the best performance and has
a greater improvement compared to other hyperparameters.

4.6.2 Investigation of Low-Rank Transient Query Attention
To investigate the complexity and performance of our low-
rank transient query attention, we compared vanilla self-
attention and without any attention block. As shown in the
fourth column of Figure 9, our low-rank transient query
attention can enhance the information details of object
edges, as we discussed in Section 3. However, for categories
with similar colors, this approach may lead to additional
misclassifications. For example, the black edges of graphics
cards and black shoes are misidentified as the same category.
The results are shown in Table 7, where D represents the
dimensionality of the attention projection. By increasing the
dimension of the hidden layer from 16 to 64, we found that
excessively small dimensions significantly reduce model
performance. The reason is that lower dimensions impair
the capability to express semantic information of features.

TABLE 6
Ablations on varying the ratio β for Lr .

Ratio β 0 0.1 0.3 0.5 0.7 0.9 1.0
mIou 87.2 87.7 88.1 87.8 86.5 85.9 85.8
Acc. 95.9 96.8 97.3 96.3 95.7 95.1 95.0

TABLE 7
Ablations on varying the low-rank transient query (TQ) attention, and

Vanilla is the Vanilla self-attention.

Method mIou Acc. FLOPs ↓ # Params ↓ Train Time ↓
W/o attention 85.31 95.41 - - 10 min
Vanilla (D=32) 87.98 97.13 26.91G 0.25M 2.2 hrs

TQ (D=16) 37.18 83.58 0.69G 0.13M 11 min
TQ (D=32) 88.10 97.25 1.48G 0.26M 11 min
TQ (D=48) 86.33 95.27 2.33G 0.39M 11 min
TQ (D=64) 86.32 95.55 3.28G 0.53M 11 min

Fig. 10. Ablation on the label volume. 3D points with similar feature
expressions are gathered into the same category in the feature space,
thereby enhancing the classification effect based on light consistency.

However, increasing the dimension also leads to a decline
in performance, as excessively high dimensions introduce
unnecessary redundancy. The optimal bottleneck dimen-
sion is 32, which can retain sufficient semantics without
redundancy. The complexity of these two types of attention
refers to Section 3. From the results, under the condition
of maintaining the same dimensions, the traditional vanilla
self-attention model has 18.18 times the floating-point oper-
ations (FLOPs) compared to our proposed low-rank tran-
sient query attention model, and 12 times our model in
training time. Although our model has only 0.01MB more
parameters than the vanilla self-attention, our mIoU score
is improved by 0.02%, and the accuracy score is improved
by 0.12%. Furthermore, compared to the baseline model
without any integrated attention block, our model only adds
1 minute to the training time, while significantly improving
the mIoU score and accuracy.

4.6.3 Investigation of Label Volume
We utilized label volumes to transform the segmentation
task into a classification problem, a change that is crucial
for enhancing model performance. As shown in the fifth
column of Figure 9, the introduction of label volumes signif-
icantly optimized the segmentation results. In Figure 10, we
found that under the influence of label volumes, features of
different categories exhibited a more compact and distinct
distribution. This indicates that label volumes effectively
improved the model’s ability to discriminate the similarity

TABLE 8
Ablations on varying the ratio γ for LCE .

Ratio γ 0.1 0.3 0.5 0.7 0.9
mIou 84.1 87.3 88.1 86.5 81.6
Acc. 94.4 95.9 97.3 95.7 93.1
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Fig. 11. Ablation on simplified text augmentation. The x-axis and y-
axis represent the pixel position of the image, while the z-axis indicates
the degree of similarity between the text and the image. w/o simplified
text augmentation, there is notable ambiguity within the CLIP features
indicated by the red arrows. Conversely, w/ simplified text augmentation,
the ambiguity in the CLIP features in these areas is reduced.

between features of the same category, thereby making the
feature representation of the same category more unified.
This enhanced unity has led to a significant improvement
in model performance. Furthermore, we delved into the
specific impact of label volume at different weights on
model performance. As shown in Table 8, we observed that
the model achieved optimal performance when γ is set to
0.5. This can be attributed to the fact that label volume
is achieved through the joint optimization of the original
CLIP features and the rendered features. Overreliance on
the original CLIP features may introduce excessive noise;
conversely, overly relying on the rendered features may
weaken the model’s multimodal capability, thereby affecting
its segmentation efficacy.

4.6.4 Investigation of Simplified Text Augmentation Strat-
egy

As shown in the last column of Figure 9, after adopting
a simplified text augmentation strategy, the errors inside
the graphics cards are significantly reduced, and the seg-
mentation effect on the edges of the graphics cards is also
noticeably improved. This is because the text augmenta-
tion strategy enhances the distinction between categories
through repeated text enhancements and, after normaliza-
tion, effectively alleviates the ambiguity problem caused
by the high similarity between categories. The results of
Figure 11 further confirm the effectiveness of our method:
w/o simplified text augmentation strategy, the locations marked
with red arrows had extremely high category similarity,
making it difficult to distinguish. However, w/ simplified

text augmentation strategy, the categories within the areas
indicated by the red arrows are identified and differentiated.

4.7 Limitations

While our approach demonstrates notable enhancements
in terms of speed and storage resource utilization when
compared to prior methodologies, it is largely dependent
on the predictive capabilities of dense pixel-level CLIP char-
acteristics. The performance of our model is significantly
influenced by the quality of these dense features, which
frequently exhibit noise. As evidenced by our qualitative
study, despite implementing many strategies to mitigate
noise, our findings remain less refined and exhibit a certain
level of noise in comparison to previously employed multi-
scale features. This limitation becomes particularly evident
when dealing with small objects or objects of similar colors.
This suggests that while our approaches have made strides
in noise reduction, the precision in identifying and seg-
menting objects under these challenging conditions requires
further enhancement. Additionally, the reason for the need
to modify CLIP’s encoder is due to the requirement of
predicting dense pixel-level CLIP characteristics without
any fine-tuning. While this technique retains its multi-modal
capabilities, it is important to acknowledge that these adjust-
ments will obviously have an impact on the performance
of the model. Furthermore, our approach is limited in its
ability to enhance model performance due to its inability to
fine-tune the encoder utilizing extensive data sets, such as
the 2D segmentation task.

5 CONCLUSION

In this work, we propose Laser, an efficient language-
guided segmentation of 3D radiation fields. Compared with
previous research, we optimized the workflow and used
dense pixel-level CLIP feature distillation to guide the ra-
diation field to have text-guided segmentation capabilities.
Specifically, we first combine adapter and self-cross-training
strategies to effectively mitigate the noise introduced by
dense pixel-level CLIP features. Next, we introduced low-
rank transient query attention, which not only effectively
enhanced the edge clarity of the segmentation map, but
also reduced the complexity of vanilla self-attention in 3D
feature processing. Furthermore, we enhance the consis-
tency across different views by transforming the segmen-
tation problem into a classification problem. Finally, we
adopt a simplified text enhancement strategy to alleviate
the ambiguity of CLIP correlations. Extensive experiments
demonstrate that our method outperforms current state-of-
the-art technologies in both speed and performance.

Our method is based on TensoRF [36] implementation
and is limited in rendering speed, but a potential solution
is to use state-of-the-art 3D Gaussian splatting technology
[2]. Furthermore, as we discussed in the limitation analysis,
distilling directly from dense pixel-level CLIP features with
noise will inevitably affect model performance. Therefore,
a focus of our future research is to explore how to denoise
these features more effectively. On the other hand, we plan
to explore more general graph-based multimodal methods
to more comprehensively capture the global relationship
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between different modalities. Currently, our method mainly
focuses on the mining of local modal relationships but
lacks the overall modal association. By introducing a more
general graph-based method [59], we hope to make up for
this deficiency and thus improve the performance of the
model in multimodal tasks.
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