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A B S T R A C T

Calculation of the flux of material through catchments of all scales is a key measure used to understand how our
environment functions and how it is changing. Methods of fluvial flux calculation have tended to be either based
upon extrapolation against a well-known driving variable, typically river discharge; or interpolation where ex-
pected values (e.g., arithmetic mean) are used. The choice of method has been a matter of personal choice and
perception of strength of controls on the determinand of interest. In this study we propose that this dichotomy of
methods is unnecessary and show how a Bayesian hierarchical method can combine approaches. Our method
uses factors of month, year and monitoring site to modify the concentration-discharge (C-Q) relationship for the
determinand of interest, i.e. the method uses all the available data to define the C-Q relationship at each site for
each level of the included factors. If the C-Q relationship is not significant, then the method returns the expected
value for the particular month, year and monitoring site combination. The method was applied to 161 catch-
ments across England for both suspended solids (SS) and nitrate (N-NO3) concentrations, and results compared to
existing extrapolation methods. The method developed here demonstrates: i) Greater sensitivity in that it was
better able to identify significant C-Q relationships. ii) The ability to detect smaller significant slopes for C-Q
relationships and with improved precision by at least 76%. iii) Scaling results to the national level implies that
existing extrapolation methods would overestimate national fluxes.
The proposed method uses no more data than would be used by either an extrapolation method or an

interpolation method but draws upon the information from all data to strengthen the analysis.

1. Introduction

The rate at which chemicals and sediment are exported from river
catchments has been estimated using a variety of techniques, and there
has been much discussion about which are the most appropriate tech-
niques to use and where to apply them to obtain the maximum under-
standing (Walling&Webb, 1985, 1988; Littlewood, 1995; Johnes, 2007;
Worrall et al., 2012, 2013a). Because concentration data are usually
only sparsely sampled due to practical or economical constraints and
continuous records of river discharge data are readily available, there is
a challenge for determining the optimal method of calculating fluvial
flux as sparse samples do not capture the full variation of the concen-
tration time series.

There are two aspects of flux calculation techniques that should be
considered when calculating fluvial flux. Firstly, the precision of the
approach indicates the dispersion of the load estimations around a
central value; secondly, the accuracy of the method depicts its ability to
estimate the given value − the systematic bias. Rather than bias or ac-
curacy, precision is described in many studies. Littlewood et al. (1998)
provide an example of this; they were only able to track precision with
varying sample frequencies using “indicative” curves, and they were
unable to address the accuracy of their methods due to the lack of a
“true” number. Johnes (2007) examined 17 catchments with daily
phosphorus measurements, but no sub-daily data, and so assumed that
the true value was determined by “method 5″ (Littlewood, 1995). Where
“method 5” is based on sum of the product of the measured
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concentration of the determinand and the river discharge at which it was
collected, corrected for ratio of the total discharge to the total discharge
at the time of sampling:

F = K
[ ∑n

i=1CiQi
∑n

i=1Qi

̂Q
]

(1)

Where: F = flux (tonnes/yr); Ci = concentration of the determi-
nanded of interest the sampling site at time i (mg/l); Qi = the river
discharge at the sampling pojnt at time i (m3/s); Q = total discharge
(m3/s); and K = unit conversion constant.

In several studies (Johnes, 2007; Cassidy & Jordan, 2011; Moatar
et al., 2012; Worrall et al., 2013a), a “true” flux series is calculated using
the highest resolution data available. Successive series are then calcu-
lated using sub-samples of the concentration series, and the resulting
(sub-sampled) flux series is compared to the true flux series to identify
the uncertainty introduced due to sub-sampling (Johnes, 2007; Cassidy
& Jordan, 2011; Moatar et al., 2012; Worrall et al., 2013a). The
magnitude of such uncertainties has been investigated frequently, usu-
ally in locations with near-continuous discharge and concentration time
series. These methods have yielded enhanced flux estimation techniques
(Verma et al., 2012) as well as suggested methods to lower uncertainty
for different flux computations involving sub-sampled concentration
series (e.g., Quilbé et al., 2006). The inability to compare to a “true”
value restricts the ability to evaluate the accuracy of a method and
change in accuracy with changing sampling frequency. Using high-
frequency data, Cassidy and Jordan (2011) examined bias and preci-
sion in their methodology and demonstrated bias increasing with
decreasing sampling frequency, reaching up to 60 % on monthly sam-
pling. The “method 5” has been frequently cited as the best interpolation
technique (e.g. Johnes, 2007); however, the method has a clear bias
because it adjusts apparently simpler methods by presuming that river
discharge follows a normal distribution. Because river flow is not nor-
mally distributed, fluxes at high sampling frequencies (f > 1 sample per
7 days) were overestimated by “method 5”. The technique over-
estimated the expected value of the determinand, which led to this
overestimation of the fluvial flux. Alternatively, Worrall et al. (2013a)
considered a three-year long record of high-frequency (f = 1 per hour)
DOC concentration measurements in a river. By taking into consider-
ation a range of extrapolation and interpolationmethods and the sources
of variation that occur when two variables are multiplied (Goodman,
1960; Howden et al., 2018), they showed that the best method was
“method 2” (Littlewood, 1995). “Method 2” had both high accuracy
(− 2% at f = 1 per month) and very high precision (±8% for f = 1 per
month). “Method 2” is based upon knowing the total annual water yield
and the expected value of the determinand:

F = KE(C)Qtotal (2)

where: E(C)= the expected value of the determinand of interest over
the period of study; Qtotal = the total river discharge over the period of
study; and K = a unit conversion constant.

The LOADEST approach (Runkel et al., 2004) uses a linear regression
approach to predict the concentration, while they recommend that a
single explanatory variable (log streamflow) was sufficient for predic-
tion of suspended-sediment (Crawford, 1991); for nutrients it was rec-
ommended to include variables based upon timing − such as month of
the year (Cohn et al., 1992). Kim et al. (2018) used upto nine variables
including terms in sine, cosine, powers and the river discharge expressed
as the percentile. So LOADEST is a more advanced extrapolation method
building upon C-Q relationships. In its most common approach, a power-
law relationship is used to explain concentration variations as function
of flow. Decreasing concentrations with increasing flow are typically
referred to as “dilution” behaviour and are often considered indicative of
solutes derived from deeper groundwater storage and/or solutes that are
source limited (e.g., Zhi and Li, 2020, Stewart et al., 2022). Conversely,
patterns of increasing concentration with increasing flow are termed

“mobilisation” or “flushing” behaviour, and the respective solutes are
often assumed to be located in the near-surface parts of the landscape.
Finally, a “chemostatic” pattern is identified if concentrations vary very
little with (or at least not as function of) flow (Godsey et al., 2009).

Proposed flux computation techniques generally fall into two cate-
gories: interpolation and extrapolation. When it came to suspended
sediment flux estimation, Webb et al. (1997) looked at two extrapolation
and five interpolation strategies. They found that extrapolation tech-
niques generated the least biased results, and that bias increased with
decreasing sample frequency. As an alternative to routine sampling,
Kronvang and Bruhn (1996) suggested gathering samples “hydrologi-
cally,” and a number of studies (e.g. Cooper and Watts, 2002; Skarbøvik
et al., 2012) have suggested combining routine sampling with flood
samples. While these sampling methods will augment derived C-Q re-
lationships and so aid any extrapolation method, such sampling ap-
proaches cannot be included when assessing long-term data because
they are not practical when considering region-wide and multi-
catchment systems due to their high cost and low acceptance rate.

Worrall et al. (2020) proposed a different approach to maximise
information from available often sparse data: Bayesian generalised
linear modelling. Bayesian modelling approaches, including hierarchi-
cal approaches, have been successfully developed and applied elsewhere
for environmental management, for example: for detecting dissolved
CH4 (Wilson et al., 2020); ecological risk assessment (McDonald et al.,
2015); stream water quality (Wan et al., 2014); and impacts of climate
change (Hobbs, 1997). Because the best low-biased method (“method 2”
– Worrall et al., 2013a) only requires the estimation of the annual ex-
pected value of the determinand of interest, then this can be predicted
by statistical modelling of the available data. This Bayesian approach
can use all data without the need for censoring based upon sampling
frequency, as an expected value could be calculated for each monitoring
site for each year. Bayesian methods are probabilistic and so uncertainty
is quantified throughout, including uncertainty resulting from analytical
methodologies. Further, generalised linear modelling allows for the in-
clusion of factors, meaning changes between sampling sites or time of
sampling can be included to improve estimation. However, the approach
of Worrall et al. (2020) was an interpolation method and so what would
happen for determinands whose flux is more dependent on the river
discharge, i.e. those determinands that would more naturally suit an
extrapolation approach? Further, the difference between interpolation
and extrapolation is a false dichotomy as some catchments, years or
seasons may be more or less controlled by river discharge. Therefore,
this study proposes an approach that is flexible to the nature of the
relationship with river discharge, and a method that draws upon both
interpolation and extrapolation techniques.

2. Approach and methodology

The approach considered was to use a Bayesian hierarchical
approach to estimate the rating curve for each site, year and month. The
method was applied to two determinands that were considered a priori to
have contrasting relationships with river discharge: suspended solids
(SS) and nitrate N-NO3: SS has been assumed to have a closer relation-
ship with river discharge than N-NO3.

The Bayesian approach allows the use of factorial information, so the
rating curve can be adapted for changes over a season or longer-term
trends over years. Factorial information can also be included in a
linear mixed-effects model; however, the Bayesian approach means that
information and predictive power is drawn from the whole dataset (from
multiple sites) rather than restricted to the data available for an indi-
vidual site. The rating curve can be simply expressed as:

loge(Cxt) = α+ βloge(Qxt) (3)

where: Cxt = the concentration at site x at time t; Qxt = the river
discharge at site x and at time t; and a and b are constants.
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For interpolation methods, Worrall et al. (2013) showed the lowest
bias method for calculation of an annual flux (Equation ii).

Alternatively, the Bayesian formulation is:

loge(Cxt)=N
(

α(Site, Year,Month)+β(Site,Year,Month)
(
logeΔ[Q]xt

)
,
1
σ2

)

(4)

Δ[Q]xt = [Q]xt − [Q] (5)

where: Site, Year and Month are factors representing the different
monitoring sites and the month and year in which data were available.
In this way α and β are calculated for each monitoring site, for each year
and month across the period of available data. Further, the flow co-
variate is expressed as the difference between the river discharge at site
x and time t from the mean flow for that site. By centring the flow data,
values of αxt are not the y-intercept, i.e. the value of C at Q= 0, rather αxt
is the value of C at the average river discharge. An approach using Δ[Q]xt
has two advantages. Firstly, it makes estimation of α more precise as α
now sits in the middle of the observations rather than at one extreme as
would be the case if αxt was the y-intercept. Secondly, it means that if
there is no significant relationship between C and Q then the approach
returns the expected value of C for that site, year and month combina-
tion, i.e. an extrapolation method becomes an interpolation method.

2.1. Bayesian modelling

Markov Chain Monte Carlo (MCMC) simulation was used to estimate
the posterior distribution of the determinands. All Bayesian analysis was
implemented using Jags code called from R using the R2Jags library
(example R and JAGS code are included in supplementary material).
Models were considered with and without the three readily available
factors – Site, Month and Year. The length of the MCMC chain was
10,000 iterations after 2,000 burn-in cycles with samples saved every 10
cycles and with 3 chains. Model fit was tested using a number of ap-
proaches. Firstly, the adequacy of the MCMC process was assessed using
the R̂, the convergence statistic: values of R̂ < 1.1 were considered
acceptable. If R̂ > 1.1, then the burn-in process and number of iterations
were increased. Secondly, the 95 % credible interval for any factor does
not include zero and this is henceforward referred to as that factor being
significantly different from zero at a probability of 95 %. For ease of
understanding and for comparison with other methods, the credible
interval is henceforward referred to as the confidence interval. Thirdly,
inclusion of the factor or interaction caused the total model deviance to
decrease. Fourthly, the inclusion of an additional factor or interaction
decreased the deviance information criterion (DIC). It is generally true
that inclusion of factors will decrease the total deviance of a model as the
inclusion means greater degrees of freedom for fitting and so the DIC
accounts for the inclusion of more fitting parameters against the addi-
tional fit of the model. Fifthly, the effective number of parameters (pD)
was monitored. As a factor was added to the model, then the number of
effective parameters would be expected to increase. If, as a factor is
added, the pD does not increase then that parameter is having no effect
and can be removed from the model. Furthermore, if all parameters are
contributing, then pD should be close to the ideal case; thus, the
calculated pD can be expressed as a percentage of the ideal case – this
value can never be greater than 100 %. Finally, the fit of any model was
judged using a posterior prediction check, i.e. the output of the model
was plotted against the observed values and the fitted line between these
two examined; it would be expected that a good fit model would give a
1:1 line between observed and posterior predicted values; and that line
would have a gradient = 1.

For all models, the prior distribution for values of β were set as
normal distributions with a mean of zero so that both positive and
negative trends over time were equally favoured at the outset. The prior
distributions for the values of αwere also set as a normal distribution but

with the mean set to be the mean of all the data (from all sites) and a
standard deviation chosen to make negative values unlikely. The choice
of such a distribution is justified because, if values of β are small, then α
is the prediction of a particular monitoring site’s expected value and
thus should approximate the expected value of the distribution of the
data as a whole. A half-t distribution was used for the prior distributions
of the standard deviations for all terms as half-t distributions mean that a
negative value of the standard deviation cannot occur.

2.2. Extrapolation method

To demonstrate the benefit of the Bayesian approach, this study also
applied the extrapolation method to the dataset. The best-fit log–log CQ
relationship (Equation iii) was calculated for each site where there was
SS or N-NO3 data and this relationship was then applied to the river
discharge record for the site to calculate the annual flux for each site for
each year for which there was a flow record. The uncertainty in the
estimated best-fit C-Q relationship for each site was used to estimate the
uncertainty in the annual flux estimate for the site.

2.3. Concentration data

The study used data for the Harmonised Monitoring Scheme sites
within England (HMS − Bellamy and Wilkinson, 2001). There are 161
HMS sites in England that have ever been monitored for SS and N-NO3
(Fig. 1). Monitoring sites were included in the original HMS monitoring
programme if they were at the tidal limit of the river (the farthest point
upstream where a river is affected by tidal fluctuations (Davis and
Dalrymple, 2011) with an average annual discharge greater than 2
m3s− 1, or any tributaries with a mean annual discharge above 2 m3s− 1

(Bellamy and Wilkinson, 2001). This discharge criterion means that
there may be several HMS monitoring sites in a given catchment
(particularly in large catchments): there were 98 and 88 HMS moni-
toring sites which are at the tidal limit and where SS and N-NO3,
respectively, had been monitored. The HMS ended in 2014 but the sites
have been continued to be monitored by the Environment Agency – the
UK government’s environmental monitoring agency in England (Envi-
ronment Agency, 2021). Data from all these sites were considered from
1974 to 2022 inclusive, with sample collection typically being monthly,
but this was not always the case and sampling was not necessarily the
same for SS and N-NO3. Sample collection through 2020 was limited and
largely absent due to COVID restrictions and then by release of river flow
data. The analytical methodology; including quality assurance proced-
ures; the methods for harmonising results across the country, for the
HMS sites was prescribed in DoE (1972) and outlined in Simpson (1980)
and current procedures are outlined and controlled by the UK govern-
ment’s Standing Committee of Analysts (http://standingcommitt
eeofanalysts.co.uk/). Given the decades over which the data was
collected it is likely that there was land-use and water management
change within the study catchment. The use of Year as factor can ac-
count for those differences over time in Equation (iv) between sites.

2.4. National-scale budget

The estimation of the national-scale flux was calculated from all the
available site-year combination of flux calculations for each of the HMS
sites at the tidal limit in England (Fig. 2). The previous attempts at
national-scale flux calculation have been hampered by patchiness of
site-year combinations meaning that for some years there was no esti-
mate for some regions which led to the need for extrapolation. However,
in this approach this method solves that problem and calculates a flux
for each possible site-year combination, no matter how uncertain those
estimates are and therefore no extrapolation between sampling sites or
years is required. However, there remains the problem of how to scale
up from the area covered by all the study catchments to the total area of
the UK? Worrall and Burt (2007) introduced the method of scaling by
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Fig. 1. The location of the sampling locations that could be used in this study for a) SS; and b) N-NO3.

Fig. 2. The comparison between predicted and observed SS based upon logC-logQ regression for individual sites. (—) 1:1 line; and (···) the best-fit line.
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the unsampled area by region which meant that catchments are there-
fore taken as representative of their local area rather than of the country
as a whole.

3. Results

In total there were 172,640 measurements of SS concentration in the
Harmonised Monitoring Scheme sites in England between 1974 and
2022, and 133,018 measurements of N-NO3 concentration data. The
least sampled year was 2020 (512 samples) and the most sampled year
was 1977 (6,218 samples). Outline details of these sites and their
respective catchments are provided in Supplementary Material –
Table S1.

The median of SS over all sites and the years 1974 to 2022 was 7.3
mg /l (the arithmetic mean = 20.6 mg/l) with the 2.5th to 97.5th
percentile range as 1 to 105 mg/l. The time series of the data shows that
the highest annual median was in 1982 while the minimum value of the
annual median was in 2003. The median number of samples per site was
574 with a range of 15 to 2,385.

For N-NO3, the least sampled year was 2020 (312 samples) and the
most sampled year was 2019 (4,446 samples). The median of N-NO3
over all sites and the years 1974 to 2022 was 4.9 mg N /l (the arithmetic
mean = 5.5 mg N/l) with the 2.5th to 97.5th percentile range as 0.5 to
14 mg N/l. The time series of the data shows that the highest annual
median was in 1982 while the minimum value of the annual median was
in 2003. The median number of samples per site was 777.5 with a range
of 46 to 1637.

3.1. Extrapolation method

3.1.1. Suspended solids (SS)
It was possible to calculate a rating curve at 153 individual sites; the

value of β ranged from − 0.37 to 1.99 with a median of 0.76 (arithmetic
mean of 0.72) and 2.5th to 97.5th percentile range as 0.004 to 1.57. For
145 sites the value of β was significantly different from zero at a 95 %
probability – for the values that were significant, the values of β ranged
from 0.22 to 1.99; the lower value may considered as a detection limit
for this approach. None of the negative values of β were found to be
significantly different from zero.

The values of α ranged from − 2.21 to 3.21; of the 153 estimates 134
were significantly different from zero at the 95 % probability; those
found to be significant varied between − 2.21 and 3.21. The lowest
significant value of α was 0.04. For all the sites where there was not a
significant value of β the value of α was also not significant.

A comparison between the predicted and observed values across all
of the C-Q relationships showed that, although the fit was significant (ln
(Predicted) = 0.91ln(Observed), r2 = 0.91, n = 25600) the gradient was
significantly different from 1 (Fig. 2).

Nitrate (N-NO3).
For the N-NO3 concentrations, it was possible to calculate a rating

curve at 138 individual sites of which 126 sites showed a significant C-Q
relationship. Of the 126 sites where there was a significant relationship,
56 had a significant negative slope (β) while 71 sites had a significant
positive slope. In contrast, there were no significant negative slopes
values for the SS data. For those sites where the β was significantly
negative, the values of β ranged from − 0.56 to − 0.002 with a median of
− 0.107 (arithmetic mean of − 0.15) and 2.5th to 97.5th percentile range
as − 0.004 to − 0.418. For 71 sites, where βwas significant, the value of β
ranged from 0.005 to 0.869 with a median of 0.169 (arithmetic mean of
0.205) and 2.5th to 97.5th percentile range as 0.009 to 0.642.

The values of α had a median of 1.54 and ranged from − 1.57 to 3.04.
Of the 138 estimates, 108 were significantly different from zero at the
95 % probability; of those found to be significant the value of α varied
between − 1.57 and 3.04, with a median = 1.58. The lowest significant
value of α was 0.27. For all the sites where there was not a significant
value of β the value of α was also significant.

For N-NO3 concentrations, the comparison between the predicted
and observed values across all of the C-Q relationships showed that,
although the fit was significant (ln(Predicted) = 1.39ln(Observed), r2 =
0.69, n = 18) although the gradient is significantly different from 1 and
the approach would significantly underestimate NO3 (Fig. 3).

3.2. Bayesian hierarchical method

3.2.1. Suspended solids (SS)
For SS, all models had R̂ < 1.01 and so the fitting process for all

models was deemed adequate. The results of model fits relative to each
other is detailed in Table 1. The pD will increase with the number of
parameters included in the model, but the percentage of the expected pD
may decrease as more parameters are included. The model with the most
possible parameters (Year + Month + Site) was the one with the lowest
percentage of the expected pD. The model with the least parameters
(Site) was the one with highest expected pD. The difference between the
pD values for the different models should be a multiple of the number of
levels in each additional factor. Between the Site and Site+ Year models
the difference should be a factor of 49, but it was 28, implying that while
the difference between years was significant in the majority of cases, it
was not in all cases. Similarly, between the Site + Year and Site + Year
+ Month models, the difference should be a multiple of 12 but it was
three, showing that only the minority of months were making a signif-
icant difference to the model. The DIC value is at a minimum for the Site
model and increases with the inclusion of both the Year and Month
factors, i.e. the most efficient model is the Site model. With respect to
deviance the best-fit model was the Year + Month + Site model; how-
ever, the reduction in deviance upon adding the additional factors was
less than 10 %. The final test to be considered was the posterior pre-
diction comparison (Fig. 4) and this suggests that the Site model was the
best predictor; even though it had the lowest r2 the gradient of the
posterior prediction was not significantly different from 1. While the r2

improved for the Site + Year and Site + Year + Month models, the
gradient of the posterior prediction plot was significantly different from
1 (Fig. 4).

The values βBayes varied from 1.38 to − 0.005; of the 154 sites where
an estimate could be made, 153 showed a significant value of βBayes
(where significance was judged at a 95 % probability of being different
from zero). For βBayes the range of values that were significantly different
from zero was 0.07 to 1.389, i.e. significant values of bBayes were all
positive, and the median value was 0.75 with a 95th percentile range of
0.19 to 1.16. The smallest significant value was values of βBayes was 0.07.

The values of α had a median of 1.03 and ranged from − 1.04 to 2.83;
of the 154 estimates 153 were significantly different from zero at the 95
% probability of those found to be significant the value of α varied be-
tween − 1.71 and 3.20. The site where βBayes was not significantly
different from zero was not the same site where α was not significantly
different from zero.

Comparing βext and βBayes for SS shows there is a significant rela-
tionship between the two sets of estimates:

βBayes = 0.92βextn = 153, r2 = 0.97 (6)

(0.01)
where the terms are defined earlier in the text. The relationship is

significant but also significantly different from 1 and shows that on
average βBayes is 8 % lower than βext (Fig. 5). Conversely, there was no
significant relationship between the confidence intervals for βBayes and
βext for: the median percent confidence interval βBayes was 4 % while for
log–log, extrapolation method, it was 43 % (Fig. 5), i.e. the Bayesian
method was 90 % more precise than the extrapolation method.

3.2.2. Nitrate (N-NO3)
For the N-NO3 concentrations, all models had R̂ < 1.01 and so the

fitting process for all models was deemed adequate. The results of model
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fits relative to each other are detailed in Table 1. There was very little
difference in expected pD but comparison between models suggests that,
while about 50 % of sites were significantly different, the comparison
between Site and Site + Year models was a factor of 40 different, so
implying that most years were making a significant difference to pre-
diction in the model. Further, the comparison between Site + Year and
the Site + Year + Month model is a factor of 12, i.e. all Months influ-
enced the model. The DIC is lowest for the Site + Year model, but the
lowest deviance was for the Site + Year + Month model. The posterior
prediction plots show that the best-fit was for the Site + Year + Month
model, although the gradient of the best-fit line was significantly
different from 1 and suggests that the model would tend to overpredict
the N-NO3 concentration (Fig. 6).

Of the 138 sites for which βBayes values could be estimated, 129 had a
significant value of βBayes (where significance was judged at a 95 %
probability of being different from zero). Of the 129, 46 had significant
positive slopes and 83 had significant negative slopes. The range of the
significant values was − 0.49 to 0.31 with a median of − 0.05 with a 95th
percentile range of − 0.46 to 0.27. The largest value of βBayes that was not
significantly different from zero was 0.30 and the smallest value that
was significant was − 0.004.

Of the 138 sites for which αBayes values could be estimated, all 138
had a significant value of αBayes (where significance was judged at a 95%
probability of being different from zero). The range of the significant
values was − 11.6 to 34.9 with a median of 19.9 with a 95th percentile
range of − 6.41 to 32.3.

Comparing βext and βBayes for N-NO3 shows there is a significant
relationship between the two sets of estimates:

βBayes = 0.56βextn = 138, r2 = 0.66
(0.03) (10)

where terms are defined as in the text. The relationship is significant but
also significantly different from 1 and shows that on average βBayes is 44
% lower than βext (Fig. 7). Conversely there was no significant rela-
tionship between the confidence intervals for βBayes and βext for N-NO3:
the median percent confidence interval βBayes was 10 % while for
log–log, extrapolation method, it was 45 %, i.e. 76 % more precise than
the extrapolation method (Fig. 7).

Fig. 3. The comparison between predicted and observed N-NO3 concentration based upon logC-logQ regression for individual sites. (—) 1:1 line; and (···) the best-
fit line.

Table 1
Fitting properties of the model combinations applied. The pD is expressed as
both its absolute value and the % of that which could expected if all new pa-
rameters included in the model were effective. The R2 is the plot of posterior
predictions, i.e. the Predicted vs. Observed and the gradient of the the posterior
predictions plot.

Factors pD (% expected) DIC Deviance R2 (gradient)

Suspended solids (SS) ​ ​ ​ ​
Site 420 (80) 42,616 42,198 0.91 (1.00)
Site + Year 11,910 (50) 51,760 39,619 0.94 (1.04)
Site + Year + Month 35,207 (12) 74,706 39,601 0.94 (1.02)
Nitrate (N-NO3) ​ ​ ​ ​
Site 274 (52) 111,108 110,834 0.77 (1.00)
Site + Year 11,059 (46) 86,999 75,939 0.79 (1.02)
Site + Year + Month 141,047 (48) 159,300 18,253 0.95 (1.05)
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Fig. 4. The posterior prediction plots for SS for the Site, Site + Year, and Site + Year + Month models. The data hexagonally binned for clarity. ( ) is the 1:1 line,
while ) is the best-fit line.

Fig. 5. Comparison of the slope and percentage confidence intervals for Bayesian (βBayes) vs. extrapolation (βfext) for SS.

Fig. 6. The posterior prediction plots for N-NO3 concentration for the Site, Site + Year, and Site + Year + Month models. The data hexagonally binned for clarity.
( ) is the 1:1 line, while ( ) is the best-fit line.
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3.3. National-scale flux

3.3.1. Suspended solids (SS)
The national-scale flux of SS, when calculated from the individual C-

Q relationships, gave a median of 1865 ktonnes/yr with a range of 859
to 3599 ktonnes/yr and peaking in the year 2000 (Fig. 8). There was no

significant increase over the period of the study and so its arithmetic
mean of 1872 ktonnes/yr and 95th percentile range of 898 to 2954
ktonnes/yr may give a better estimate of uncertainty than the 95 %
confidence interval on the expected value which itself had an arithmetic
mean of 9.3 %.

The median for the Bayesian flux estimate was 1,162 with a range of

Fig. 7. Comparison of the slope and percentage confidence intervals for Bayesian (βBayes) vs. extrapolation (βext) for N-NO3 concentrations.

Fig. 8. The national scale flux of SS calculated from the extrapolation and the Bayesian approach.
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527 to 2300 ktonnes/yr (Fig. 8). There was no significant increase over
the period of the study and the arithmetic mean was 1161 ktonnes/yr
with a range of 588 to 1955 ktonnes/yr. The 95 % confidence interval
had a median of 1.0 %, i.e. the scaling up to the national flux using the
Bayesian approach was 80 % more precise than the extrapolation
method. There was a significant relationship between the estimates (r2

= 0.99, n = 48) with the Bayesian estimate being 62 % of the non-
Bayesian flux estimation (Fig. 9).

3.3.2. Nitrate (N-NO3)
The national scale flux of N-NO3 from the individual C-Q extrapo-

lation relationships had amedian of 2,521 with a range of 1,433 to 3,730
ktonnes/yr and peaked in the year 2000; the expected value was 2,476
with a 95 % interval of 1,500 to 3,459 ktonnes/yr (Fig. 10). There was a
significant trend of 1.2 ktonnes/yr2. The Bayesian approach had a

median of 1,151 with a range of 523 to 2,277 ktonnes/yr and peaked in
the year 2000, the mean was 1,161 with a 95 % interval of 588 to 1,955.
There was a significant trend of 0.58 ktonnes/yr2. There was a signifi-
cant relationship between the estimates (r2 = 0.99, n = 48) with the
Bayesian estimate being 47 % of the non-Bayesian flux estimate
(Fig. 11).

4. Discussion

Using a Bayesian hierarchical approach provides a number of clear
advances over previous work. The Bayesian approach was more sensi-
tive than the non-Bayesian, extrapolation approach for both SS and N-
NO3where sensitivity is indicated by the number of values of both α and
β that the Bayesian approach found significantly different from zero. The
Bayesian method was more sensitive. Secondly, the Bayesian method
had a lower detection limit for C-Q relationships than the extrapolation
method. Finally, the Bayesian approach had lower confidence intervals
on slope estimates with the confidence interval being 76 % lower for N-
NO3 and 90 % lower for SS.

The Bayesian approach makes use of all available information and so
gains value from the whole monitoring network, i.e. maximum infor-
mation is obtained from past and ongoing monitoring; there is no
censoring of the data for sites below a certain sampling frequency. This
advantage has several benefits in itself. First, by using all of the data, this
approach gives best value for the money invested in environmental
monitoring. Second, the method does not even require that a particular
monitoring site be monitored within the time step of interest (e.g. a
particular year); all that the method requires is that a monitoring site
had been monitored at some stage during the period covered by the
analysis and that a site, but not necessarily a particular site, had been
sampled during the period of interest, as long as that one site (wherever
it was) was sampled in each year of interest. The uncertainty may be
larger for those sites not sampled in a given time step compared to those
actually sampled in that particular time step. The Bayesian framework
not only means that all observations have value, but it means that the
results will improve with time as more observations become available.
Given the advantages of this approach, then it becomes possible to give
more robust interpretation of occurrence, flux and trends from any study
region.

Would it be possible to improve on the current approach? It would be
possible to include other covariates and other factors within the anal-
ysis. This study has already included the year, month, site and flow, but
we might make two further improvements. First, for some determinands
of interest, there may be other measured determinands that would be

Fig. 9. The national scale flux of SS calculated from the extrapolation and the Bayesian approach.

Fig. 10. The national scale flux of N-NO3 concentration calculated from the
extrapolation and the Bayesian approach.

F. Worrall et al. Journal of Hydrology 651 (2025) 132550 

9 



expected to be related and so inform prediction; for example, other
nutrients could aid in the prediction of N-NO3. Second, there could be a
spatial correlation within the monitoring that could relate monitoring
sites, e.g. sites on the same river or neighbouring rivers being more
closely related to each other than to sites at opposite ends of the study
region. Such a spatial correlation in the observations is not included in
this modelling approach. Qian et al. (2005) have developed a Bayesian
hierarchical model for the calculation of nutrient loads in rivers that
incorporated spatial correlation, but the spatial correlation was based on
the flow through the river network which provides for one-dimensional
and directional correlation not appropriate for the three dimensions of
the catchments considered here. This study has compared to the
extrapolation approach but a further test of the Bayesian approach
would be compare to high frequency water quality monitoring data.
High frequency monitoring is available for a range determinands
including nitrate (Rode et al., 2016), although for suspended solids high
frequency monitoring is complex. High frequency monitoring for sus-
pended solids as it is turbidity that can be monitored and not suspended
solids thus requiring site specific calibration (eg. Villa et al., 2019).
England’s Environment Agency does operate high frequency monitoring
sties of which six coincide with the long term monitoring sites used
within this study, however, at none of these six was either N-NO3 or SS
measured.

The Bayesian approach was able to be scaled up to give national-
scale fluxes. Previous estimates have been made of the SS flux for the
UK. Worrall et al. (2013b) used an interpolation method to estimate the
flux of suspended sediment from the UK, which varied between 2199 k
tonnes and 27550 k tonnes/yr, or approximately 1272 to 15,931
ktonnes/yr for England as distinct from the larger UK area. Again, using
an interpolation method, Worrall et al. (2009) estimated that the N-NO3
flux from Great Britain for 1990 to 2005 varied from 275 to 758 ktonnes
N/yr; if corrected for the area of England, then this would be 159 to 458
ktonnes/yr.

5. Conclusions

The study has demonstrated an improved method for the calculation
of fluvial fluxes. The approach uses Bayesian hierarchical modelling to
account for differences in concentration-discharge (C-Q) relationship
between monitoring, seasons and years. Further, the approach centres
the data so that when the C-Q relationship is not significant, the
approach will return the expected value of the determinand. In com-
parison to an approach based upon the individual C-Q relationships for
sites, the Bayesian method was able to find more statistically significant

relationships and do so with greater precision. The approach combines
the interpolation and extrapolation methods and so is not only more
precise than previous approaches, it is more flexible and can handle
diverse hydrological behaviours not only between determinands but
also between catchments and years. The Bayesian approach uses exactly
the same data as previous approaches, and so therefore, makes more
efficient use of publically-funded monitoring data.
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