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Abstract—In this paper, a novel three-dimensional (3D)
geometry-based stochastic model (GBSM) and a beam domain
channel model (BDCM) for sixth-generation (6G) millimeter
wave (mmWave) massive multiple-input multiple-output (MIMO)
integrated sensing and communication (ISAC) systems are pro-
posed. The spherical wavefront and space-time-frequency non-
stationarity introduced by massive MIMO, movements of the
user and clusters, and large bandwidth of mmWave commu-
nications are incorporated. The shared clusters between the
sensing channel and communication channel caused by the
scattering characteristics are also considered. Based on the pro-
posed channel model, important statistical properties are derived
and simulated, including the space-time-frequency correlation
function (STF-CF), root mean square (RMS) beam spread,
RMS delay spread, RMS Doppler spread, coherence time, and
channel capacity. By comparing the statistical properties of the
sensing channel and the communication channel, it is found
that the sensing channel exhibits more significant temporal non-
stationarity. Moreover, the distribution of clusters for the sensing
channel and communication channel shows significant difference,
which is confirmed by the simulation results of RMS beam spread
and RMS delay spread.

Index Terms—Integrated sensing and communication,
mmWave, massive MIMO, GBSM, BDCM.

I. INTRODUCTION

With the advance of wireless communication technologies,
the emerging sixth-generation (6G) wireless communication
system has attracted widespread research interests. The goal
of 6G is to achieve global coverage, all spectra, full appli-
cations, all senses, all digital, and strong security [1], [2].
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Integrated sensing and communication (ISAC) is an important
emerging application scenario for 6G [3]. It refers to the
sharing of hardware and spectrum resources for sensing and
communication to achieve high-precision sensing and high-
speed communication in one system [4], [5]. The massive
multiple-input multiple-output (MIMO) and millimeter wave
(mmWave) technologies provide good support for such appli-
cation. Massive MIMO utilizes large-scale arrays to narrow
the beamwidth of the beam, which is beneficial for high
angular resolution sensing [6], [7] and for high data rate
communications [8], [9]. Furthermore, mmWave can provide
a larger bandwidth than sub-6 GHz frequency bands, ensuring
a higher delay resolution for the sensing system and a higher
data rate for communication systems [4], [10], [11].

At present, a large number of research has been conducted
on signal processing [12]–[15], hardware design [14]–[16],
and system performance evaluation [17], [18] for ISAC sys-
tems. For example, in [12] and [13], beamforming methods
for ISAC systems were proposed, and the proposed meth-
ods were evaluated assuming the Rayleigh fading channel
and Saleh-Valenzuela channel. A mmWave massive MIMO
processing framework of ISAC was proposed in [14], and
two uncorrelated time-varying channel models were used
to represent the sensing and communication channels. The
multibeam framework of the ISAC system based on a steerable
analogue antenna array was proposed in [15], and the sensing
and communication channels were modeled as time-varying
channels. Authors in [16] studied the differences in beamform-
ing and precoding under different hardware constraints and
channel characteristics in mmWave MIMO system. Authors in
[17] proposed a discrete Fourier transform spread orthogonal
frequency division multiplexing system for the terahertz ISAC
system, and two independent channel models were used to
represent the sensing and communication channels. A method
for evaluating the target detection performance of the up-
link ISAC system was proposed in [18], and line-of-sight
(LoS) path and non-LoS (NLoS) paths were used to model
communication and sensing channels, respectively. However,
these studies have not thoroughly investigated the channel
properties. Moreover, sensing and communication channels
have assumed independent channels.

Channel modeling is essential for fundamental theory, sys-
tem design and construction, and performance analysis. There
are already many studies on massive MIMO and mmWave
channels in the literature. For massive MIMO channels, due
to the large aperture of the array, the visible clusters are
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different among different antennas, leading to spatial non-
stationarity. The spatial non-stationarity can be captured using
the visibility region (VR) [19]–[25] or birth-death process
[26]–[31] of clusters. In addition, if the array aperture is
large enough, the distance between the array and the user
or cluster will be smaller than the Rayleigh distance, and
the far-field assumption will not be satisfied. Therefore, the
spherical wavefront needs to be taken into account under the
near-field condition [22], [26]–[31]. In [19]–[22], [26]–[29],
massive MIMO geometry-based stochastic models (GBSMs)
were proposed for different scenarios. In [23], [30], [31],
non-stationary massive MIMO beam domain channel mod-
els (BDCMs) were proposed. These BDCMs are modeled
using the steering vectors of uniform planar arrays (UPAs)
with planar wavefront [23], uniform circular arrays [30], and
uniform linear arrays [31], respectively. A general form of
the steering vector for large-scale UPAs considering both
spherical and planar wavefronts is still missing. For mmWave
channels, due to the large bandwidth of mmWave, the channel
is non-stationary in the frequency domain. It can be depicted
by the birth-death process of clusters. Besides, the delay
resolution of paths increases as well. The 3GPP TR 38.901
document [32] provided the channel modeling framework for
0.5–100 GHz frequency bands and clarified specific parameter
modeling methods. Furthermore, in order to accurately capture
the characteristics of mmWave channel, numerous mmWave
non-stationary GBSMs were proposed for different scenarios
in [33]–[38]. However, most of these channel models focus
on the communication channel, while in-depth research on
the sensing channel is limited. The sensing channel, as an
essential part of the ISAC channel, has a significantly different
composition from the communication channel. For example,
since the transmitter (Tx) and receiver (Rx) of the sensing
channel are co-located, the sensing channel is composed of
a round-trip signal that suffers from double multipath fading.
In practical sensing applications, LoS propagation is typically
relied upon between the sensing base station (BS) and targets
for achieving target localization using echoes. However, the
communication channel is mainly composed of NLoS multi-
paths in most scenarios, due to the long distance between com-
munication Tx and Rx. Moreover, the round-trip of the sensing
channel inevitably leads to different channel characteristics
from those of the communication channel, notably including
more significant time variety. However, there is still a lack
of in-depth and comprehensive research on the differences
between communication and sensing channel characteristics.
Additionally, it remains a challenge to examine the effect of
mmWave or massive MIMO on sensing channels. Therefore,
there is an urgent need to model and conduct a comprehensive
analysis of the sensing channel for mmWave massive MIMO
ISAC systems. Furthermore, it is also crucial to find the
difference and correlation between the sensing channel and
communication channel for mmWave massive MIMO ISAC
systems.

Due to being in the same physical environment, sensing and
communication channels may be correlated with each other.
In order to make further insight into the correlation between
the sensing channel and communication channel, the measure-

ments were introduced in [39] and [40]. The results indicated
that there was the sharing characteristic between sensing and
communication channels. Considering the correlation between
sensing and communication, an ISAC GBSM at sub-6 GHz
was proposed in our previous work [41], and the scattering
characteristics were introduced in the channel model. An
ISAC channel model framework based on 3GPP TR 38.901
was proposed in [42]. The sensing channel model framework
and sensing clusters were proposed to compensate for the
shortcoming of the 3GPP channel model that does not support
the model of sensing channel. However, the mmWave and
massive MIMO, which are key technologies for ISAC systems,
were not considered in the existing ISAC channel models.
Thus, it is necessary to model sensing and communication
channels in the ISAC channel. Due to the different structures
of these two parts, there will be differences in their parameters.
Moreover, the relations between sensing and communication
channels need to be fully considered in the ISAC channel
model. Accurately modeling the ISAC channel model, while
taking into consideration both sensing and communication,
continues to pose a significant challenge. Additionally, the
impact of mmWave and massive MIMO technologies on both
parts also need to be taken into account. However, there is
currently no channel model proposed that fully considers the
above aspects and can support mmWave massive MIMO ISAC
systems.

To fill the gaps mentioned above, we first propose a novel
3D non-stationary mmWave massive MIMO ISAC GBSM to
extend our previous research [41]. Compared with the GBSM
in [41], large-scale aperture arrays and mmWave frequency
bands are introduced in the proposed GBSM. The space-
time-frequency non-stationarity, spherical wavefront effect,
and correlation between sensing and communication channels
are considered. Then, an ISAC BDCM is proposed based on
the GBSM. The main novelties and contributions of this paper
are as follows.

1) A novel 6G 3D non-stationary mmWave massive MIMO
ISAC GBSM and BDCM are proposed. The mono-static
sensing channel and the communication channel are mod-
eled. Because of the scattering characteristics of clusters,
the shared clusters between sensing and communication
channels are considered. This leads to the correlation
between sensing and communication channels.

2) The spherical wavefront and the space-time-frequency
non-stationarity introduced by massive MIMO, move-
ments of the user and clusters, and mmWave, respec-
tively, are incorporated in the channel model. To capture
the spherical wavefront effect caused by large array
aperture, a general form of the steering vector is pro-
posed, which is applicable to both spherical wavefront
and plane wavefront.

3) Key statistical properties of the proposed ISAC channel
model, including space-time-frequency correlation func-
tions (STF-CFs), root mean square (RMS) beam spread,
RMS delay spread, RMS Doppler spread, coherence
time, and channel capacity, are derived and simulated.
Detailed comparisons of statistical properties between the
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sensing GBSM, sensing BDCM, communication GBSM,
and communication BDCM are conducted taking into
account the correlation between sensing and communi-
cation channels.

The remainder of this paper is outlined as follows. The
novel 6G 3D non-stationary mmWave massive MIMO ISAC
GBSM and BDCM are proposed in Section II and Section III,
respectively. Section IV derives some key statistical properties
of the ISAC GBSM and BDCM. In Section V, results and
analysis of channel statistical properties are presented. Finally,
conclusions are drawn in Section VI.

II. A NOVEL 3D NON-STATIONARY MMWAVE MASSIVE
MIMO ISAC GBSM

The diagram of the ISAC system is shown in Fig. 1 (a),
which includes the mono-static sensing system and the com-
munication system. The BS is equipped with one transmitting
array and one receiving array to form a mono-static sensing
system. Both arrays are uniform planar arrays (UPAs). The
transmitting UPA is used to transmit the ISAC signal, which
is integrated with communication and sensing functions. The
receiving UPA can receive the sensing echo signal. The
number of antennas in the horizontal and vertical directions
of the transmitting (receiving) UPA are Ph (Qs

h) and Pv (Qs
v),

respectively. Therefore, P = Ph × Pv and Qs = Qs
h × Qs

v

antennas are in the transmitting and receiving UPAs, respec-
tively. At the communication user (UE), there is a receiving
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Fig. 1. The diagrams of (a) the ISAC system and (b) the ISAC
channel model.

UPA with Qc = Qc
h × Qc

v antennas, where Qc
h/v is the

number of antennas in the horizontal/vertical direction. The
spacing between two adjacent elements of the transmitting
and receiving UPAs are ∆T and ∆R, respectively. We set
∆T = ∆R = λ

2 , where λ is the wavelength. The speed
of UE is vR (t), and the movement direction is αR (t). For
clarity, we summarize the main parameters of the channel
model in Table I.

The scattering characteristic of the object is an important
factor that should be considered in the sensing channel. There
are two types of object scattering, i.e., the forward scatter-
ing and the backward scattering [43]–[45]. When the angle
between the scattering direction and the incident direction is
less than 90◦, it is the forward scattering. Otherwise, it is the
backward scattering. For the sensing channel, the signal is
transmitted by the BS, and if the signal reaches the target, the
target will backscatter the signal to the sensing Rx at the BS, as
shown by the orange arrows in Fig.1 (b). These backscattered
echo paths constitute the sensing channel. However, the com-
munication channel is composed of forward transmission mul-
tipath, as shown by the blue arrows in Fig.1 (b), which means
it does not have a backward scattering echo path. Considering
the scattering characteristics of clusters, the communication
channel is divided into LoS, forward scattering, and bi-
directional scattering paths, which are explained in detail in
subsection B. Due to the significant difference between the
sensing channel and communication channel, the modeling
process of the sensing channel and communication channel
is elaborated on separately. The GBSM in the antenna domain
is the foundation of BDCM. Therefore, we first model the
GBSM for the ISAC system and then obtain the BDCM from
the GBSM.

A. Sensing Channel Modeling

The mono-static sensing channel is composed of single-
bounce backward scattering cluster paths, where these clusters
are the targets of the mono-static sensing system, as shown in
Fig. 1 (a). The paths with multi-bounce clusters are classified
as clutters, which are not considered here. The total number
of clusters in the sensing channel is L (t, f), and there are
Kl scatterers within the lth (l = 1, . . . , L (t, f)) cluster. The
distance between the first transmitting (receiving) antenna and
the kth scatterer is ds,kl

T (t) (ds,kl
R (t)). The distance from the

transmitting antenna in row p1 (p1 = 1, . . . , Ph) and column
p2 (p2 = 1 , . . . , Pv) to the kth (k = 1, . . . ,Kl) scatterer
is ds,kl

T,p1,p2
(t). The distance between the receiving antenna

in row q1 (q1 = 1, . . . , Qs
h) and column q2 (q2 = 1, . . . ,

Qs
v) and the kth scatterer is ds,kl

R,q1,q2
(t). The azimuth angle of

departure/arrival (AOD/AOA) and the zenith angle of depar-
ture/arrival (ZOD/ZOA) from the transmitting/receiving array
to the kth scatterer are θs,az

T/R,kl
(t) and θs,el

T/R,kl
(t), respectively.

We assume that the scatterer is moving. The speed and angle
of the kth scatterer are vs,kl (t) and αs,kl (t), respectively.

The sensing channel transfer function (CTF) between the
transmitting antenna in row p1 and column p2 and the receiv-
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TABLE I. DEFINITIONS OF MAIN PARAMETERS OF THE ISAC CHANNEL.

Parameters Definitions

Ph/v , Qs(c)
h/v

The number of antennas of transmitting and sensing (communication) receiving UPAs in horizontal/vertical
direction, respectively

∆T/R Antenna spacings of transmitting/receiving UPA
L (t, f), Kl The number of clusters of the sensing channel and the number of scatterers in the cluster

N1 (t, f)/N0 (t, f), Mn1 /Mn0

The number of clusters and the number of scatterers within the cluster of forward/backward scattering
component, respectively

dL (t) The distance between the transmitting array of BS and UE
d
s,kl
T(R)

(t) The distance between the first transmitting (receiving) antenna and the kth scatterer of the sensing channel

d
s,kl
T,p1,p2

(t), ds,klR,q1,q2
(t)

The distance between the transmitting antenna in p1 row and p2 column (receiving in q1 row and q2 column)
antenna and the kth scatterer of the sensing channel, respectively

d
c,mn1
T(R)

(t), d
c,mn0
T(R)

(t)
The distance between the first transmitting (receiving) antenna and the mth scatterer of forward and bi-directional
scattering part of the communication channel, respectively

d
c,mn1
T,p1,p2

(t)/d
c,mn0
T,p1,p2

(t)
The distance between the transmitting antenna in p1 row and p2 column and the mth scatterer of
forward/bi-directional scattering part of the communication channel, respectively

d
c,mn1
R,u1,u2

(t)/d
c,mn0
R,u1,u2

(t)
The distance between the receiving antenna in u1 row and u2 column and the mth scatterer of
forward/bi-directional scattering parts of the communication channel

θs,az
T/R,kl

(t), θs,el
T/R,kl

(t) AOD/AOA and ZOD/ZOA of the kth path within the lth cluster of the sensing channel, respectively

φL,az
T/R

(t), φL,el
T/R

(t) AOD/AOA and ZOD/ZOA of LoS path of the communication channel, respectively

φf,az
T/R,mn1

(t), φf,el
T/R,mn1

(t) AOD/AOA and ZOD/ZOA of the mth path within the n1th cluster of the forward scattering part of the
communication channel, respectively

φb,az
T/R,mn0

(t), φb,el
T/R,mn0

(t)
AOD/AOA and ZOD/ZOA of the mth path within the n0th cluster of the bi-directional scattering part of the
communication channel, respectively

vR (t), αR (t) The movement speed and direction of UE, respectively
vs,kl (t), αs,kl (t) The movement speed and direction of the kth scatterer of the sensing channel, respectively
vfmn1

(t)/vbmn0
(t),

αf
mn1

(t)/αb
mn0

(t)
The movement speed and direction of the mth scatterer of forward/bi-directional scattering parts of the
communication channel, respectively

ing antenna in row q1 and column q2 can be represented as
hs
p1,p2,q1,q2 (t, f)

=

L(t,f)∑
l=1

Kl∑
k=1

βs,kle
j[2π(ωs,kl

(t)t−fτs,kl (t))+Φs,kl ] · ej
2π
λ ∆dSW

kl
(t)

(1)
where βs,kl is the complex channel gain, which is determined
by the radar equation [46], ωs,kl (t) is Doppler shift, τs,kl (t) =(
ds,kl

T,p1,p2
(t) + ds,kl

R,q1,q2
(t)
)
/c is the delay, c is the speed

of light, Φs,kl is the random phase of the sensing path, and
∆dSW

kl
(t) is the distance difference caused by antenna spacing.

The distance can be expressed as ds,kl
T,p1,p2

(t) =
∣∣∣ds,kl

T,p1,p2
(t)
∣∣∣,

where ds,kl
T,p1,p2

(t) is the distance vector from the transmitting
antenna on the p1th row and p2th column to the kth scatterer.
The distance vector can be modeled as

ds,kl
T,p1,p2

(t) = ds,kl
T (t)−

(
∆h

T,p1 + ∆v
T,p2

)
. (2)

Symbol ∆h
T,p1

=[0, p1 − 1, 0]·∆T (∆v
T,p2

=[0, 0, p2 − 1]·∆T)
represents the distance vector from the first antenna to the
p1th row (p2th column) antenna of the transmitting array in
the horizontal (vertical) direction, as shown in Fig. 1 (b). The
distance vector from the first antenna to the kth scatterer is

ds,kl
T (t) = ds,kl

T (t)
[
cos
(
θs,el

T,kl
(t)
)

cos
(
θs,az

T,kl
(t)
)
,

cos
(
θs,el

T,kl
(t)
)

sin
(
θs,az

T,kl
(t)
)
, sin

(
θs,el

T,kl
(t)
)]
.

(3)

The distance ds,kl
T (t), AOD θs,az

T,kl
(t), and ZOD θs,el

T,kl
(t) can be

determined by ellipsoid Gaussian scattering distribution [47].
The receiving distance vector is

ds,kl
R,q1,q2

(t) = ds,kl
R (t)−

(
∆h

R,q1 + ∆v
R,q2

)
(4)

where antenna spacing vectors in the horizontal and verti-
cal directions are ∆h

R,q1
= [0, q1 − 1, 0] · ∆R, ∆v

R,q2
=

[0, 0, q2 − 1] · ∆R, respectively. Since the transmitting and
receiving UPAs of sensing are arranged side by side in the

y − z plane, as shown in Fig. 1 (b), the relationship between
two distance vectors ds,kl

T (t) and ds,kl
R (t) can be written as

ds,kl
R (t) = ds,kl

T (t)−∆dTR, where ∆dTR = [0, dTR, 0] rep-
resents the distance vector from the first transmitting antenna
to the first receiving antenna at BS. The parameter ∆dSW

kl
(t)

in (1) can be expressed as

∆dSW
kl

(t) =
[
ds,kl

T (t)− ds,kl
T,p1,1

(t)
]
+
[
ds,kl

T (t)− ds,kl
T,1,p2

(t)
]

+
[
ds,kl

R (t)− ds,kl
R,q1,1

(t)
]

+
[
ds,kl

R (t)− ds,kl
R,1,q2

(t)
]
.

(5)
The distances ds,kl

T,p1,1
(t) and ds,kl

T,1,p2
(t) can be calculated

by (2). Using the Taylor series second-order approximation,
ds,kl

T,p1,1
(t) and ds,kl

T,1,p2
(t) can be expressed as

ds,kl
T,p1,1

(t)

= ds,kl
T (t)− sin

(
θs,az

T,kl
(t)
)

cos
(
θs,el

T,kl
(t)
)

(p1 − 1) ∆T

+
(p1 − 1)

2
∆T

2

2ds,kl
T (t)

(
1− sin2

(
θs,az

T,kl
(t)
)

cos2
(
θs,el

T,kl
(t)
))

(6)
and

ds,kl
T,1,p2

(t) = ds,kl
T (t)− sin

(
θs,el

T,kl
(t)
)

(p2 − 1) ∆T

+
(p2 − 1)

2
∆T

2

2ds,kl
T (t)

cos2
(
θs,el

T,kl
(t)
)
.

(7)

Similarly, the distance ds,kl
R,q1,1

(t) and ds,kl
R,1,q2

(t) can be ap-
proximated using the Taylor second-order. By substituting
∆dSW

kl
(t) calculated using the above equations into the

ej
2π
λ ∆dSW

kl
(t) of (1), the general phase change caused by

antenna intervals can be obtained. If ds,kl
T (t)� (p1 − 1) ∆T,

ds,kl
T (t) � (p2 − 1) ∆T, ds,kl

R (t) � (q1 − 1) ∆R, and
ds,kl

R (t) � (q2 − 1) ∆R, the above formula will be sim-
plified as the phase change under the planar wavefront
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aBS (ϕ (t) , d (t)) =

[
1, ..., e

j 2π
λ

{
ϕ(t)(p1−1)∆T+

(p1−1)2∆T
2

2d(t) [1−ϕ2(t)]
}
, ...

]T

p1=1,...,Ph

(9)

bBS (ϕ (t) , d (t)) =

[
1, ..., e

j 2π
λ

{
ϕ(t)(p2−1)∆T+

(p2−1)2∆T
2

2d(t) [1−ϕ2(t)]
}
, ...

]T

p2=1,...,Pv

(10)

aR
s (ϕ (t) , d (t)) =

[
1, ..., e

j 2π
λ

{
ϕ(t)(q1−1)∆R+

(q1−1)2∆R
2

2d(t) [1−ϕ2(t)]
}
, ...

]T

q1=1,...,Qs
h

(11)

bR
s (ϕ (t) , d (t)) =

[
1, ..., e

j 2π
λ

{
ϕ(t)(q2−1)∆R+

(q2−1)2∆R
2

2d(t) [1−ϕ2(t)]
}
, ...

]T

q2=1,...,Qs
v

. (12)

assumption. For the convenience of representation, we set
ϕh

T/R,kl
(t) = − sin

(
θs,az

T/R,kl
(t)
)

cos
(
θs,el

T/R,kl
(t)
)
∈ [−1, 1]

and ϕv
T/R,kl

(t) = − sin
(
θs,el

T/R,kl
(t)
)
∈ [−1, 1]. The CTF

can be represented as a matrix

Hs (t, f) =

L(t,f)∑
l=1

Kl∑
k=1

βs,kle
j[2π(ωs,kl

(t)t−fτs,kl (t))+Φs,kl ]

×Vs,kl · (Us,kl)
T

(8)

where (·)T represents transpose operation, and
the response matrix of transmitting and receiving
UPAs are Us,kl = bBS

(
ϕv

T,kl
(t) , ds,kl

T (t)
)

⊗aBS
(
ϕh

T,kl
(t) , ds,kl

T (t)
)

∈ CP×1 and Vs,kl =

bR
s

(
ϕv

R,kl
(t) , ds,kl

R (t)
)
⊗ aR

s

(
ϕh

R,kl
(t) , ds,kl

R (t)
)
∈ CQs×1,

respectively, and ⊗ means the Kronecker product. Here,
aBS

(
ϕh

T,kl
(t) , ds,kl

T (t)
)

and bBS
(
ϕv

T,kl
(t) , ds,kl

T (t)
)

are response vectors of the transmitting UPA in the
azimuth direction ϕh

T,kl
(t) and elevation direction

ϕv
T,kl

(t) with distance ds,kl
T (t), respectively. Similarly,

aR
s

(
ϕh

R,kl
(t) , ds,kl

R (t)
)

and bR
s

(
ϕv

R,kl
(t) , ds,kl

R (t)
)

are
response vectors of the sensing receiving UPA in the azimuth
and elevation directions, respectively. Furthermore, the
response vectors of BS and sensing Rx can be expressed as
(9)–(12) written at the top of this page.

B. Communication Channel Modeling

The communication channel consists of three parts, i.e.,
LoS, forward scattering, and bidirectional scattering paths, as
shown in Fig. 1 (b). The bi-directional scattering path means
that the first-bounce cluster of the path has both forward
scattering and backward scattering characteristics. Therefore,
the first-bounce clusters of the bi-directional scattering paths
are shared in both sensing and communication channels. The
parameters of these first-bounce clusters can be determined by
the sensing channel, which has been illustrated in our previous
work [41]. In addition, if the first-bounce clusters are unique
to the communication channel, these paths are called forward
scattering paths. The parameters of the forward scattering path
can be generated by specific random process.

For the LoS path, the distance between the transmitting UPA
and the UE is dL (t). The AOD, AOA, ZOD, and ZOA are
defined as φL,az

T (t), φL,az
R (t), φL,el

T (t), and φL,el
R (t), respec-

tively. For the forward scattering paths, it can be assumed
that there are N1 (t, f) clusters, and the number of scatterers
within the n1th (n1 = 1, . . . , N1 (t, f)) cluster is Mn1

. The mth
scatterer moves in the αf

mn1
(t) direction at velocity vf

mn1
(t).

For the bi-directional scattering paths, the number of clusters is
N0 (t, f), and there are Mn0

scatterers within the n0th (n0 = 1,
. . . , N0 (t, f)) cluster. The motion velocity and direction of the
mth scatterer in the n0th cluster are vb

mn0
(t) and αb

mn0
(t),

respectively. The distance between the first transmitting an-
tenna (first UE antenna) and the first-bounce (last-bounce)
scatterer of forward/bi-directional scattering part via the mth
path of the n1th/n0th cluster can be represented as d

c,mn1/0

T (t)

(d
c,mn1/0

R (t)). The distance from the p1th row and p2th
column transmitting antenna (u1th row and u2th column UE
receiving antenna) to the first-bounce (last-bounce) scatterer of
forward/bi-directional scattering part via the mth path of the
n1th/n0th cluster is d

c,mn1/0

T,p1,p2
(t) (d

c,mn1/0

R,u1,u2
(t)). AOD and ZOD

of the mth forward (bi-directional) scattering path can be de-
fined as φf,az

T,mn1
(t) (φb,az

T,mn0
(t)) and φf,el

T,mn1
(t) (φb,el

T,mn0
(t)),

respectively. Correspondingly, φf,az
R,mn1

(t) (φb,az
R,mn0

(t)) and

φf,el
R,mn1

(t) (φb,el
R,mn0

(t)) are AOA and ZOA of the mth path
of forward (bi-directional) scattering path.

Therefore, the communication CTF between the p1 row and
p2 column transmitting antenna and the u1 row and u2 column
receiving antenna can be written as

hc
p1,p2,u1,u2

(t, f) =

√
KR

KR + 1
hc,LoS
p1,p2,u1,u2

(t, f)

+

√
1

KR + 1

[
hc,f
p1,p2,u1,u2

(t, f) + hc,b
p1,p2,u1,u2

(t, f)
] (13)

where KR is the Rician factor, hc,LoS
p1,p2,u1,u2

(t, f),
hc,f
p1,p2,u1,u2

(t, f), and hc,b
p1,p2,u1,u2

(t, f) are components
of LoS, forward scattering, and bi-directional scattering paths,
respectively. These three parts of communication CTF can be
calculated as
hc,LoS
p1,p2,u1,u2

(t, f) = ej[2π(ωL(t)t−fτc,L(t))+ΦL]ej
2π
λ ∆dSW

L (t)

(14)
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hc,f
p1,p2,u1,u2

(t, f)

=

N1(t,f)∑
n1=1

Mn1∑
m=1

e
j
[
2π
(
ωc,mn1

(t)t−fτc,mn1
(t)
)

+Φc,mn1

]

× ej
2π
λ ∆dSW

mn1
(t)

(15)

hc,b
p1,p2,u1,u2

(t, f)

=

N0(t,f)∑
n0=1

Mn0∑
m=1

ej[2π(ωc,mn0
(t)t−fτc,mn0

(t))+Φc,mn0
]

× ej
2π
λ ∆dSW

mn0
(t)
.

(16)

In the LoS component, ωL (t) represents Doppler shift caused
by the movement of UE, τc,L (t) means the delay, ∆dSW

L (t)
means the distance difference caused by antenna spacing.
In the NLoS component, Doppler shifts of forward and
bi-directional scattering paths are represented as ωc,mn1

(t)
and ωc,mn0

(t), respectively. Symbol τc,mn1
(t) represents the

delay of the mth path within the n1th cluster of forward
scattering part. Similarly, symbol τc,mn0

(t) means the delay
of the mth path in the n0th cluster of bi-directional scattering
part. Besides, ΦL, Φc,mn1

, and Φc,mn0
are random phases of

LoS, forward scattering, and bi-directional scattering paths,
respectively. Then, ∆dSW

mn1
(t) (∆dSW

mn0
(t)) is the distance dif-

ference caused by antenna spacing of forward (bi-directional)
scattering path, and it can be calculated as

∆dSW
mn1/0

(t) = ∆dSW
T,mn1/0

(t) + ∆dSW
R,mn1/0

(t) . (17)

where ∆dSW
T,mn1/0

(t) and ∆dSW
R,mn1/0

(t) can be calculated
referring to (6)–(7).

For later use, we represent communication CTF in matrix
form as

Hc (t, f) =

√
KR

KR + 1
Hc,LoS (t, f)

+

√
1

KR + 1

[
Hc,f (t, f) + Hc,b (t, f)

] (18)

where
Hc,LoS (t, f) = ej[2π(ωL(t)t−fτc,L(t))+ΦL] ·Vc,L · (Uc,L)

T

(19)

Hc,f (t, f)=

N1(t,f)∑
n1=1

Mn1∑
m=1

e
j
[
2π
(
ωc,mn1

(t)t−fτc,mn1
(t)
)

+Φc,mn1

]

×Vc,mn1
·
(
Uc,mn1

)T

(20)

Hc,b (t, f) =

N0(t,f)∑
n0=1

Mn0∑
m=1

ej[2π(ωc,mn0
(t)t−fτc,mn0

(t))+Φc,mn0
]

×Vc,mn0
·
(
Uc,mn0

)T
.

(21)
Array response matrices of transmitting and receiving arrays
are calculated as

Uc,L =bBS
(
ϕv

T,L (t) , dL (t)
)

⊗ aBS
(
ϕh

T,L (t) , dL (t)
)
∈ CP×1

(22)

Vc,L =bR
c

(
ϕv

R,L (t) , dL (t)
)

⊗ aR
c

(
ϕh

R,L (t) , dL (t)
)
∈ CQc×1

(23)

Uc,mn1
/mn0

= bBS
(
ϕv

T,mn1
/mn0

(t) , d
c,mn1/0

T (t)
)

⊗ aBS
(
ϕh

T,mn1
/mn0

(t) , d
c,mn1/0

T (t)
)
∈ CP×1

(24)
Vc,mn1

/mn0
= bR

c

(
ϕv

R,mn1
/mn0

(t) , d
c,mn1/0

R (t)
)

⊗ aR
c

(
ϕh

R,mn1
/mn0

(t) , d
c,mn1/0

R (t)
)
∈CQc×1.

(25)
Here, ϕh

T(R),L (t) = − sin
(
φL,az

T(R) (t)
)

cos
(
φL,el

T(R) (t)
)

,

ϕv
T(R),L (t) = − sin

(
φL,el

T(R) (t)
)

, ϕh
T(R),mn1

/mn0
(t) =

− sin
(
φ

f/b,az
T(R),mn1

/mn0

(t)
)

cos
(
φ

f/b,el
T(R),mn1

/mn0

(t)
)

, and

ϕv
T(R),mn1

/mn0
(t) = − sin

(
φ

f/b,el
T(R),mn1

/mn0

(t)
)

are the
spatial frequencies in azimuth and elevation directions for
the LoS and forward/bi-directional scattering paths at the
Tx (Rx) side. The calculation of Uc,L and Uc,mn1

/mn0

can refer to (9)–(10). Furthermore, vectors aR
c (ϕ (t) , d (t))

and bR
c (ϕ (t) , d (t)) can be calculated by substituting u1

and u2 for q1 and q2 in (11) and (12), respectively. The
generation method of the delay, distance, AOD, ZOD, AOA,
and ZOA parameters and random phases is detailed in [41].
The difference is that the sensing and communication GBSMs
here has the space-time-frequency non-stationarity. Given that
the VR method can only describe spatial non-stationarity, the
birth-death process of clusters is adopted to uniformly model
the spatial-time-frequency non-stationarity.

C. Birth-death Process

Both the set of sensing channel clusters Sp1,p2,q1,q2 (t, f)
and the set of communication channel clusters
Cp1,p2,u1,u2

(t, f) need to be generated using the birth-
death process. Considering the similarity in the birth-death
processes of clusters in sensing and communication channels,
we take the generation process of Sp1,p2,q1,q2 (t, f) of
the sensing channel as an example. The changes of set
Sp1,p2,q1,q2 (t, f) along the array-time-frequency axes can be
represented as the sum of remaining clusters and new clusters,
i.e., Sp1,p2,q1,q2 (t, f) = Srep1,p2,q1,q2 (t, f) + Snewp1,p2,q1,q2 (t, f).
The intervals between transmitting and receiving antennas
are ∆T,p1p2p1

′p2
′ and ∆R,q1q2q1′q2′

, respectively. The time
interval is ∆t, and the frequency interval is ∆f . The cluster
survival probability is the product of the survival probabilities
on the array axis, time axis, and frequency axis, i.e.,

Pre

(
∆T,p1p2p′1p

′
2
,∆R,q1q2q′1q

′
2
,∆t,∆f

)
= Pre

(
∆T,p1p2p′1p

′
2

)
Pre

(
∆R,q1q2q′1q

′
2

)
Pre (∆t)Pre (∆f) .

(26)
The remaining probabilities of the cluster on the
axis of transmitting and receiving antenna arrays

are Pre

(
∆T,p1p2p′1p

′
2

)
= e

−λD

∆
T,p1p2p

′
1p
′
2

DA
c and

Pre

(
∆R,q1q2q′1q

′
2

)
= e

−λD

∆
R,q1q2q

′
1q
′
2

DA
c , respectively. Besides,

Pre (∆t) = e
−λD

vs,kl
·∆t

DT
c and Pre (∆f) = e

−λD
F (∆f)

DF
c are

remaining probabilities of the cluster on the time axis
and the frequency axis, respectively. Here, DA/T/F

c is the
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Ψh
T (α (t) , d (t)) = e

j 2π
λ

(p1−1)∆T[α(t)−ϕ̃h
T,p1

]+
(p1−1)2∆T

2
[
(ϕ̃h

T,p1
)
2
−α2(t)

]
2d(t)

 (29)

Ψv
T (α (t) , d (t)) = e

j 2π
λ

(p2−1)∆T[α(t)−ϕ̃v
T,p2

]+
(p2−1)2∆T

2
[
(ϕ̃v

T,p2
)
2
−α2(t)

]
2d(t)

 (30)

Ψh
Rs (α (t) , d (t)) = e

j 2π
λ

(q1−1)∆R[α(t)−ϕ̃h
R,q1

]+
(q1−1)2∆R

2
[
(ϕ̃h

R,q1
)
2
−α2(t)

]
2d(t)

 (31)

Ψv
Rs (α (t) , d (t)) = e

j 2π
λ

(q2−1)∆R[α(t)−ϕ̃v
R,q2

]+
(q2−1)2∆R

2
[
(ϕ̃v

R,q2
)
2
−α2(t)

]
2d(t)


.

(32)

correlation factor on the space/time/frequency axis, which
should be determined by the scenario [48]. Symbol F (∆f)
is a parameter that can be determined by measurement
results [49], λD represents the death probability of
the cluster. After experiencing a transmitting/receiving
antenna interval ∆T,p1p2p1

′p2
′ /∆R,q1q2q1′q2′

, time
interval ∆t, and frequency interval ∆f , the number of
newly generated clusters is calculated as E [Lnew] =
λG

λD

[
1− Pre

(
∆T,p1p2p1

′p2
′ ,∆R,q1q2q1′q2′

,∆t,∆f
)]

, where
λG is the birth rate of clusters.

III. A NOVEL 3D NON-STATIONARY MMWAVE MASSIVE
MIMO ISAC BDCM

The GBSM describes the multipath between transmitting
and receiving antennas, superposing the multipath between
transmitting and receiving antennas to obtain the channel
matrix. Unlike GBSM, the BDCM equally divides antenna do-
main into multiple beam domain, and describes the attenuation
of the channel between each pair of transmitting and receiving
beams [50], [51]. By performing beamforming, paths from
different antennas are coherently stacked to form a channel
matrix in the beam domain [52]. This is important for massive
MIMO, where the number of antennas is so large that BDCM
can effectively reflect the sparse characteristics of the channel,
thereby reducing the complexity of channel modeling [53]. In
addition, for the sensing channel, BDCM can effectively reflect
in which beam direction obstacles are located, which is helpful
for long-range target recognition and tracking. BDCM also
plays a guiding role in the beamforming and beam prediction
of the ISAC system. Therefore, it is necessary to study BDCM
and explore its channel characteristics.

A. Sensing Channel Modeling

The sensing BDCM can be obtained by performing beam-
forming operations on CTF matrix of sensing GBSM,

Hs
B (t, f) = ṼH

s Hs (t, f) Ũ (27)

where (·)H means conjugate transpose operation,
Ũ = 1√

P
Ũel ⊗ Ũaz and Ṽs = 1√

Qs Ṽs,el ⊗ Ṽs,az are
beamforming matrices at Tx and sensing Rx, respectively.
The uniform spatial frequency response matrices in
azimuth and elevation directions for Tx and sensing
Rx are denoted as Ũaz =

[
aBS

(
ϕ̃h

T,p1
, d (t)

)]
p1=1,...,Ph

,

Ũel =
[
bBS

(
ϕ̃v

T,p2
, d (t)

)]
p2=1,...,Pv

, Ṽs,az =[
aR

s

(
ϕ̃h

R,q1
, d (t)

)]
q1=1,...,Qs

h

, and Ṽs,el =[
bR

s

(
ϕ̃v

R,q2
, d (t)

)]
q2=1,...,Qs

v

. The spatial frequencies

can be represented as ϕ̃h
T,p1

= 2p1−1
Ph
−1, ϕ̃v

T,p2
= 2p2−1

Pv
−1,

ϕ̃h
R,q1

= 2q1−1
Qs

h
− 1, and ϕ̃v

R,q2
= 2q2−1

Qs
v
− 1, which divide

the spaces on both Tx and sensing Rx sides into equal
parts P s

h(v) and Qs
h(v) in the horizontal (vertical) directions,

respectively. The element hs
B,p1,p2,q1,q2

(t, f) in Hs
B (t, f)

means the sensing CTF between the p1th horizontal p2th
vertical transmitting beam and the q1th horizontal q2th vertical
receiving beam. Therefore, hs

B,p1,p2,q1,q2
(t, f) can be further

expressed as
hs

B,p1,p2,q1,q2 (t, f)

=

L(t,f)∑
l=1

Kl∑
k=1

1√
PQs

βs,kle
j[2π(ωs,kl

(t)t−fτs,kl (t))+Φs,kl ]

×
Qs

v∑
q2=1

Ψv
Rs

(
ϕv

R,kl
(t) , ds,kl

R (t)
) Qs

h∑
q1=1

Ψh
Rs

(
ϕh

R,kl
(t) , ds,kl

R (t)
)

×
Pv∑
p2=1

Ψv
T

(
ϕv

T,kl
(t) , ds,kl

T (t)
) Ph∑
p1=1

Ψh
T

(
ϕh

T,kl
(t) , ds,kl

T (t)
)
.

(28)
where Ψh

T (α (t) , d (t)), Ψv
T (α (t) , d (t)), Ψh

Rs (α (t) , d (t)),
and Ψv

Rs (α (t) , d (t)) can be calculated by (29)–(32) written
at the top of this page.

B. Communication Channel Modeling

By performing beamforming operations on communica-
tion GBSM Hc (t, f) to obtain the communication BDCM,
the communication BDCM can also be expressed as LoS
Hc,LoS

B (t, f), forward scattering Hc,f
B (t, f), and bi-directional

scattering Hc,b
B (t, f) three components. The communication

BDCM can be calculated as
Hc

B (t, f) = ṼH
c Hc (t, f) Ũ

=

√
KR

KR + 1
Hc,LoS

B (t, f)

+

√
1

KR + 1

[
Hc,f

B (t, f) + Hc,b
B (t, f)

] (33)

where Ũ is defined the same as that in (27). Besides,
Ṽc = 1√

Qc Ṽc,el ⊗ Ṽc,az represents the beamforming matrix
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of UE, in which Ṽc,az =
[
aR

c

(
ϕ̃h

R,u1
, d (t)

)]
u1=1,...,Qc

h

and

Ṽc,el =
[
bR

c

(
ϕ̃v

R,u2
, d (t)

)]
u2=1,...,Qc

v

. The spatial frequencies

in the horizontal and vertical directions are ϕ̃h
R,u1

= 2u1−1
Qc

h
−1

and ϕ̃v
R,u2

= 2u2−1
Qc

v
− 1, respectively. Then, the elements of

communication BDCM matrix can be written as
hc,LoS

B,p1,p2,u1,u2
(t, f) = ej[2π(ωL(t)t−fτc,L(t))+ΦL]

×
Qc

v∑
u2=1

Ψv
Rc

(
ϕv

R,L (t) , dL (t)
)
×

Qc
h∑

u1=1

Ψh
Rc

(
ϕh

R,L (t) , dL (t)
)

×
Pv∑
p2=1

Ψv
T

(
ϕv

T,L (t) , dL (t)
)
×

Ph∑
p1=1

Ψh
T

(
ϕh

T,L (t) , dL (t)
)
(34)

hc,f
B,p1,p2,u1,u2

(t, f)

=

N1(t,f)∑
n1=1

Mn1∑
m=1

ej[2π(ωc,mn1
(t)t−fτc,mn1

(t))+Φc,mn1
]

×
Qc

v∑
u2=1

Ψv
Rc

(
ϕv

R,mn1
(t) , d

c,mn1

R (t)
)

×
Qc

h∑
u1=1

Ψh
Rc

(
ϕh

R,mn1
(t) , d

c,mn1

R (t)
)

×
Pv∑
p2=1

Ψv
T

(
ϕv

T,mn1
(t) , d

c,mn1

T (t)
)

×
Ph∑
p1=1

Ψh
T

(
ϕh

T,mn1
(t) , d

c,mn1

T (t)
)

(35)

Furthermore, hc,b
B,p1,p2,u1,u2

(t, f) can be obtained by replac-
ing the forward scattering parameters in (35) with the bi-
directional scattering parameters. Here, Ψh

Rc (α (t) , d (t)) can
be claculated substituting q1 and ϕ̃h

R,q1
by u1 and ϕ̃h

R,u1

in (31), respectively. Similarly, Ψv
Rc (α (t) , d (t)) can be ob-

tained substituting q2 and ϕ̃v
R,q2

by u2 and ϕ̃v
R,u2

in (32), re-
spectively.

The amplitudes of Hs
B (t, f) and Hc

B (t, f) represent the
degrees of coupling between transmitting and receiving beams
of sensing and communication BDCMs, respectively. When
the transmitting array is a 32 × 32 UPA, the contours of
sensing BDCM and communication BDCM are shown in
Figs. 2 (a) and (b), respectively. It can be seen that the
communication BDCM exhibits more significant sparsity than
the sensing BDCM. The reason is that the transmitting and
receiving arrays of the mono-static sensing channel are located
at the same location, and the sensing channel is composed of
sensing echoes caused by single-bounce backward scattering
clusters. Therefore, there is a higher degree of beam coupling
between the sensing transmitting and receiving sides than
that of the communication channel. Moreover, there exist
areas where both the sensing and communication channels
have relatively large amplitudes (circled with red dotted lines
in Fig. 2), which demonstrates the existence of the shared
first-bounce cluster caused by backscattering in sensing and
communication channels.
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(a) Sensing BDCM Hs
B (t, f)
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(b) Communication BDCM Hc
B (t, f)

Fig. 2. Contours of (a) sensing BDCM Hs
B (t, f) and (b) communi-

cation BDCM Hc
B (t, f) (fc = 28 GHz, Ph = Pv = Qs

h = Qs
v = Qc

h

= Qc
v = 32, dL = 100 m, vR (t) = 0 m/s, L = 10, Kl = 10, N1 = N0

= 5, Mn1 = Mn0 = 10, vs,kl (t) = vfmn1
(t) = vbmn0

(t) = 0 m/s).

Figs. 3 (a) and (b) compare the beamwidths calculated
by the proposed general steering vector and the traditional
planar wavefront steering vector when carrier frequencies are
fc = 2.6 GHz and 28 GHz, respectively. We set the distance
from the BS to the first-bounce cluster as 5 m. It can be
observed in Fig. 3 (a) that when fc = 2.6 GHz, the beamwidth
generated by the general steering vector is narrower than that
generated by the traditional steering vector. This indicates
that traditional steering vectors underestimate the ability of
large-scale antenna arrays to narrow the beamwidth under the
near-field spherical wavefront assumption. In addition, when
fc = 28 GHz, the beamwidth simulation results generated by
two steering vectors are compared in Fig. 3 (b). There is no
significant difference between these two beamwidth simulation
results. This is because the antenna spacing is determined
by the wavelength, and the array aperture decreases corre-
spondingly as the carrier frequency increases. The reduction
of antenna array aperture results in the reduction of Rayleigh
distance, which leads to the spherical wavefront approximating
the planar wavefront. Therefore, the proposed steering vector
can be simplified to traditional steering vectors. Moreover, the
simulation results illustrate that the proposed steering vector
exhibits good generality, both in the case of far-field planar
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Fig. 3. Beamwidths of the general steering vector and the planar
wavefront steering vector when (a) fc = 2.6 GHz, spherical wavefront
and (b) fc = 28 GHz, plane wavefront.

wavefront and near-field spherical wavefront assumptions.

IV. STATISTICAL PROPERTIES OF THE GBSM AND BDCM

Statistical properties illustrate channel characteristics more
intuitively [54]. To compare and analyze the differences and
correlations between the sensing and communication channels,
some typical statistical properties are studied, including STF-
CF, RMS beam spread, RMS delay spread, temporary Doppler
PSD, and coherence time. In addition, as an important indica-
tor of the communication system, the channel capacity is also
studied in this section.

A. STF-CF

The STF-CFs of GBSM (BDCM) are derived here.
The STF-CF between the sensing GBSM (BDCM)
hs

(B),p1,p2,q1,q2
(t, f) and hs

(B),p′1,p
′
2,q
′
1,q
′
2

(t+ ∆t, f + ∆f)
can be calculated as
Rs

(B),p1p2q1q2p′1p
′
2q
′
1q
′
2

(t, f,∆t,∆f)

=E
{
hs

(B),p1,p2,q1,q2
(t, f)·hs∗

(B),p′1,p
′
2,q
′
1,q
′
2

(t+ ∆t, f + ∆f)
}

(36)
where E {·} denotes expectation, (·)∗ represents the complex
conjugation.

In the same way, the STF-CF between hc
(B),p1,p2,u1,u2

(t, f)
and hc

(B),p′1,p
′
2,u
′
1,u
′
2

(t+ ∆t, f + ∆f) of communication
GBSM can be written as
Rc

(B),p1p2u1u2p′1p
′
2u
′
1u
′
2

(t, f,∆t,∆f)

=E
{
hc

(B),p1,p2,u1,u2
(t, f)·hc∗

(B),p′1,p
′
2,u
′
1,u
′
2

(t+ ∆t, f + ∆f)
}

=
KR

KR + 1
·Rc,LoS

(B),p1p2u1u2p′1p
′
2u
′
1u
′
2

(t, f,∆t,∆f)

+ Pre

(
∆T,p1p2p′1p

′
2
,∆R,u1u2u′1u

′
2
,∆t,∆f

)
· 1

KR + 1

×
[
Rc,f

(B),p1p2u1u2p′1p
′
2u
′
1u
′
2

(t, f,∆t,∆f)

+Rc,b
(B),p1p2u1u2p′1p

′
2u
′
1u
′
2

(t, f,∆t,∆f)
]

(37)
where Rc,LoS/f/b

(B),p1p2u1u2p′1p
′
2u
′
1u
′
2

(t, f,∆t,∆f) is STF-CF of com-
munication LoS/forward scattering/bi-directional scattering
component. These three components can be calculated as
R

c,LoS/f/b
(B),p1p2u1u2p′1p

′
2u
′
1u
′
2

(t, f,∆t,∆f)

=E
{
h

c,LoS/f/b
(B),p1,p2,u1,u2

(t, f)·hc,LoS/f/b∗
(B),p′1,p

′
2,u
′
1,u
′
2

(t+ ∆t, f + ∆f)
}

(38)
where the subscript B means the CFs of BDCMs. By setting
∆t = 0 and ∆f = 0, the STF-CFs can be simplified to
spatial cross-correlation functions (SCCFs). In addition, by
setting ∆T,p1p2p′1p

′
2

= 0, ∆R,q1q2q′1q
′
2

= 0, ∆R,u1u2u′1u
′
2

= 0,
and ∆f = 0, the temporal autocorrelation functions (TACFs)
can be obtained. Furthermore, the frequency correlation func-
tions (FCFs) can be obtained by setting ∆T,p1p2p′1p

′
2

= 0,
∆R,,q1q2q′1q

′
2

= 0, ∆R,u1u2u′1u
′
2

= 0, and ∆t = 0.

B. RMS Beam and Delay Spreads

The beam spread gives an expression of the dispersion of
channel power in different beam directions. The RMS beam
spread in azimuth at the Tx side of the sensing BDCM is
denoted as
σs,az

T,B

=

√√√√√√
∑Ph,Pv,Q

s
h,Q

s
v

p1,p2,q1,q2=1

∣∣∣hs
B,p1,p2,q1,q2

(t, f)
∣∣∣2 (ϕ̃h

T,p1
− µs,az

T

)2

∑Ph,Pv,Q
s
h,Q

s
v

p1,p2,q1,q2=1

∣∣∣hs
B,p1,p2,q1,q2

(t, f)
∣∣∣2

(39)
where µs,az

T is the power weighted average of transmitting
azimuth beams,

µs,az
T =

∑Ph,Pv,Q
s
h,Q

s
v

p1,p2,q1,q2=1

∣∣hs
B,p1,p2,q1,q2

(t, f)
∣∣2 · ϕ̃h

T,p1∑Ph,Pv,Q
s
h,Q

s
v

p1,p2,q1,q2=1

∣∣∣hs
B,p1,p2,q1,q2

(t, f)
∣∣∣2 . (40)

The delay spread demonstrates the multipath transmission
effect, which refers to the difference in arrival times of multi-
paths at the Rx. In addition, the delay spread also indicates the
power distribution over the delay domain. In order to obtain
the RMS delay spread σs

B,DS of the sensing channel, we can
substitute ϕ̃h

T,p1
and µs,az

T to τs,kl and µs
DS in (39) and (40),

respectively. Here, µs
DS denotes the mean value of the power

weighted delay. The calculation of the RMS beam spread and
RMS delay spread for the communication BDCM is similar
to that for the sensing BDCM. The difference is that the LoS,
forward scattering, and bi-directional scattering components
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need to be considered when calculating the RMS beam spread
of the communication BDCM, i.e.,

σc,az
T,B = σc,az,L

T,B + σc,az,f
T,B + σc,az,b

T,B (41)
where
σ

c,az,L/f/b
T,B =√√√√√√
∑Ph,Pv,Q

c
h,Q

c
v

p1,p2,u1,u2=1

∣∣∣hc,LoS/f/b
B,p1,p2,u1,u2

(t, f)
∣∣∣2(ϕ̃h

T,p1
−µc,az,L/f/b

T

)2

∑Ph,Pv,Q
c
h,Q

c
v

p1,p2,u1,u2=1

∣∣∣hc,LoS/f/b
B,p1,p2,u1,u2

(t, f)
∣∣∣2 .

(42)
The mean value of weighted azimuth beam for LoS/forward
scattering/bi-directional scattering path can be calculated as

µ
c,az,L/f/b
T =

∑Ph,Pv,Q
c
h,Q

c
v

p1,p2,u1,u2=1

∣∣∣hc,LoS/f/b
B,p1,p2,u1,u2

(t, f)
∣∣∣2 · ϕ̃h

T,p1∑Ph,Pv,Q
c
h,Q

c
v

p1,p2,u1,u2=1

∣∣∣hc,LoS/f/b
B,p1,p2,u1,u2

(t, f)
∣∣∣2 .

(43)
Furthermore, the RMS delay spread can be obtained as
σc

B,DS = σc,L
B,DS + σc,f

B,DS + σc,b
B,DS. The LoS/forward

scattering/bi-directional scattering components are acquired by
substituting ϕ̃h

T,p1
and µs,az

T to τc,L/mn1
/mn0

(t) and µs,L/f/b
DS

in (42) and (43), respectively.

C. Temporal Doppler PSD

The temporal Doppler PSD reveals the distribution of
channel power over the Doppler frequency shift, due to the
movements of UE and (or) clusters. By performing the Fourier
transform on the TACF of the sensing GBSM (BDCM),
Doppler PSD of the sensing channel can be correspondingly
obtained, i.e.,

$s
(B) (ν, t) =

∫ +∞

−∞
Rs

(B),p1p2q1q2
(t, f,∆t) e−j2πν∆td∆t

(44)
where the subscript B means the Doppler PSD of BDCM.
If the subscript B is removed, it means the Doppler PSD of
GBSM. In addition, substituting Rc

(B),p1p2u1u2
(t, f,∆t) for

Rs
(B),p1p2q1q2

(t, f,∆t), the Doppler PSD of the communica-
tion GBSM (BDCM) $c

(B) (ν, t) can be obtained.

D. Coherence Time

The coherence time characterizes the maximum time in-
terval in the time domain during which the channel remains
stationary. It is defined as the maximum time interval when
TACF is greater than the specified threshold. We set the
threshold for the sensing channel and the communication
channel to be the same, i.e., cth. The coherence times of the
sensing channel Cs

T (t) and communication channel Cc
T (t) can

be expressed as
Cs

T (t) = max
{

∆t > 0 : Rs
B,p1p2q1q2 (t, f,∆t) = cth

}
(45)

Cc
T (t) = max

{
∆t > 0 : Rc

B,p1p2u1u2
(t, f,∆t) = cth

}
.
(46)

E. Channel Capacity

Channel capacity represents the maximum amount of infor-
mation a channel can carry without errors and is an essential

metric for communication system performance. Channel ca-
pacity is closely related to channel state information (CSI).
The channel matrix includes the CSI required for channel
capacity calculation, such as delay and angle parameters.
Channel capacity, as a systematic evaluation, reflects the
effectiveness of channel models in describing the propagation
of signals in actual environments. In the downlink, the CSI
can be obtained by UE using channel estimation or signal
processing [55]. To focus more on the performance analysis
of the channel model, we assume that the CSI is only known
at UE. Then the channel capacity can be denoted as

Cap = E

{
log2 det

(
I +

SNR

P
H̄c

B (t, f)
[
H̄c

B (t, f)
]H)}

(47)
where SNR is the signal-to-noise ratio (SNR), H̄c

B (t, f) =

Hc
B (t, f) ·

[
1

PQc
‖Hc

B (t, f)‖F
]

is the normalized communi-
cation channel matrix, and ‖·‖F is the second-order norm
operation of a matrix.

V. RESULTS AND ANALYSIS

In this section, the simulation results of the statistical prop-
erties of the proposed ISAC channel model are investigated.
Although there are shared clusters between sensing chan-
nel and communication channel, the differences in channel
characteristics due to their different structures need to be
studied. A detailed comparison of the statistical properties
between the sensing channel and the communication channel is
provided. In addition, the impact of converting from GBSM
to BDCM on channel characteristics is also investigated by
comparing the statistical properties of GBSM and BDCM.
Furthermore, the feasibility and accuracy of the proposed
channel model are verified by comparing simulation results
and measurement results.

Figs. 4 (a) and (b) compare the TACFs of the sensing
channel and communication channel in the beam domain and
antenna domain, respectively. It can be seen that regardless
of BDCM or GBSM, the attenuation speed of the TACF of
the sensing channel is faster than that of the communication
channel. This indicates that the sensing channel changes faster
over time, and the movements of clusters and (or) UE exert
a more remarkable influence on the sensing channel than the
communication channel. This is because the sensing channel
is composed of single-bounce sensing cluster echos, thus the
movement of the cluster will cause a significant change in the
sensing channel. Moreover, for both sensing and communica-
tion, the TACFs of BDCMs are greater than those of GBSMs
for sensing and communication. It indicates that the channel
in the beam domain has a stronger temporal correlation, and
BDCM is more robust than GBSM in the time domain. Fur-
thermore, the TACFs of sensing and communication channel
models exhibit differences at t = 0, 10, and 20 s, proving that
the channel is non-stationary in the time domain.

Fig. 5 compares the SCCFs of sensing BDCM, communi-
cation BDCM, sensing GBSM, communication GBSM, and
measurement data in [56]. The measurement was carried out
in an outdoor scenario at 2.6 GHz with 128 element linear
transmitting array. Comparing the SCCFs of BDCM and
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Fig. 4. Comparison of TACFs between (a) sensing BDCM and
communication BDCM, and (b) sensing GBSM and communication
GBSM at t = 1, 10, and 20 s (fc = 2.6 GHz, Ph = 32, Pv = 32, Qs

h

= Qs
v = Qc

h = Qc
v = 32, dL (t) = 100 m, vR (t) = 0 m/s, L = 10,

Kl = 10, N1 = N0 = 5, Mn1 = Mn0 = 10, vs,kl (t) = vfmn1
(t) =

vbmn0
(t) = 1 m/s, αs,kl (t) = αf

mn1
(t) = αb

mn0
(t) = π/3).

GBSM, it can be found that the SCCFs of both sensing and
communication BDCMs are greater than the corresponding
SCCFs of sensing and communication GBSMs. The reason is
that after the channel model is transformed from the antenna
domain to the beam domain, the inter-beam power leakage
results in an increase in the inter-beam correlation. As the
beam spacing increases, the impact of power leakage gradually
decreases, and the SCCFs in the beam domain and antenna
domain become closer. At the same time, it can be observed
that the SCCF of sensing BDCM is greater than that of
communication BDCM. The reason is that, compared to the
communication channel, there are more clusters in the sensing
channel and their distribution range is wider, as shown in
Fig. 2, which further aggravates the impact of beam power
leakage. The SCCFs of sensing GBSM and communication
GBSM exhibit a certain degree of similarity, for the reason that
we set the same cluster distribution parameters. Finally, Fig. 5
shows a good agreement between the communication BDCM
SCCF simulation result and measurement results, illustrating
the validity of the channel model.

Figs. 6 (a) and (b) compare the FCFs of sensing and
communication BDCMs, as well as the FCFs of sensing and
communication GBSMs, respectively, when fc = 2.6, 11, and
28 GHz. It can be seen that the FCF of the sensing channel
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Fig. 5. Comparison of SCCFs of sensing BDCM, communication
BDCM, sensing GBSM, communication GBSM and measurement
data in [56] (fc = 2.6 GHz, Ph = 128, Pv = 1, Qs

h = Qs
v = Qc

h =
Qc

v = 1, p2 = q1 = q2 = u1 = u2 = 1, dL (t) = 100 m, L = 10,
Kl = 10, N1 = N0 = 5, Mn1 = Mn0 = 10, vR (t) = vs,kl (t) =
vfmn1

(t) = vbmn0
(t) = 0 m/s ).

is greater than that of the communication channel both in the
antenna domain and in the beam domain, due to the different
structures of the sensing channel and communication channel.
In addition, the FCF of BDCM is greater than that of GBSM
for both sensing and communication. This indicates that power
leakage increases the channel correlations in the frequency
domain. Besides, the FCFs of sensing and communication ex-
hibit differences at different carrier frequencies, demonstrating
the frequency non-stationarity of sensing and communication
channel models caused by the wideband of mmWave.

The RMS azimuth beam spreads of sensing BDCM, com-
munication BDCM, and measurement data in [57] are com-
pared in Fig. 7 when the Ph are 64 and 256. The measurement
was conducted in a subway station scenario with fc = 11 GHz,
Ph = 64, Pv = 4, and Qc

h = Qc
v = 1. In order to maintain

the comparability between RMS azimuth beam spreads of the
sensing channel and the communication channel, we set Qs

h

= Qs
v = 1, which is the same as the Rx of the communication

channel. It can be calculated that when Ph = 64 and 256, the
mean values of RMS azimuth beam spreads of the sensing
channel are 27.3973◦ and 32.0519◦, respectively. The mean
values of RMS azimuth beam spreads of the communication
channel are 33.1860◦ and 34.5043◦, respectively. The beam
spread of the sensing channel is larger than that of the commu-
nication channel. This indicates that under the same parameter
setting, the power distribution of the sensing channel is more
even and dispersed than that of the communication channel,
because the distribution of clusters varies, as shown in Fig. 2.
At the same time, due to the power distributed more uniformly
on beams of the sensing channel, the slope of the CDF curve of
the sensing RMS azimuth beam spread is larger than that of the
communication channel, which means the smaller variance of
beam spread. The measurement results presented in Table IV
of [40] are consistent with our simulation results. Furthermore,
Fig. 7 shows that the more antennas there are, the greater the
beam spread, which is caused by power leakage. Finally, the
simulation result of RMS beam spread of the communication
BDCM is found to be in coincidence with measurement results
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Fig. 6. Comparison of FCFs between (a) sensing BDCM and
communication BDCM, and (b) sensing GBSM and communication
GBSM at fc = 2.6, 11, and 28 GHz (Ph = 32, Pv = 32, Qs

h = Qs
v

= Qc
h = Qc

v = 32, dL = 100 m, vR (t) = 0 m/s, L = 10, Kl = 10,
N1 = N0 = 5, Mn1 = Mn0 = 10, vs,kl (t) = vfmn1

(t) = vbmn0
(t) =

1 m/s, αs,kl (t) = αf
mn1

(t) = αb
mn0

(t) = π/3).

[57], which illustrates the correctness of the channel model.
Fig. 8 compares RMS delay spreads of the sensing BDCM

and the communication BDCM, and measurement results in
[58]. The measurement was carried out at 5.3 GHz in an
outdoor scenario, and the transmitting array is a 128×8 UPA.
In order to fit the measurement data, we set fc = 5.3 GHz,
Qs

h = Qs
v = Qc

h = Qc
v = 2, and the transmitting array is set as

Ph × Pv = 128 × 8 and Ph × Pv = 1024 × 8, respectively.
As can be observed from Fig. 8, the RMS delay spread of
the sensing BDCM is always larger than that of the communi-
cation BDCM, when the transmitting array is the same. This
demonstrates that the power distribution in the sensing channel
is more dispersed compared to the communication channel in
the delay domain. Because the distribution of clusters of the
sensing channel is more dispersed, while the distribution of
clusters of the communication channel is more concentrated
in the delay domain. The measurement results in Table IV of
[40] made similar conclusions. Subsequently, the RMS delay
spread simulation result of communication BDCM is well
consistent with the measurement data in [58], which proves
the correctness of the channel model. Finally, the RMS delay
spread decreases with the increase in the number of antennas,
whether it is the sensing channel or the communication chan-
nel. It is because the sparsity of the channel becomes notable
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as the number of antennas increases, and the distribution of
power becomes sparse in the delay domain.

RMS Doppler spreads of BDCMs and GBSMs of sensing
and communication with different transmitting and receiving
UPAs are shown in Figs. 9 (a) and (b). In Fig. 9, it can
be observed that the RMS Doppler spreads of sensing and
communication BDCMs are smaller than that of GBSMs
of them, respectively. This is because after converting from
the antenna domain GBSM to the beam domain BDCM,
the beam only contains clusters in the beam direction, so
the multipath effect is not significant. In addition, the RMS
Doppler spread of the sensing channel is always less than
that of the communication channel. This indicates that the
power dispersion of the sensing channel is more concentrated
in the Doppler frequency shift than that of the communication
channel. The reason is that the transmitting and receiving
UPAs of the sensing channel are located at the same location,
and the sensing channel only contains single-bounce clusters,
thus further weakening the multipath effect. Furthermore, the
RMS Doppler spread of the BDCM decreases significantly as
the number of antennas increases. A potential cause for this
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Fig. 9. RMS Doppler spreads of BDCMs and GBSMs of sensing
and communication when (a) Ph = Pv = Qs
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result is that when the number of antennas increases, the beam
width decreases and the power is concentrated, resulting in a
decrease in the number of clusters in one beam and further
weakening of multipath effects.

Fig. 10 shows the coherence time intervals of sensing
BDCM and communication BDCM with different movement
velocities of cluster. It can be observed that the coherence time
interval of the sensing channel is always smaller than that of
the communication BDCM when the speed of the cluster is
the same. This indicates that under the same conditions, the
sensing channel exhibits more significant time variety, which
is resulted from the structure of the sensing single-bounce
echo paths. Then, we can intuitively observe that as the speed
of cluster movement increases, the coherence time interval
decreases for both sensing and communication channels. This
also indicates that, the faster the cluster moves, the larger the
dynamic of the channel will be, resulting in a decrease in
cluster stay time and larger beam dynamic [59]. Beam dynamic
is an undeniable influencing factor in beamforming. Therefore,
the motion of clusters and the coherence time interval of the
channel are essential aspects that need to be considered in the
beamforming research [60] of ISAC systems.

Fig. 11 depicts the channel capacity of the communication
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BDCM with different UPAs calculated by the traditional
steering vector and the proposed general steering vector. It is
evident from Fig. 11, when Ph ×Pv = 4× 4, the channel ca-
pacity calculated with the traditional steering vector is almost
the same as the channel capacity calculated with the general
steering vector proposed. However, when Ph×Pv = 32× 32,
the channel capacity calculated with the proposed general
steering vector is significantly larger than the channel capacity
calculated with the traditional steering vector. This shows
that the proposed steering vector narrows the beamwidth and
improves the communication channel capacity, proving the
effectiveness of the proposed steering vector.

VI. CONCLUSIONS

In this paper, novel 3D GBSM and BDCM for 6G mmWave
massive MIMO ISAC systems have been proposed. The
channel characteristics of the mmWave massive MIMO ISAC
system have been considered in the channel model, in-
cluding space-time-frequency non-stationarity, spherical wave-
front, and shared clusters between sensing and communication
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channels caused by the scattering characteristics. Under the
same parameter settings, the shared first-bounce clusters have
been observed, and the communication channel has exhibited
more significant sparsity compared to the sensing channel.
On the basis of the proposed channel model, the statistical
properties of sensing BDCM, communication BDCM, sens-
ing GBSM, and communication GBSM have been derived,
simulated, and compared. The simulation results have illus-
trated that BDCM exhibits stronger correlations in space-time-
frequency domains compared to GBSM. Moreover, the power
distribution in the sensing channel is more dispersed than that
in the communication channel in beam and delay domains,
because the distribution of clusters of the sensing channel is
more dispersed compared with the communication channel.
The RMS Doppler spread results have demonstrated that the
multipath effect weakens significantly after transitioning from
GBSM to BDCM for sensing and communication channels.
The sensing channel has exhibited more significant temporal
non-stationarity than the communication channel, because the
movement of clusters can have a significant impact on the
sensing echo path. Furthermore, the proposed steering vector
has narrowed the beamwidth of the beam by considering
the spherical wavefront, thereby increasing channel capac-
ity as the number of antennas increases. Finally, the good
agreement between simulation results of statistical properties
and measurement results has demonstrated the validity and
effectiveness of the proposed channel model.
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