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Abstract—Within software engineering research, Large Lan-
guage Models (LLMs) are often treated as ‘black boxes’, with
only their inputs and outputs being considered. In this paper, we
take a machine interpretability approach to examine how LLMs
internally represent and process code.

We focus on variable declaration and function scope, training
classifier probes on the residual streams of LLMs as they process
code written in different programming languages to explore
how LLMs internally represent these concepts across different
programming languages. We also look for specific attention heads
that support these representations and examine how they behave
for inputs of different languages.

Our results show that LLMs have an understanding —
and internal representation — of language-independent coding
semantics that goes beyond the syntax of any specific program-
ming language, using the same internal components to process
code, regardless of the programming language that the code is
written in. Furthermore, we find evidence that these language-
independent semantic components exist in the middle layers of
LLMs and are supported by language-specific components in the
earlier layers that parse the syntax of specific languages and feed
into these later semantic components.

Finally, we discuss the broader implications of our work,
particularly in relation to concerns that AI, with its reliance on
large datasets to learn new programming languages, might limit
innovation in programming language design. By demonstrating
that LLMs have a language-independent representation of code,
we argue that LLMs may be able to flexibly learn the syntax
of new programming languages while retaining their semantic
understanding of universal coding concepts. In doing so, LLMs
could promote creativity in future programming language design,
providing tools that augment rather than constrain the future of
software engineering.

Index Terms—Mechanistic interpretability, Large Language
Models (LLMs), Software engineering

I. INTRODUCTION

Despite the recent progress of Large Language Models
(LLMs) in coding tasks, the internal mechanisms that LLMs
use to understand and process code are poorly understood.
Specifically, how LLMs process code written in different
programming languages — and whether LLMs have a seman-
tic understanding of underlying coding concepts, rather than
relying on a shallow processing of the specific syntax of each
programming language — remains unclear.

This is the central research question that our work aims to
answer: Is LLMs’ understanding of code language specific,
or do LLMs have an internal representation of coding logic
that is independent of any specific programming language
syntax?

Fig. 1: Attention pattern of head 12@21 in Pythia 2.8b for
the token ‘x’ (highlighted in red). The attention head is

moving information from the variable type token ‘int’ to the
variable token ‘x’.

A. Syntax vs Semantics

To briefly elucidate this central question, Figure 1 shows
the attention pattern of an attention head in Pythia 2.8b while
processing some Python code. As can be seen, the head
strongly attends to the token corresponding to the type of the
variable x; that is, this attention head is moving information
from the type token ‘int’ to the variable token ‘x’. It is
unsurprising that such an attention head would exist in an LLM
– after all, a variable’s type seems like useful information to
move to the variable’s token position. However, it does raise
the question of how an LLM might perform this task for inputs
of different programming languages; there are two plausible
methods one can imagine:

• An LLM could have separate circuits (sub-graphs of
connections between internal components) for each pro-
gramming language it has seen in its training data – e.g.,
a ‘variable type’ circuit for Python code and a completely
separate ‘variable type’ circuit for Java code.

• An LLM could have one ‘variable type’ circuit that uses
the same model components to understand variable types
regardless of the language of the input.

In this paper, we show that is the second — in our view
more interesting — method that LLMs use to understand
code written in different programming languages. That is,
LLMs use the same attention head to move variable
type information for inputs from different programming
languages. Furthermore, the variable type information is rep-
resented internally the same way regardless of programming
language. This idea is illustrated in Figure 2.

We find that this separate syntax-dependent to common
syntax-independent path is used by LLMs of different archi-



Fig. 2: Conceptual illustration of the path through a
transformer of separate inputs written in Python and Java

respectively.

tectures and sizes, suggesting that this behaviour is universal.

B. Why Does This Matter?

40% of code being committed to GitHub is written using
AI, and developers who use AI have been found to be 55%
more productive [1]. There are, however, concerns about the
long-term effects that AI will have on software engineering.

In education, for instance, there is a growing worry that
students may become overly reliant on AI tools to generate and
debug code [2]. Moreover, that a reliance on AI will entrench
old ideas and stifle new innovation.

When examining how the rise of AI-assisted program-
ming has negatively affected knowledge sharing, Burtch et
al. [3] found that AI has already had a noticeable impact,
commenting that “reliance on AI-generated solutions might
contribute to stagnation... impeding progress across various
fields, including programming and other technical domains.”

Of specific relevance to our research is the future impact of
AI-assisted programming on the development of programming
languages. While LLMs have made huge strides in pro-
gramming ability, recently achieving 92% on the HumanEval
benchmark [4], it was found that AI “typically performs better
on languages for which bigger datasets are available” [5], with
the authors further speculating that the varying abilities of
LLMs “will likely determine which language will be used in
the future”. This is a cause for concern, as the development
of new programming languages helps make software more
“maintainable, robust, and performance-guaranteed” [6].

This is the context in which we explore how LLMs under-
stand code. It is our hope that knowledge of LLMs’ internal
representation of code will help us avoid this prophesied
stagnation of software engineering.

The rest of the paper sets out the background that this work
builds on, details the methods via which we discover and
quantify our findings, and discusses the practical implications
and future plans of our work.

II. BACKGROUND AND RELATED WORK

A. Mechanistic Interpretability

Since LLMs are trained with the objective of minimising
loss on next-token prediction [7], they are often thought of
as simply token predictors, or ‘stochastic parrots’ [8]. An
alternative idea, with links to neuroscience research [9], is that
this next-token prediction objective — given enough model
capacity and training data — is sufficient for a model to
develop internal, abstract ‘world models’ [10] that go beyond
parroting language, enabling LLMs to develop structured
reasoning abilities and internal representations of complex
ideas such as — as we explore in our work — programming
concepts and semantics.

Mechanistic interpretability (MI) is a burgeoning field of
AI research that aims to reverse engineer machine learning
models’ internal mechanisms into human-understandable al-
gorithms — going beyond previous black-box interpretability
techniques [11] — that, as well as being of inherent academic
merit, potentially has practical application for AI alignment
[12], model steering [13], and AI safety [14] in many different
domains [15] [16].

A central concept in mechanistic interpretability is the
residual stream and its role as a channel through which model
components communicate [17]. In MI, the residual stream is
thought of as the cumulative sum of all model components,
which can quantify each individual component’s contribution
to not only the model’s final output, but also to the input of
each downstream component within the model [18].

One MI technique that can be used to demystify the residual
stream is probing [19]. A probe is a classifier model —
separate from the LLM being interpreted — that is trained
to classify a linguistic feature using an LLM’s internal repre-
sentation as input. For example, we might use the values of
the residual stream at a certain layer to classify the part-of-
speech at token positions. The classifier’s performance is used
to infer the extent to which the LLM’s internal representation
captures the feature being classified.

Another useful technique for understanding the behaviour
of LLMs is ablation [20], where specific components of the
model are disabled, typically either by setting the component’s
output to zero or to the component’s mean output across a
dataset, to observe their impact on performance. This allows us
to quantify how much the model depends on that component,
or set of components, for a given task.

Recent interpretability research has also developed tech-
niques to examine the multilayer perceptron (MLP) layers of
LLMs, such as sparse autoencoders [21] and transcoders [22].
However, in this paper we focus on the attention layers, which
contain attention heads that move information between tokens
[23], as we are exploring how LLMs understand and reason
about code. LLMs have been found to do their reasoning in the
attention layers [24], while the MLP layers act as the model’s
knowledge store [25]. As such, while MLP interpretability is
an important area of study and may become relevant to our
future work, it is not the focus of this paper.



In the field of natural language, Jawahar et al. [26] found
that BERT captures linguistic information in a similar way
to classical language tree structures, and that different lay-
ers capture different levels of language information. More
recently, research has been carried out into the abilities of
LLMs to understand multiple natural languages, with Zhao et
al. [27] finding that LLMs process different natural languages
in language-specific components in the early layers, before
using the same model components across all languages to
solve the task in the mid-layers, before splitting back up into
language-specific components in the later layers.

While much mechanistic interpretability research has fo-
cused on finding specific circuits for modal algorithms, our
focus in this work is not to exhaustively describe the circuits
we are examining, but rather to demonstrate that components
within these circuits are independent of the syntax of specific
programming languages and instead process programming
concepts at a semantic level.

III. METHODS AND RESULTS

A. Type-Mover Heads

We first look for attention heads that use variable declaration
statements to move information from tokens containing the
variable type to the token containing the corresponding vari-
able name. In order to explore LLMs generally, we examine
three different models with diverse model architectures and
different sizes: LlaMa 2 7B [28], Pythia 2.8B [29], and GPT-J
6B [30].

The attention pattern in an attention head for a destination
token with sequence index i is given by:

Attention(i) = softmax
(
(XWq)[i](XWk)

T

√
dhead

)
, (1)

where Wq and Wk are the head query and key matrices
respectively, X is the n x dmodel input matrix to the attention
head, where n is the sequence length and dmodel is the
dimensionality of the model residual stream, and dhead is the
attention head dimensionality.

We look for attention heads that move information from
variable type tokens to variable name tokens by finding heads
for which argmax(Attention(v)) = t (where v is the index
in the input sequence of the variable name token and t is
the index of the variable type token) for every example of
generated datasets of Python, Java, and Go code. That is, heads
for which the highest attention score of the variable name
token is the variable type token. After finding a list of type-
attending attention heads for each language, we filter to heads
that are on all three lists, i.e., heads that attend to variable
type for all three languages.

We found such attention heads present in each of the models
we investigated; one such attention head can be seen in figure
3, which shows the attention pattern of the same attention head
on inputs of Python, Java, and Go, where for the three different
variables in each code sample, the head always attends to
that variable’s type token. This attention head’s behaviour is
independent of the programming language of the input, relying

(a) Python: token ‘x’ (b) Python: token ‘y’ (c) Python: token ‘z’

(d) Java: token ‘x’ (e) Java: token ‘y’ (f) Java: token ‘z’

(g) Go: token ‘x’ (h) Go: token ‘y’ (i) Go: token ‘z’

Fig. 3: Attention patterns of Pythia 2.8b head 12@21 on
three different inputs at three different token positions. This

single attention head attends to the destination token’s
declaration type for input written in Python, Java, or Go,

even though the declaration syntax is different in each
language.

on the language-specific syntax processing of earlier model
layers.

That there are individual heads in each model that perform
this function for code written in different programming lan-
guages shows that these heads are programming language
independent, and that these attention heads are working
based on code semantics, not just code syntax.

B. Type-Mover Attention Head Classification Probes

Following on from our finding that attention heads exist that
move information from variable type tokens to the correspond-
ing variable name tokens, we next explore what information
these heads are moving and — importantly — whether the
information being moved is language independent.

We train probes to classify variable types at the variable
name token position, using the activations of these attention
heads across a dataset of code examples as inputs. These
classifiers are simple dense networks with one hidden layer
that is 1/4 the size of the input layer, using ReLU activation
functions. We use Adam optimisation and cross entropy loss.
We train one classifier per programming language, using
generated datasets of Python, Java, and Go code.

These head-activation classifiers achieved perfect accuracy,
confirming our intuition that the information being moved
by these heads is indeed the variable token’s corresponding
variable type. That variable-type classifiers can be trained on
the attention-head activations of variable name tokens shows
that LLMs move variable type information from variable
type tokens to the corresponding variable name tokens when
processing code. This result is interesting, but not surprising.
More significantly, these trained classifiers could also accu-
rately classify the types of variables in inputs written in
programming languages that they were not trained on; e.g.,
a classifier trained on the residual streams of Python inputs
could accurately classify variable types in Java code. This



Training
Dataset

Unablated Test Dataset Ablated Test Dataset

Python Java Go Python Java Go

(a) LLaMa 2 7B
Python 1.00 1.00 1.00 0.55 0.65 0.35
Java 1.00 1.00 1.00 0.45 0.85 0.75
Go 0.95 0.97 1.00 0.20 0.50 0.40

(b) GPT-J 6B
Python 1.00 1.00 1.00 0.30 0.45 0.45
Java 1.00 1.00 1.00 0.25 0.95 0.55
Go 1.00 0.95 1.00 0.40 0.60 0.85

(c) Pythia 2.8B
Python 1.00 0.97 0.91 0.44 0.50 0.56
Java 0.85 1.00 0.85 0.28 0.98 0.42
Go 0.99 0.72 1.00 0.29 0.49 0.91

TABLE I: Accuracy of the classifier probes trained on the
residual stream values of each model with inputs of each
language. Each probe is tested against the test dataset of
each language, not just the language it was trained on, as

well as the ablated versions of each model.

further shows that the internal representation of variable types
are represented internally by LLMs in a language independent
way.

C. Residual Stream Classification Probes

We similarly train classifiers on the residual stream of each
model after the attention blocks identified in section III-B at
the variable name token position, using the same classifier
architecture and training as described above. The accuracy of
these residual-stream classifiers is shown in Table I; we find
that these classifiers can accurately classify the variable type
of a token based on the residual stream of the variable name
token.

As with the attention-head classifiers, these residual-
stream classifiers can also accurately classify the types of
variables in inputs written in programming languages that
they were not trained on, showing that the models’ internal
representation of variable type is language independent.

D. Semantic Component Ablation

In section III-B, we identified attention heads in each model
that move variable type information to variable name tokens,
and — importantly — do so for inputs written in different
programming languages, i.e. they are semantic, rather than
syntactic.

We create ablated versions of each of the LLMs by zero-
ablating all of these semantic-level type-moving heads in order
to to test how this will affect the model’s ability to identify
variable types. We quantify this by testing the same residual-
stream trained classifiers from III-C on the residual stream
of these ablated models. As table I shows, the classifiers’
accuracy dropped significantly, i.e. ablating these semantic-
level attention-heads removed type information from the
variable name tokens.

Interestingly, the Java- and Go-trained classifiers were still
able to detect variable types in the language they were trained
on, while their accuracy on languages they weren’t trained
on dropped. This perhaps suggests that when we ablate the
semantic-level model components, the classifiers still have

syntax-level features in the residual stream to fall back on. The
same doesn’t seem to be true of the Python-trained classifier.

One interesting possibility is that the way that LLMs process
code is by having an internal representation of one program-
ming language – in this case Python — and then translating
code from any other language into this one representation in
its early layers, i.e. LLMs have language-specific early-layer
components and then in the mid-layers process all code as if
it were Python code. This would be similar to Zhao et al.’s ar-
gument that multilingual LLMs first translate other languages
into English in their early layers before processing everything
as English [27]. This interpretation would explain our finding
that ablating semantic components has a much larger negative
effect on a model’s internal representation of Python than
on that of Java or Go; in this interpretation, a model’s code
semantic components are its Python components. While an
interesting thought, more investigation is required to explore
this idea.

IV. FUTURE PLANS

Other programming features. We have looked at how
LLMs process variable types; future work will look at other
programming features, such as function scope and control
structures, to explore if they are similarly processed in a
language-independent way.

Full LLM circuits. This work has focused on identifying
semantic-level components of LLMs. Future work will join
this up fully with earlier model components, using mechanistic
interpretability techniques such as direct logit attribution, to
develop a full picture of code-related circuits in LLMs and
how earlier language-specific syntax components connect to
these later semantic components.

Syntax-level fine-tuning. A future research direction of our
work is fine-tuning LLMs by freezing language-independent
semantic components while allowing the language-specific
layers to adapt. Future work will explore whether this approach
allows an LLM to learn new programming languages, or
enhance its understanding of a less common programming
language — without altering its core understanding of coding
semantics — more effectively and efficiently than existing
fine-tuning techniques.

MLP language independence. Training SAEs and
transcoders on MLP layers to identify the directions in the
model’s vector space of programming concepts across dif-
ferent programming languages in order to determine whether
programming knowledge is stored in a language-agnostic way
in the MLP layers of LLMs.

Python as LLMs’ internal representation of code. Fol-
lowing on from our observation in Section III-D that ablating
semantic-level LLM components has a greater effect on mod-
els’ ability to detect variable types in the residual stream of
Python code, future work will explore the idea that LLMs use
Python as their internal representation of code, and whether
there are specific features of Python or of widely used LLM
training datasets that would lead to this.
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