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In the superionic phase of silver iodide, we observe a distorted tetragonal structure characterized by
symmetry breaking in the cation distribution. This phase competes with the well known bcc phase with a
symmetric cation distribution, at an energetic cost of only a few meV/atom. The small energy difference
suggests that these competing structures may both be thermally accessible near the superionic transition
temperature. We also find that the distribution of silver ions depends on the low-temperature parent
polymorph, with memory persisting in the superionic phase on the nanosecond timescales accessible in our
simulations. Furthermore, simulations on the order of 100 ns reveal that even at temperatures where the bcc
phase is stable, significant fluctuations toward the tetragonal lattice structure remain. Our results are
consistent with many “anomalous” experimental observations and offer a molecular mechanism for the

“memory effect” in silver iodide.
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Solid electrolytes offer great promise as materials for
energy storage owing to their excellent ionic conductivity,
with relatively high energy densities while remaining safe
to use. But the atomic mechanisms that govern their
behavior are far from simple [1]. For example, nanoscale
diffusion in superionic conductors can substantially differ
from the typical Brownian motion [2-8]. The archetypal
type I solid electrolyte used as a model to understand these
systems is silver iodide [9], yet many of its properties
remain poorly understood [10].

At ambient conditions, Agl assumes hexagonal/cubic
close-packed structures with many possible polymorphs
resulting from variations in the stacking sequence. The
main polymorphs with ordered stacking sequences are
wurtzite (f) and zincblende (y) [11-13]. Heated above
147°C, a B/y mixture transitions into the superionic a
phase with a bee I™ framework. It is known, from nearly a
century ago [14], that the o phase can retain a memory of its
parent structure evident from the /y composition obtained
upon cooling. This “memory effect” was systematically
investigated more recently [15] by heating and cooling
samples with well-controlled degrees of stacking disorder,
which showed that the degree of persisting memory also
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depends on kinetic factors such as the cooling rate. As the
f/y — a transition occurs rapidly and with no remaining
traces of the low-temperature phases, mechanisms such as
nucleation and crystallization are generally ruled out.

Although a clear explanation for this memory effect has
remained elusive, there is ample evidence to suggest that
the picture painted by the notion of a straightforward
p/y — a phase transition is too simplistic [14—16]. For
example, it has been proposed that Ag™ ions preferentially
occupy certain sites within the I~ bcc framework, and that
the degree of preference for certain sites depends upon the
p/y stacking composition of the low-temperature parent
phase [16]. In this seminal study of the memory effect,
Burley proposed that such preferential site occupation was
responsible for sample-dependent variations in integrated
intensities of the diffraction pattern in the « phase.
Moreover, he also noted that any memory is irreversibly
lost when temperatures exceed 170-175 °C.

Experiments at higher temperatures further demonstrate
Agl’s complex phase behavior. For example, at approx-
imately 427°C, Agl undergoes a further order-disorder
transition, which, in purely stoichiometric samples, exhibits
an anomalous heat capacity [17,18]. In a subsequent
theoretical analysis, Perrott and Fletcher attribute this
observation to entropic changes, of which the configura-
tional entropy of Ag™ plays a major role [19]. Early Raman
spectroscopy experiments generally support this scenario
[20-23]. More recent Raman polarization-orientation mea-
surements [24] on single crystals of the a phase found
crystal-like features that could not be accounted for solely
by the bce I™ host lattice, nor by assuming a crystal-like
average distribution of the mobile Ag™'. Instead, this
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observation was attributed to strongly anharmonic I~ lattice
vibrations that are coupled to Ag™* diffusion.

Molecular simulations are in principle well placed to
provide insight at the microscopic level to help understand
such experimental observations. Indeed, classical molecu-
lar dynamics (MD) simulations employing the empirical
Parrinello-Rahman-Vashista force field [25,26] support
the notion of Ag™ preferentially occupying sites in the a
phase [27-31]. Despite considerable constraints on the time
and length scales that can be probed, insights from ab initio
MD (AIMD) simulations [32] elucidate a dynamic bonding
behavior that is challenging to capture with conventional
empirical force fields. In particular, recent work has shown
that iodide’s lone pair of electrons, represented by max-
imally localized Wannier centers, have a rotational motion
that couples to diffusion of Ag™ [33], in an analogous
manner to the “paddle-wheel” mechanism associated with
molecular superionic solids.

To overcome the limits on accessible timescales and
length scales imposed by AIMD approaches, here we exploit
recent advances in developing machine learning interatomic
potentials (MLIPs) to train a surrogate model that represents
the underlying potential energy surface (PES) [34,35], as
determined by the Perdew-Burke-Ernzerhof (PBE) func-
tional [36], with dispersion interactions included using
Grimme’s D3 correction [37] with Becke-Johnson damping
[38]. QUANTUM ESPRESSO [39-41], along with the pseudo-
potentials Ag/l. pbe-n-kjpaw-psl.1.0.0.UPF taken from
PSLibrary v1.0.0 [42], was used for all DFT calculations.
The density functional theory (DFT) settings are discussed
further in the Supplemental Material [43].

For the MLIP, we employ the MACE architecture
[49,50] to represent the PES. For training, we employed
an active learning procedure with a committee of five
MACE models. The majority of the training data comprises
configurations derived from the wurtzite/zincblende and
rocksalt crystal structures by active learning, though in
addition we also included structures derived from other
crystal structures found in the Materials Project online
database [51]. In the temperature range of interest for this
Letter, 270 < T/K <450, the model demonstrated an
accuracy with a root mean squared error of less than
(1 meV /atom, 13 meV/A) for (energy, force) predictions.
Further information on training and testing is discussed in
the Supplemental Material [43].

With the trained MLIP, we perform simulations that
probe the memory effect. Specifically, we use isothermal-
isobaric (NPT) MD simulations at a pressure P = 0 GPa,
and at a variety of temperatures (7), starting from either
the wurtzite or zincblende crystal structures, and analyze
how the resulting structures depend upon the initial
configuration. The simulation cell comprised twelve 8 x 8
Ag-1 double layers with hep/fec stacking sequences to
construct wurtzite/zincblende structures with 1536 atoms.
Temperature and pressure were maintained with a

Nosé-Hoover thermostat and Parrinello-Rahman barostat,
respectively, as implemented in the ATOMIC SIMULATION
ENVIRONMENT Python package [52,53].

Results for the computed self diffusion coefficients D
for Ag*' are presented in Fig. 1(a). For both the wurtzite-
and zincblende-derived trajectories, we observe a jump in D
at T~340 K, and a second increase at 7T =~ 370 K.
We also observe that our computed values for D are broadly
in line with experiment [54], albeit offset by approximately
70 K [55]. Shifting the experimentally observed transition
temperature (i.e., 420 K—70 K =350 K) by the same
amount agrees well with the observed initial jump in D.

Representative snapshots of structures at different tem-
peratures are shown in Fig. 1(b). For T 2 370 K, space
group analysis of the average iodide positions confirms the
expected bcc framework of the a phase [56], with lattice
constant @ = 5.06 A. For 340 < T/K < 370, however, we
instead observe distorted lattice structures. The distortions
are such that the repeat unit can be described as a2 x 2 x 2
superstructure of a body-centered tetragonal lattice with
space group I4/mmm (see Fig. S3 [43]). Although their
distortions differ, the underlying tetragonal lattices of the
iodide framework in this temperature range are largely
similar whether derived from wurtzite or zincblende, with
lattice constants a ~4.79 A and ¢ ~5.58 A. (Across this
temperature range, a and ¢ vary by approx. 0.002 A) We
refer to such distorted tetragonal structures hereafter as tet’,
with subscripts to indicate the parent phase when needed
(ie., tety, from wurtzite, and tet), from zincblende). At
temperatures slightly below, but close to the superionic
transition, we observe structures in which the iodide
framework is slightly distorted from the underlying parent
phase, but with significant rearrangement of the Ag™ ions.
For wurtzite, these structures are observed for temperatures
320 S T/K £330, while for zincblende they occur
across a wider range, 300 < 7/K <330. Ag™ diffusivity
below 340 K is further discussed in the Supplemental
Material [43].

While the distortions of the iodide frameworks in the tet’
structures show relatively minor dependence on the parent
phase, differences in the distribution of the Ag* ions are
clear from a visual inspection of the trajectories. To further
analyze this observation, we performed MD simulations of
tety,, and tet), at 7 = 350 K, with the volume fixed at the
average from the NPT simulations. We also performed a
similar simulation for the bcc structure at 7 = 390 K. The
length of these simulations was 4-6 ns. The calculated
histograms of Ag" positions are shown in Fig. 1(c) for
various slices in the ab plane at different values along
the ¢ axis.

Consistent with the experimental consensus [56-59], we
observe peaks in the Agt density at the tetrahedral sites
[(0,1/2,1/4) etc.] in the bee phase, with a slight spreading
toward the octahedral sites [(0, 1/2,0) etc.]. On the other
hand, translational symmetry is broken in the tet’ phases, as
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FIG. 1.

The phase changes of Agl at P = 0 GPa derived from wurtzite (wz*) and zincblende (zb*) configurations. (a) Self diffusion

constants of Ag™ indicate a superionic transition at 7 ~ 340 K in the simulations. The diffusion constants from simulation are in good
agreement with experimental data [54], once a 70 K shift is accounted for. (b) Snapshots at different temperatures (as indicated) show
intermediate structures between wz* /zb* and the expected bcc lattice for the superionic phase. Note that only part of the simulation cell
is shown for clarity. (c) The Ag™ distributions are shown by cross sections along the c¢ axis. For the distorted tetragonal lattices tet},, and
tet), at 350 K, the Ag™ distribution has a broken symmetry which depends on the low-temperature parent phase. The site occupation

symmetry is recovered in the bce phase at 390 K.

reflected in the asymmetric occupation of the tetrahedral
sites. Significant differences between the two become
further apparent upon investigation of the connectivity of
maxima in the Ag™ distributions, as seen in Fig. S4 in the
Supplemental Material [43].

Based on an analysis of x-ray diffraction data, Burley
proposed that differences in the Ag™ distributions in the
high temperature phase play a determining role in the
memory effect [16]. Our simulation results potentially lend
support to such a hypothesis. To probe this notion further,
for both wurtzite and zincblende as initial structures, we
generated an ensemble of eight independent trajectories of
Insat7 =350 Kand P = 0 GPa, and a further eight each
at T = 390 K. Following this initial NPT trajectory, NVT
simulations of 1 ns were performed using the average cell

parameters, from which the structure factors, S(|/z|) were
calculated. These are presented in Fig. 2.

-

At 350 K the peaks in S(k) deviate from the ideal
tetragonal lattice owing to the persistent distortions in the I~
framework. Of particular note is a “superstructuring” peak

at |k| ~0.87 A~', which is indicative of long-range order-
ing of the Ag™ (see partial structure factors in Fig. S6 [43]).
A trace of this superstructuring peak persists in the bcc

phase at 390 K, at least on the nanosecond time-
scales accessible in our simulations. Importantly, similar
to Burley’s observations, the intensities of the peaks
consistent with the bcc framework are different for the
wurtzite- and zincblende-derived structures. In addition, at

|%| ~3.93 A7, corresponding to Miller indices [3, 1, 0],
there is a minor peak present for the wurtzite-derived
structure that is absent in that derived from zincblende.
Thus, on the timescales and length scales accessible in our
simulations, the bce structures we observe retain memory
of their low-temperature parent phase.

While Burley mentions a splitting of the diffraction
pattern near the transition temperature consistent with a
tetragonal cell, we are not aware of clear experimental
evidence of this structure. Therefore, to better understand
the tet’ structures and their relationship to the bee phase, we
performed a set of simulations with a smaller system size
at P =0 GPa and T/K = 350, 365, 390. Specifically, we
initialize the system with a4 x 4 x 4 bcc iodide framework,
and randomly distribute the Ag™, while avoiding unphys-
ical overlap. Using this smaller system size allows us to
sample over timescales exceeding 100 ns. In Fig. 3, we
show histograms of #,, = L, /4, where L, is the simulation
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FIG. 2. Memory persists in the superionic phase, as indicated
by the structure factors obtained from an average of eight
simulations. A “superstructuring” peak at k~0.87 A" is ob-
served in the distorted tetragonal lattices at 350 K (lower panel)
which is also observed in the predominantly bece lattice at 390 K
(upper panel). A peak at k~3.93 A~ is also observed at 390 K
for structures derived from wurtzite (wz*), which is absent for
structures derived from zincblende (zb*). In addition, the peak
intensities at 390 K differ between the wurtzite and zincblende
derived structures. The expected patterns from ideal bcc and
tetragonal (with space group 14/mmm) lattices are shown as a
guide, as indicated by the legend.

cell length along v € (x,y, z), along with their respective
time series shown in the insets.

At 350 K, we immediately see that the system transforms
into a tetragonal lattice, with lattice parameters consistent
with our earlier space group analysis. However, we also see
that the direction of the ¢ axis flips between x, y, and z,
which corresponds to switching the mode of symmetry
breaking in the Ag" distribution (see Fig. S7 [43]). Given
this observed flipping of the ¢ axis, we might expect the
averaged structure to resemble, over sufficiently long times,
the bec lattice with 7, = £, = ¢,. However, the histograms
presented in Fig. 3 indicate that the ¢ axis preferentially
aligns along the x axis. Despite the computational effi-
ciency of the MLIP compared to AIMD, probing longer
timescales and length scales remains too computationally
demanding, and we therefore cannot conclude definitively
whether these observations correspond to (i) a genuine
breaking of ergodicity or (ii) a relevant timescale that
exceeds the length of our simulations. While either could
provide a mechanism for the memory effect, scenario
(i) seems in line with experimental diffraction patterns
that show bcc symmetry, and the observation that the
memory effect depends on kinetic factors such as the
cooling rate [15,16].

For a closer analysis of these lattice structures, we assign
(a,b,c) to sorted {¢,} such that a <b < c at every
instance. We can then quantify the degree of spontaneous
tetragonal distortion by 2¢/(a + b). The joint probability
density of 2¢/(a + b) with the potential energy per atom u
is presented in Fig. 3 which confirms that tetragonal lattices
dominate at 350 K and bcc lattices at 390 K. At both
temperatures, however, the probability densities indicate
significant populations of the competing lattice structure.
For the intermediate temperature of 365 K, both bcc and
tetragonal lattices are observed with significant probabil-
ities, with the tetragonal lattice lower in potential energy by
approximately 5 meV/atom. This suggests that the bcc
lattice is stabilized by entropic effects. While confirming
with appropriate finite size scaling remains too computa-
tionally demanding for this Letter, these observations are
strongly suggestive of a first-order transition. (In the
Supplemental Material [43], we present results from
simulations where we bias the Ag—Ag interaction that
supports this notion.) This would further suggest a bee-tet’
boundary in the P-T plane of the phase diagram.
Termination of such a boundary at a critical point offers
a possible explanation for the anomalous heat capacity,
similar to the theory of Perrott and Fletcher [19].

In summary, our results suggest that for Agl at temper-
atures just above the superionic transition, a distorted
tetragonal lattice of I~ competes with the bcc framework,
which is accompanied by broken translational symmetry of
the Ag™ ions. This finding offers a potential mechanism for
the experimentally observed memory effect, and may be
relevant for the anomalous heat capacity at high temper-
atures. More broadly, order-disorder transitions are
common in many ionic conductors [8], and whether these
also underpin similar memory effects in other type I
superionic conductors with stacking disordered low tem-
perature phases remains an open question. While the
machine learned representation of the PES that we employ
is highly accurate, there are, of course, limitations on the
accuracy of the underlying DFT functional (PBE + D3).
For example, we observe a shift of the transition temper-
ature in our simulations by approx. 70 K compared to
experiment, and it is possible that the pressure is similarly
offset. The experimental relevance of the intermediate
structures observed just below the superionic transition
temperature (7 < 330 K) is also unclear at ambient pres-
sure, and remains the topic of future study.

Notwithstanding such shortcomings, our observations
appear in line with many curious experimental observa-
tions. The fine energy difference of a few meV/atom
between the bcc and tetragonal structures suggests that,
close to the transition temperature, both of these competing
structures may be present in abundance. Further studies,
both computational and experimental, are needed, however,
to establish whether this is in the form of phase coexistence,
or long-lived thermal fluctuations. Any such future work,
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FIG. 3. The distorted tetragonal lattice exhibits long timescale fluctuations. Top panels show the probability density of £, = L, /4 (see

text) with the trajectories shown in the insets (the first 10 ns is shown with a higher resolution to demonstrate anticorrelations). Although
the symmetry axis flips between x, y, and z at 350 K (left) and 365 K (middle), the system remembers its initial condition. At 390 K
(right) £, £\, and £, are equivalent, although the distributions exhibit a fat tail. The lower panels show the joint probability densities for
2¢/(a+ b) (see text) and the potential energy per atom u. At 350 K we see that the tetragonal lattice dominates, with the bee phase
becoming more significant at 365 K. At 390 K, the bcc structure dominates. The tetragonal structure is approx. 5 meV /atom more stable

than the bcc structure.

may also help to establish the relative abundance of these
different structures, and shed light on the ionic transport
mechanisms.
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