
ORIGINAL ARTICLE

Virtual Reality           (2025) 29:28 
https://doi.org/10.1007/s10055-024-01078-w

	
 V. Herrera
vanesa.herrera@uclm.es

1	 Department of Information Technologies and Systems, 
University of Castilla-La Mancha, Paseo de la Universidad 4, 
13071 Ciudad Real, Spain

2	 Department of Computer Science, Durham University, 
Stockton Road, Durham DH1 3LE, UK

3	 Biomechanics and Technical Aids Unit, National Hospital 
for Paraplegics, Carretera de la Peraleda s/n, 45004 Toledo, 
Spain

4	 Occupational Therapy Unit, National Hospital for 
Paraplegics, Carretera de la Peraleda s/n, 45004 Toledo, 
Spain

Abstract
In the last decade, Virtual Reality (VR) has emerged as a promising tool for upper limb rehabilitation, effectively comple-
menting conventional therapies. However, one of the main challenges lies in designing virtual environments that adapt 
to the specific needs of each patient, considering their unique motor limitations. An inadequately adapted environment 
can result in overexertion and the inability to perform exercises, negatively affecting both the patient’s motivation and 
their recovery. This article hypothesizes that automatic calibration and dynamic object adjustment algorithms in virtual 
reality environments improve accessibility and efficiency in upper limb rehabilitation exercises for patients with SCI. For 
this purpose, we present an innovative calibration method that individually identifies and maps motor limitations on the 
left and right sides of the body. As a result, an irregular volume, formed by the interconnection of three elliptical shapes, 
is generated that envelops the patient and represents their safe range of movements. Furthermore, a second method is 
introduced that automatically readjusts the location of objects within the virtual environment to the safe space generated, 
optimizing the patient’s accessibility and interaction with therapy elements. To test the results, an immersive VR environ-
ment was designed in which the aforementioned methods were applied for the automatic placement of virtual elements in 
the peripersonal space (PPS) of the participants. Testing has been carried out at the Hospital Nacional de Parapléjicos in 
Toledo (HNPT) with patients suffering from spinal cord injuries (SCI) and healthy participants who are SCI specialists. 
The quantitative results obtained demonstrate that this dynamic adjustment of the environment allows for adaptation that 
leads to a 100% success rate in task completion after the automatic adjustment, compared to a 62.5% success rate when 
using a configuration with virtual elements adapted to the motor capabilities of a healthy person (for both healthy par-
ticipants and patients). This adjustment not only facilitates a greater number of exercise repetitions, but also reduces the 
time needed to access each object, with an average reduction in time of 47.94% across the entire sample. This reduction 
is even more significant when considering only the group of SCI patients, with a reduction of 53.78%. Additionally, the 
qualitative evaluation complements the study with a perception of ease of use for the calibration (mean = 1.29 ± 0.46) 
and low complexity in accessing the interactive objects after the automatic adjustment (mean = 1.12 ± 0.45). These results 
demonstrate the effectiveness of the proposed algorithms and the improved user experience.
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1  Introduction

Virtual reality (VR), although not an emerging technol-
ogy, has experienced remarkable growth over the past five 
years. This trend has been reflected in the commitment of 
technology giants such as Microsoft, Apple, Meta or HTC, 
who have invested in developing their own VR devices and 
bringing them to market at more affordable prices. Techno-
logical improvements, cost reductions and a wide range of 
applications and games have led to widespread use.

In addition, evolving APIs have simplified the develop-
ment of virtual environments, offering advanced functional-
ities such as hand tracking, interaction with virtual objects 
and a more realistic physics engine. These developments 
have catalysed an increase in the number of projects and 
research in various fields. This growth is attributed to more 
affordable devices and a broad spectrum of applications, 
including entertainment (Valente et  al. 2016; Cheng and 
Wang 2022; Ying et al. 2022), art (Lin et al. 2020; Kim and 
Lee 2022; Chrysanthakopoulou et al. 2022), medicine and 
healthcare (Javaid and Haleem 2020; Venkatesan et al. 2021; 
Fujihara and Ukimura 2022) and education (Paíno Ambro-
sio et al. 2020; Wang et al. 2022; Soliman et al. 2021; Hut-
son and Fulcher 2023), among others.

As the use of VR becomes more widespread, its potential 
to reach a wider and more diverse audience becomes evi-
dent. This growing diversity of VR user profiles reinforces 
the importance of designing virtual environments that are 
accessible, inclusive, personalized and adaptable (Kalouaz 
and Rooney 2021; Lagos Rodriguez et  al. 2022; Dudley 
et al. 2023) to individual needs and capabilities, especially 
for people with motor or cognitive limitations (Hoppe et al. 
2020; Lagos Rodriguez et al. 2022). Emphasizing inclusive 
design principles in VR development is not only crucial to 
broaden the user base, but also to enhance their experience, 
making VR a more inclusive and equitable technology.

A notable advancement facilitating this accessibility and 
adaptation in VR is the introduction of direct hand-tracking 
technology in head-mounted display (HMD) devices. This 
innovation allows users to interact with the virtual world 
using their own hands, without the need for controllers or 
joysticks, making the interaction more intuitive, natural, 
and simple (Buckingham 2021). Such advancements in 
HMD devices illustrate the first form of adaptation within 
VR environments, catering specifically to users who previ-
ously could not engage with VR due to reduced mobility 
or diminished manipulation capabilities in their hands (Juan 
et al. 2022).

Despite significant advances, there are still important 
limitations in adapting these technologies for people with 
reduced manual dexterity. Manual dexterity is an umbrella 
term for a variety of hand skills and performances, including 

reaction time, hand preference, wrist flexion speed, finger 
touch speed, pointing accuracy, hand stability, and arm 
stability (McGrath 2015). This capacity is necessary for 
everyday tasks and can be severely impacted in certain popu-
lations. Numerous groups face challenges in manual dexter-
ity due to specific conditions. For instance, the elderly often 
see their manual capabilities decline due to aging, affecting 
their grip strength and complicating daily activities (Martin 
et  al. 2015). Stroke survivors and individuals with condi-
tions like cerebral palsy or spinal cord injury (SCI) also 
experience significant manual impairments (Brown 2006; 
Lee et al. 2022; Golubović and Slavković 2014).

Specifically, in the field of rehabilitation, adapting VR 
environments to accommodate user motor limitations is par-
ticularly relevant. Essentially, upper limb motor recovery 
rehabilitation involves repeating exercises where patients 
typically manipulate one or several objects to perform 
actions involving movement (Martin and Silvestri 2013). 
For patients with upper limb injuries and reduced mobil-
ity, creating and adapting an accessible virtual environ-
ment requires specific adaptations related to the type and 
mechanisms of interaction. This means that the environment 
should not only be user-friendly and customisable, focus-
ing on the rehabilitation exercises to be performed, but also 
capable of recognizing various types of interactions such as 
ray casting (Pietroszek 2018), object pushing (Kang et al. 
2020), or grasping (Blaga et al. 2024), taking into account 
the specific conditions of the fingers and hands.

With regard to the latter, grasping mechanics in virtual 
environments present additional complexity because they 
need to accommodate a wide range of user needs and abili-
ties. Specifically: (a) It must recognize different types of 
functional grasps and not be limited to those widely rec-
ognized and utilized by VR applications, such as the grip 
used for selecting objects which involves a full pinch 
(nearly touching the fingers together) (Meta 2024; Using 
Apple Vision Pro for Advanced Interaction 2023). It also 
requires adapting to the object’s volume. (b) For patients 
unable to perform these grasps, such as those with signifi-
cant impairments, an automatic grasping feature enables 
them to interact with objects by automating the grasp when 
their hand approaches the object. (c) Regardless of the type 
of grasp, it is necessary that all objects are positioned within 
the patient’s peripersonal space (PPS), tailored to each indi-
vidual’s Range of Motion (ROM).

Failure to address these adaptation needs of VR reha-
bilitation environments can have negative consequences. 
If different types of grasps, including automatic grasps, are 
not recognised, or if they are not adapted to the volume of 
the object, patients may not be able to use virtual environ-
ments for rehabilitation as they cannot interact properly. 
On the other hand, this lack of grip adaptation can lead to 
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frustration when they are unable to complete tasks, which 
can have a negative impact on the overall rehabilitation 
process with poorly executed tasks or an increased risk of 
abandonment. Finally, if virtual elements are placed out-
side the patient’s ROM, this may not only cause frustration 
and introduce biases in the use of VR environments, but 
may also lead to overexertion and unwanted compensatory 
movements, which may compromise the patient’s safety and 
effectiveness.

In this article, we address the adaptation of virtual envi-
ronments for upper limb rehabilitation, focusing on the 
three-dimensional arrangement of virtual elements that 
require direct manipulation by the patient. A global approach 
specially designed for patients with SCI is proposed. The 
proposal includes an automatic calibration process, focus-
ing on the physical characteristics of the patient and con-
sidering the possible asymmetry in the motor capabilities of 
the right and left upper limbs. After obtaining the physical 
boundaries within the patient’s PPS, these are contemplated 
in any other virtual scenario, where the output data from 
the calibration serves as input data for two algorithms: one 
to detect elements outside the calibrated area and another 
to relocate elements within the safe boundaries. In essence, 
the aim is to ensure that exercises performed in a seated 
and static position (such as a wheelchair), which require the 
direct manipulation of objects within the PPS, are accessible 
to the patient, adapted to their ROM and flexible according 
to the characteristics of the exercise.

The main hypothesis of this study is that dynamic adap-
tation of virtual objects within a personalized three-dimen-
sional space, calibrated to each patient’s specific ROM, can 
improve accessibility in upper limb rehabilitation. Spe-
cifically for SCI patients, the detection and repositioning 
of elements within the virtual environment is expected to 
optimize the effectiveness of rehabilitation exercises, poten-
tially improving task performance and providing a safer 
environment.

To evaluate the positioning adaptation of virtual ele-
ments post-calibration, a tailored virtual environment was 
developed, featuring five blocks strategically placed within 
the virtual space. Participants are tasked to relocate these 
blocks from their starting positions to a designated central 
target through three different test environments: the first 
with elements out of reach to assess spatial awareness (no 
calibration - scenario not adapted), the second adjusted to 
the mobility range of an average healthy individual, and the 
third tailored to each patient’s pre-calibrated personal space.

Using the calibration data, three ellipses are generated in 
the XZ, XY and YZ planes that form an elliptical volume for 

the right side, another one for the left side, and a zone that 
determines the central area of the patient. Both the ellip-
tical volumes and the central area depend on the patient’s 
degree of mobility and are obtained independently for each 
of the two lateralities. In addition, the environment created 
to test the suitability of the calibrated area and when apply-
ing the detection and automatic adjustment algorithms has 
been designed using interaction with an automatic grasp-
ing mechanism. This configuration ensures that the results 
obtained are free of biases associated with the manipula-
tive ability of the participant, allowing for a more accurate 
and equitable assessment of the effectiveness of the adapted 
rehabilitation environment.

The evaluation of our proposal is conducted through both 
quantitative and qualitative methods. During experimenta-
tion, kinematic data is collected, which, along with other 
parameters, facilitates a quantitative assessment of exercise 
performance. This data is used to verify that the move-
ments executed by the patient are within the limits estab-
lished as safe and adapted to their motor capacity. Alongside 
this data, the number of blocks moved correctly and the 
time required to complete the tasks are recorded, compar-
ing results between an environment initially adapted for a 
healthy patient and one personalized for the patient being 
evaluated. The qualitative evaluation is carried out using a 
questionnaire designed to be concise and not overburden 
the patient. The key questions focus on their perception of 
the complexity of the calibration process, the adequacy of 
the environment to their motor capabilities, and the correct 
placement of elements after the application of the automatic 
detection and adjustment algorithms.

The rest of the article is structured as follows. Related 
work is presented in Sect.  2, presenting work and studies 
related to the accessibility, inclusion and personalization of 
VR environments, as well as their use for upper limb reha-
bilitation. Section 3 deals with the background of the study 
presented, explaining why the need for adapting immersive 
environments according to the patient’s ROM for upper 
limb rehabilitation arises, as well as the project behind it. 
Section  4 describes in detail the asymmetric calibration 
algorithms, as well as the automatic detection and adjust-
ment algorithms in order to relocate virtual objects within 
the user’s PPS, adapting them to their ROM. Section 5 is 
devoted to the test environment, including a description of 
the immersive virtual environment designed to perform the 
test, its configuration, the metrics used to evaluate the algo-
rithms and the analysis of the quantitative and qualitative 
results obtained. Finally, Sect. 6 contains the conclusions of 
this research and the description of future work.
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in VR games. Mechanisms that must adapt to the constraints 
imposed by the user’s bodily characteristics and the limits 
of the physical space being tracked. It also advocates the 
automation of the adjustment process within VR environ-
ments based on user-specific calibrations.

Continuing with the importance of a patient-centered 
approach and intuitive interaction, the results of the work 
by Postolache et  al. (2021) suggest that interaction with 
the user’s hands together with HMD could improve moti-
vation. This approach be well accepted by motor rehabili-
tation patients and help to complete exercise therapy at 
home. Soomal et  al. (2020) showcases the application of 
VR in enhancing rehabilitation for Multiple Sclerosis (MS) 
patients through engaging games, demonstrating VR’s 
potential in providing adaptable and enjoyable home-based 
therapy.

In terms of studies related to the accessibility of inter-
action techniques in VR environments, Franz et al. (2023) 
show how accessibility, along with other factors such as 
workload and user experience, influences the selection of 
locomotion techniques by people with upper limb motor 
disabilities, showing the importance of offering customis-
able options that are adapted to individual preferences.

In the current literature on upper limb rehabilitation 
using VR, we found several approaches using immersive 
VR with controllers. Lim et  al. (2020) used HTC VIVE 
VR RehabWare, demonstrating functional improvements, 
especially in grip strength and K-SCIM score. Phelan et al. 
(2021) showed significant improvements in functional abili-
ties in children with motor disabilities. In this study it is 
mentioned that the weight of the controllers could cause dis-
comfort. In addition to the need to adapt the VR scenarios to 
the patient’s range of motion.

The pilot study by Tokgöz et al. (2023) on the integration 
of VR in rehabilitation was generally well received. How-
ever, important concerns were expressed about the safety of 
using immersive VR, especially in an unsupervised manner, 
such as the risk of falls and injuries due to the immersive 
nature of VR.

Without the use of controllers, Xiao et  al. (2022) 
employed the Kinect sensor to detect compensatory move-
ments, avoiding additional controllers and improving the 
accuracy of rehabilitative exercises.

Finally, Mc  Kittrick et  al. (2023) explored immersive 
rehabilitation using controller-free VR games. This study 
underlines the importance of fun and engagement in VR 
tasks. It also suggests the need for adjustable tolerance 
levels to suit the patient’s abilities. In this study one of the 
participants indicated difficulty in releasing objects in the 
virtual environment which the problem of some patients not 
only in grasping virtual objects but also in releasing them.

2  Related work

The placement of objects within the virtual environment 
is determined by taking into account the physical limita-
tions of the player, including bodily characteristics and 
the boundaries of the physical space being tracked, which 
is essential to provide a safe and effective VR experience 
(Vlahovic et al. 2022).

The growing use of immersive VR in a variety of envi-
ronments points to a landscape in which the adaptation 
of applications and interaction mechanisms is a major 
focus. As VR technologies become more accessible, more 
and more studies are exploring the creation of VR spaces 
adapted to people with different abilities.

A notable development in this area is the concept of 
Inclusive Immersion introduced by Dudley et  al. (2023). 
This research emphasises making design decisions that 
maximise usability for the widest possible population, 
based on an understanding of the diversity of users. This 
approach emphasises the moral imperative to make tech-
nological advances accessible to all, the recognition of the 
proven value of VR and AR as assistive and rehabilitative 
technologies, the commercial benefits of reaching the wid-
est possible user base, and the notion that good design often 
leads to better usability for all.

Building on the foundation of Inclusive Immersion, 
Othman et al. (2024) present a comprehensive framework 
aimed at ensuring that the metaverse is accessible to all, 
with particular emphasis on the need for environments that 
are tailored to the unique needs of each user. Mott et  al. 
(2019) further contribute to the discourse on accessibility 
in VR, identifying critical areas that encompass content and 
interaction techniques to device and hardware accessibility. 
Additionally, another framework by Vlahovic et al. (2022) 
explores various aspects of VR gaming mechanics with a 
significant focus on the adaptability of the VR environment. 
One of the critical aspects is the placement of objects within 
the virtual space, which is carefully determined by consid-
ering the physical limitations and bodily characteristics of 
the player, as well as the boundaries of the physical space 
being tracked.

The importance of personalized VR environments is 
reflected in the work of Lagos Rodriguez et al. (2022), who 
demonstrates the value of VR in rehabilitation by allowing 
patients to interact with natural movements, such as their 
own hands, simulating everyday activities to train various 
physical and cognitive skills. Extending these principles, 
the INTERACT framework by Vlahovic et al. (2022) pro-
vides a methodological basis for the evaluation of the game 
mechanics of VR games. This framework includes a taxon-
omy of interaction mechanisms that captures the importance 
of symmetry, synchrony and orientation accuracy required 
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de Parapléjicos de Toledo (HNPT) in which the present 
work is framed. Rehab-Immersive is a platform specifically 
designed to complement traditional therapy for people with 
SCI during rehabilitation. The platform integrates a series of 
serious games specifically designed and adapted for people 
with SCI and centered on their needs (see Fig. 1).

Specifically, the platform presents a multilayer architec-
ture. From top to bottom, the upper layer hosts a series of 
serious games aimed at upper limb rehabilitation (see Fig. 2). 
Common functionalities across these games are encapsu-
lated in a core responsible for body tracking functionalities 
and hand-based interaction mechanisms. Additionally, the 
platform includes AI modules that adapt the environment 
to each patient’s specific conditions. The platform also has 
the capability to record spatiotemporal data generated by 
each patient during exercise sessions. In the lower layers, 
patients can use the serious games via a VR headset, while 
healthcare professionals can access and objectively analyze 
session data to assess patient progress. This team of profes-
sionals, composed of biomechanical engineers and occupa-
tional therapists from HNPT, also plays a significant role in 
the design of the overall architecture and the experimenta-
tion. They are responsible for designing the mechanics of 
the serious games, providing their perspective in functional 
validation, and ensuring that the system guarantees patient 
safety at all times.

One of the major difficulties in the design of these serious 
games is that they must be adapted to the particular needs of 
each patient. In cervical SCI, upper limb functionality and 
mobility vary significantly depending on the injury level. C4 
injuries result in minimal muscle functionality, while lower 
levels such as C5 and C6 allow some shoulder mobility and 
elbow flexion, and wrist extension facilitates tenodesis grip. 
At C7 and C8 levels, patients experience improved shoulder 
and arm control, enabling more complex movements and 
precise object manipulation thanks to the ability to flex and 
extend the fingers (Mateo et al. 2015).

For these reasons, the platform integrates a set of seri-
ous games designed with a patient-centered approach. All 
games share a common core that unifies and facilitates the 
creation of new developments. Within the core, they incor-
porate various interaction mechanisms such as grasping, 
pushing and throwing beams, adapted to exercise require-
ments and individual patient characteristics.

In addressing accessibility and adaptation of VR envi-
ronments from various angles, the platform emphasises the 
understanding of different types of grasping. This includes 
the development of an automatic grasping mechanism for 
patients who lack functional grasping ability, as well as 
the adaptation of the degree of grasping depending on the 
volume of the virtual object. As introduced at the begin-
ning of the article, it is crucial that patients with SCI have 

In addition to studies on the adaptation of VR environ-
ments, it is also crucial to discuss the importance of ROM 
in contexts such as rehabilitation. The rehabilitation pro-
cess starts with the accurate identification of limitations in 
ROM in order to formulate effective strategies aimed at its 
recovery. Recent advances in mechatronic systems based on 
inertial sensors present a promising method for the accu-
rate assessment of ROM in clinical and home environ-
ments, enabling efficient three-dimensional measurements 
that facilitate detailed assessment and monitoring of motor 
recovery. In this context, the study presented by RajKumar 
et al. (2020) introduces a mechatronic approach for design-
ing and developing a Wearable Inertial Sensor system for 
the triplanar assessment of the upper extremity’s ROM, 
showcasing the potential for detailed monitoring and assess-
ment in clinical and home settings.

Other studies, such as the one introduced by Wazir 
et  al. (2022), investigate the measurement of ROM with-
out the employment of wearable devices. Instead, Digital 
Voice Assist Devices are utilized to conduct ROM assess-
ments through 2D pose estimation techniques to infer the 
3D pose of limbs. This research underscores the criticality 
of an initial calibration stage that tailors the system to the 
physical dimensions and motion capabilities of the user, 
thereby enhancing the precision and effectiveness of ROM 
evaluations.

While there are a number of serious VR-based platforms 
and games for rehabilitation, recent studies still remarks 
significant areas for improvement. Our proposal focuses on 
the advantages of immersive virtual environments, taking 
advantage of the patient’s hands to perform the exercises 
and adapting the interaction mechanisms to the patient’s 
ROM, especially in the PPS. Our research focuses not only 
on improving accessibility and adaptation to the patient’s 
motor skills, but also on maximising the benefits offered 
by these environments, always ensuring that the interaction 
takes place in a safe environment. This is achieved by taking 
into account the asymmetric mobility characteristics, cali-
bration settings focused on common exercise characteristics 
(static and seated position), and capturing the necessary data 
from the calibrated area to be used in a highly configurable 
way depending on the exercise and the patient.

3  Background

After analysing related work on existing technology for 
upper limb rehabilitation based on VR, we identified a 
clear need to adapt and make VR environments accessible 
to the specific needs of each patient. In response to these 
needs, Rehab-Immersive (Herrera et  al. 2023) was cre-
ated, a project in collaboration with the Hospital Nacional 
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Fig. 2  Screenshots of several mini-games developed and integrated 
into the platform: (a) a virtual adaptation of the standard Box and 
Block Test; (b) arm and hand training as a virtual handball goalkeeper; 
(c) memory exercises involving color sequences and placing pieces in 

the correct positions; (d) interactive tasks within a virtual shopping 
environment; (e) hand-drawing of specific paths, and (f) solving 3D 
puzzles

 

Fig. 1  Global overview of the rehab-immersive platform architecture
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for the automatic adjustment of the elements with which 
the user must interact in their rehabilitation process, situ-
ated within the patient’s ROM. This is achieved while main-
taining, as far as possible, the spatial relationship between 
objects, including their position relative to one another and 
proportional distance.

4  Self-adapting immersive environments

Our proposal for the self-adaptation of immersive environ-
ments is primarily based on an asymmetric calibration pro-
cess and an algorithm for detecting objects that are out of the 
patients’ mobility range, as well as the automatic readjust-
ment of these interactive objects in the 3D space according 
to the information obtained after the calibration (see Fig. 3). 
In particular, this contribution is located within the “Spatial 
Adaptation of the Virtual Environment” module of the arti-
ficial intelligence layer, as depicted in Fig. 1. The following 
subsections present the formalization of these processes.

4.1  Asymmetric calibration method

To identify PPS in a virtual environment, where the patient 
can perform exercises according to his or her limitations, it 
is necessary to obtain their ROM. There are different alter-
natives to acquire this data, such as the use of goniometers 
or wearable sensors (Cluster of Health and Social Sciences 
2021). In our case, we propose the use of a VR-immersive 
HMD with hand tracking for two main reasons. First, it 
avoids the use of additional instrumentation on the arms 
and hands, which requires more time and hinders usability. 
Second, since it is used in immersive environments, it is 
natural for the calibration to be performed through the mea-
surements obtained with the VR device itself.

However, the use of this type of device also entails a set 
of limitations. It is not possible to evaluate the angle of each 
of the joints of the upper limb, since the most precise infor-
mation provided is the direct tracking of the hands. For this 
reason, the calculation of the ROM is also limited to the 
data from each hand through a set of studied movements 
to obtain the adequate area to reach the farthest objects in 
the three planes. To this end, the movement of the shoulder 
has been studied, guided by I. A. Kapandji’s principles on 

adaptations specifically related to grasping mechanisms in 
interaction.

However, during experimentation with serious games for 
upper limb rehabilitation on the platform, a critical chal-
lenge emerged: ensuring the correct placement of virtual 
objects within PPS. This is the space that surrounds us and 
is within our reach (Petrizzo et al. 2023). That is, the space 
where the user can interact directly with objects without 
using external devices such as joysticks or any other kind of 
controller (Vlahovic et al. 2022).

To address this, some games introduced a manual posi-
tioning system for these elements or their containers. For 
example, in the VR adaptation of the Box and Block Test 
(Mathiowetz et al. 1985), patients could pre-place the box 
containing the cubes. However, this method presented 
limitations, as some patients found it difficult to effectively 
manipulate and place the box, sometimes requiring thera-
peutic intervention.

An alternative solution involved adjusting the distance 
of virtual objects using buttons to move them closer or fur-
ther away. Although this approach mitigated some issues, it 
faced significant limitations: the inability to make a global 
adjustment that did not account for individual differences in 
mobility in both limbs and did not adapt the exercise inten-
sity to the patient’s specific capabilities. That is, this method 
did not differentiate between the mobility of the patient’s 
right and left upper limb, nor did it allow for fine adjust-
ments that considered the need to bring closer or move away 
specific elements to challenge the patient’s ability for exten-
sion, flexion, and precision.

These limitations underscore the complexity of develop-
ing a fully adaptable and patient-specific VR rehabilitation 
environment, emphasising the need for more dynamic solu-
tions to personalize the rehabilitation experience.

To address these challenges, it is planned to approach 
the problem dynamically. On one hand, by independently 
calibrating the workspace for the right and left lateralities 
of each patient, and on the other hand, by defining an algo-
rithm for the readjustment of virtual elements based on the 
calibrated area and a set of parameters that allow for adapta-
tion to the patient’s capabilities, the type, and intensity of 
the exercise.

The final objective is to integrate these solutions into the 
REHAB platform, enabling their utilisation in the serious 
games included in the platform itself. This approach allows 

Fig. 3  General outline and simplification of input and output flows, along with the methods responsible for creating a virtual space adapted to the 
patient’s needs
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4.1.2  Calibration method

In the processing phase, the data obtained through hand and 
head tracking S(t) are used to define a safe and personalized 
working area. This process responds to the needs of asym-
metry between the right and left sides and differentiation 
between spatial planes, as discussed in the Sect. 4.1.1. To 
simplify the process, since what is desired is to know the 
maximum degree of reach without performing overexertion 
or compensatory movements in a virtual environment, it is 
not necessary to measure the angle of each joint, but rather 
the final position of the hand through a set of movements 
that cover the entire safe workspace. In this case, the ROM 
measurement does not include the measurement of the 
ROM of the set of joints individually for two reasons. The 
first is due to the limitations given by the HMD device and 
the direct tracking that allows accurate data to be obtained 
for the hands, unlike the arm and forearm which is done by 
inverse kinematics. The second reason is that the measure-
ment of the ROM of each joint is not necessary to calibrate 
the safe working zone.

The asymmetric calibration process is performed by 
capturing sets of points related to hand position and corre-
sponding to specific shoulder movements in the horizontal, 
frontal, and sagittal planes, involving movements of flex-
ion, extension, abduction, and adduction (both horizontally 
and vertically). Given the biomechanics of the shoulder, the 
points obtained for the right and left sides aim to define an 
elliptical volume for each side, formed by three ellipses that 
cover the 3D space. An elliptical volume is used instead of 
a circular one because, during vertical abduction, the move-
ment continues towards the opposite side being exercised, 
creating a kind of arch that accurately defines the PPS 
according to laterality. The elliptical volumes are generated 
with the elbow and wrist extended as much as possible, and 
are formed by three ellipses that cover the 3D space reached 
by the right and left upper limbs.

Initially, the patient performs a movement from an abduc-
tion position of approximately 90◦ in the frontal plane, 
extending the arm and performing a full horizontal flexion 
(see Fig. 4a and b). The points collected during this exercise 
form the set Es

H  for both the right and left sides (ER
H  and 

EL
H ), obtained from P R(t) and P L(t), respectively.
Subsequently, from the same starting position, the patient 

raises the arm to 180◦ of adduction (see Fig. 4c) above the 
head and continues the movement to the opposite side, span-
ning the frontal plane (see Fig. 4d). Afterwards, the shoulder 
moves back to the 180-degree position above the head (see 
Fig.  4e), and from there, the arm is brought forward and 
down (shoulder flexion in the sagittal plane) to the level of 
the hips (see Fig. 4f). This forms a kind of arch that covers 

shoulder kinematics across the sagittal, frontal, and horizon-
tal planes (Kapandji 2019).

Furthermore, to obtain an optimal calibration, it is nec-
essary to take into account the asymmetry of the process 
in two senses. The ROM of the right upper limb does not 
necessarily coincide with the left one, and it also does not 
usually coincide in the horizontal and vertical planes. The 
multi-plane analysis can accurately capture the asymmetry 
in shoulder movements, which is especially noticeable in 
patients with SCI. This decision is supported by studies on 
the limitations of shoulder mobility observed in this kind of 
patients, who often have reduced shoulder mobility in sev-
eral aspects. Specifically, in the study by Finley et al. (2020), 
patients had bilaterally reduced mobility in shoulder eleva-
tion, external rotation, and horizontal adduction. Therefore, 
separate measurements should be taken for the right and left 
side, also taking into account the flexion, abduction, adduc-
tion and external and internal rotation.

The following method is intended to provide a solution to 
the need to create a safe workspace within which the patient 
can comfortably perform exercises and activities without 
the risk of overexertion or compensatory movements that 
could lead to further injury or discomfort.

4.1.1  Input data for calibration method

The proposed calibration method receives as input the posi-
tion and rotation of the left and right hands during a series 
of predefined movements, which will be described in detail 
in the following section. The hands and head tracking are 
formally defined as follows:

	● PHMD(t) = [PHMD.x(t), PHMD.y(t), PHMD.z(t)] : 
the position of the HMD helmet on the x, y, and z axes 
at time t.

	● RHMD(t) = [RHMD.x(t), RHMD.y(t), RHMD.z(t)]
: the Euler angles representing the orientation of the 
HMD helmet around the x, y, and z axes at time t.

	● For each hand, Ps(t) is defined, where s can be either R 
for the right side or L for the left side. Ps(t) represents 
the set of points obtained during the calibration, rela-
tive to the center of the palm of the hand. Each point 
consists of the position (x, y, z).The complete tracking 
S(t) over a time t ∈[t0, tf ] is described by the set of po-
sitions PHMD and rotations RHMD of the HMD head-
set and both hands (R and L) over time P s such that 
P s = P R ∪ P L:

S(t) = {PHMD(t), RHMD(t), Ps(t), | t ∈ [t0, tf ]}
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allowing for a more accurate definition of the horizontal 
range of motion and providing precise information on reach 
capacity.

Once the set of points is obtained, the calibration process 
transforms them into the necessary data to recreate the ellip-
tical volume (EV s), where s can be either R for the right 
side or L for the left side). This includes the centers and 
radii of the three ellipses. The sets of points Es

H ← P s(t) 
for the horizontal ellipse, and Es

F S ← P s(t)) that com-
bines the frontal and sagittal ellipses are processed to derive 
the elliptical parameters: centers (ECs

H , ECs
F S) and radii 

(ERs
H , ERs

F S) that best fit the patient’s shoulder move-
ments (see Algorithm 1).

the patient, capturing the points that define the ellipses in the 
frontal and sagittal planes (Es

F S), also obtained from P s(t).
The order of the exercises was chosen to ensure that the 

horizontal movement is assessed without the influence of 
potential fatigue from more demanding movements. The 
first exercise, as shown in panels (a) and (b), was selected 
because it does not involve shoulder abduction or significant 
shoulder rotation, focusing solely on horizontal displace-
ment. In contrast, the subsequent exercises, illustrated in 
panels (c) through (f), require both shoulder abduction and 
upward rotation, which are more strenuous and can lead to 
greater muscle fatigue. By positioning the horizontal move-
ment first, we ensure that this measurement is unaffected 
by the increased physical demands of the later exercises, 

Fig. 4  Phases for the calculation of 
the ellipsoidal volume correspond-
ing to the right laterality: (a) start-
ing position in the horizontal and 
frontal plane; (b) final position in 
the horizontal plane; (c) intermedi-
ate position in the frontal plane; (d) 
final position in the frontal plane; 
(e) initial position in the sagittal 
plane; (f) final position in the sagit-
tal plane
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position P s
PC). Furthermore, the parameters of the ellipses 

defined for the three principal planes are included: the hori-
zontal plane (Es

H ) is described by the center (ECs
H ) and 

the radii (ERs
H ); the frontal and sagittal planes (Es

F S) are 
characterized by the center (ECs

F S) and the radii (ERs
F S  ), 

where s indicates R for right and L for left.

4.2  Automatic detection and adjustment of 
interactive objects

The aim of these methods is to adapt the immersive environ-
ment to the patient’s ROM. In this way, the virtual elements 
that the user manipulates directly will always be within his 
or her PPS, either in their entirety or in a specific area of the 
PPS (see Fig. 5). This safe working area is obtained through 
the previous calibration process, which is part of the data 
input.

As with the calibration method, the asymmetry of right 
and left movements must be taken into account in the envi-
ronmental adaptation methods. Not only because the ROM 
of one side or the other may be different within the same 

Algorithm 1  Calculation of elliptical parameters from point lists

Fig. 5  Elliptical volume defined for right 
laterality and relocation of elements 
in the virtual space according to this 
volume

 

Additionally, a base position is captured to determine the 
height of the knees and the width of the hips at a height 
defined by 90-degree flexion of the elbows. This posture is 
commonly used in many rehabilitation exercises. The center 
of the right palm and the center of the left palm (Palm Cen-
tered Position P S

PC, where s can be either R for the right side 
or L for the left side)), are captured while the patient places 
their upper limbs in this manner. With these two points, it is 
possible to determine the position in the most centered posi-
tion to the patient (X), at a depth (Z) close to the patient, and 
at a height (Y) where the objects should be placed to avoid 
leg interference and unnecessary trunk movement.

4.1.3  Output data for calibration method

The asymmetric calibration generates needed data for 
the accurate replication of the workspace tailored to each 
patient. This data includes the position and rotation of the 
HMD at the start of calibration (PHMD, RHMD), the coor-
dinates of the right (P R

PC) and left (P L
PC) palms when the 

elbows are bent at 90◦ centered to the patient (palm center 
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limbs (left or right). In addition to the designated areas, a 
patient-centered point, called the central point of coinci-
dence (PCP C), is considered for the location of the virtual 
targets. This is a position widely used in various rehabilita-
tion exercises to place the elements directly in front of the 
patient and centered on the patient, at a height above the 
knees.

Among the parameters related to exercise configuration, 
there are settings intended to adapt the intensity and type 
of exercise to be performed. These include a threshold and 
a height restriction. The threshold refers to the calibrated 
lateral areas for the right and left sides (ZR and ZL). The 
area threshold, expressed as a percentage (TZ), adjusts the 
extent of the lateral zones in relation to the calibrated area. It 
can be set at 100% to use the entire calibrated area, reduced 
to less than 100% for a smaller work area, or expanded to 
more than 100% for a larger area. With this threshold, it is 
possible to modify the exercise intensity since an area close 
to 100% requires more effort from the patient compared to a 
reduced area (less than 100%).

Additionally, an input parameter is defined regard-
ing the height restriction. The height restriction param-
eter (HRestriction) determines if there is a minimum height 
constraint (HLimit) for placing objects within the virtual 
environment. Thanks to this parameter, it is possible to 
adapt the exercise according to whether lateral trunk dis-
placement is required. If the height restriction is not active 
(HRestriction = false), the height constraint is removed, 
allowing objects to be placed below the height correspond-
ing to the height of the legs, thus permitting lateral trunk 
movements. Conversely, if the height restriction is active 
(HRestriction = true), the minimum height constraint is 
enforced for object placement.

This height restriction is a configurable parameter, with 
the exception of cases where the x-coordinate of the geo-
metric center of the virtual object (PVO.x) is within the 
interval defined between the x-position of the center of 

patient, but also because the area in which the exercises are 
performed must be configurable. It is important to bear in 
mind that rehabilitation exercises may be mono-manual or 
bimanual (Anderson et al. 2019), may require lateral move-
ments of the trunk or, conversely, may be performed with 
the trunk in a static position. Furthermore, the intensity of 
the exercise must be adjustable in terms of the position of 
the elements. This last aspect refers to the position of the 
elements within the patient’s ROM at different distances in 
order to modify the intensity of the exercise.

4.2.1  Input data

The methods for detecting and readjusting virtual elements 
in an immersive environment share the same input data. 
This data is categorized into three types: i) the output data 
obtained from the calibration process, ii) the configuration 
parameters tailored to the type of exercise being performed, 
and iii) the set of virtual objects to be analyzed and possibly 
relocated.

First, the input parameters are obtained from the calibra-
tion output (see Sect. 4.1.3). Second, the parameters related 
to exercise configuration are necessary for replicating the 
working area. The processes adopt a set of configurable 
input parameters to adapt to the intensity and type of exer-
cise. Among these parameters is the zone within the cali-
brated area where the exercise will be performed: central 
zone, right lateral zone, left lateral zone, and global zone 
(see Fig. 6). The central zone (ZC) is the area corresponding 
to the frontal part of the patient that spans the width of their 
body. This zone can be applied to both monomanual and 
bimanual exercises. On the other hand, the right lateral zone 
(ZR) is for exercises with the right upper limb, and the left 
lateral zone (ZL) is for monomanual exercises with the left 
hand. Lastly, the global zone includes all three areas (ZG

), used for bimanual exercises, as it encompasses the cen-
tral zone as well as the lateral zones reachable by the upper 

Fig. 6  Configurations of the workspace for automatic detection and adjustment algorithms. From right to left: (a) central zone (ZC ) and central 
point of coincidence (PCP C ); (b) right lateral zone (ZR); (c) left lateral zone (ZL) and (d) global zone (ZG)

 

1 3

Page 11 of 27     28 



Virtual Reality           (2025) 29:28 

should be placed (otherwise they would interfere with the 
legs), the x-range occupied by the patient’s body (height 
of the hips), and the optimal depth with elbows flexed at 
90◦. After this pre-adjustment, the input data are modified 
accordingly to the output data of the calibration (including 
the radii ERH , ERF , ERS  and centers ECH , ECF , ECS , 
as well as the palm center positions P R

PC and P L
PC).

After the initial pre-adjustment, the detection process 
begins by checking the height restriction (HRestriction

). It is important to note that this restriction is configu-
rable, except when the x-coordinate of the object falls 
within the range defined by the interval [P R

PC.x, P L
PC.x] 

(i.e., PVO.x ∈ [P R
PC.x, P L

PC.x]). In this case, as explained 
in 4.2.1, regardless of the input configuration, the height 
restriction will be maintained. If the height restriction is 
active, it is verified that the object’s y-coordinate does not 
exceed the height limit. To determine this, it is first neces-
sary to calculate PCPC, which is the average of P R

PC and 
P L

PC (PCPC = average(P R
PC, P L

PC)) (see CheckHeight-
Restriction function in Algorithm  2). Consequently, the 
height limit is defined as HLimit = (PCPC.y).

After verifying the height (y) of the virtual object (PVO

), the process continues by detecting whether the object is 
outside the zone established in the configuration (ZR, ZL

, ZG) or if it corresponds with the central point of coinci-
dence (PCPC). For the case of the right (ZR) or left (ZL) 
zone, it is checked that the geometric center is within the 
ellipsoidal volume of the right or left side, as appropriate 
(see Algorithm 2). The division of elliptical volumes (EV s)
) simplifies calculations. Thanks to the biomechanics of the 
shoulder, at 90◦ of flexion in the sagittal plane, the humeral 
head is in an optimal position. This allows a greater range 
in depth (Z-plane) because there is sufficient space between 
the humeral head and the glenoid cavity (Chang et  al. 
2024). If the object is in the horizontal plane and below the 
height corresponding to the center of the frontal and sagittal 
ellipses (PVO.y ≤ ECF S .y) and above the point considered 
as central, the object is within the area if it lies within the 
horizontal ellipse (PVO.y < HLimit). Otherwise, it should 
be checked within the ellipses defined in the sagittal and 
frontal planes (EF  and ECS). For the global zone (ZG), it 
is checked that the center of the ellipsoidal volume is either 
within the volume defined for the right (ZR) or left (ZL) 
lateral zone (ZG = ZR ∪ ZL).

In the case of the central zone (ZC), it evalu-
ates whether the object is within the x and y range 
defined by the positions of the palms of the hands 
(PVO.x ≤ (P R

PC.x) and PVO.x ≥ (P L
PC.x)), and addi-

tionally, whether it is contained within any of the ellipses 
of the side zones. Given the characteristics of the central 
zone, where the patient’s legs are located, it also determines 

the right palm and left palm (P R
PC.x and P L

PC.x). This is 
because within this x-interval, the patient’s legs are located, 
as the exercises are performed in a seated position. There-
fore, no virtual object can be placed below this height.

Third, the input parameters include a list of virtual objects 
(VO), denoted as LVO. Each of these objects includes 
details about the 3D position, namely its geometric center, 
the volume of the object, marker to determine if relocation 
is necessary, the new position if it is necessary, and whether 
the relocation was successful. The latter is because the relo-
cation process tries to move the object if necessary and if 
possible, i.e. if the object does not fully or partially collide 
with another object already positioned and if it is within 
the configured area. Since virtual objects can have different 
shapes, a dodecahedron is used to enclose the virtual object 
in order to unify calculations. The components of each VO 
are specified as follows:

LVO = {(PVO, VVO, SVO, NPVO, RVO) | PVO ∈ R3, VVO ∈ R3,

SVO ∈ {0, 1}, NPVO ∈ R3, RVO ∈ {0, 1}}

where PVO is the central geometric position, VVO is the vol-
ume defined as (Lx, Ly, Lz) representing the dimensions of 
the dodecahedron along the x, y, and z axes, SVO is the 
status flag (1 if correctly positioned, 0 otherwise), NPVO is 
the new calculated geometric position if the object needs to 
be relocated, and RVO is the relocation status flag (1 if suc-
cessfully relocated, 0 otherwise).

4.2.2  Automatic detection of interactable objects outside 
the PPS

Before the automatic detection and adjustment algorithms 
begin, the calibrated area is corrected based on the current 
HMD position (PCurrentHMD) and the applied threshold for 
area (TZ). This pre-adjustment ensures that the calibration 
data is adapted to any changes in the user’s position or sys-
tem configuration.

This presetting ensures that the calibration data adapts to 
any changes in the user’s position or in the system configu-
ration. To do so, it is necessary to modify the data concern-
ing the ellipsoidal volumes (EV s), defined as the volume 
formed by the ellipses (Es

H , Es
F , and Es

S), and the palm 
center positions for the right and left sides (P s

PC) based on 
the difference between the PHMD obtained during calibra-
tion and the current PCurrentHMD. After this, the radii and 
centers of the ellipsoidal volumes are modified according to 
the threshold (TZ), whether it is greater or less than 100%. 
As can be seen, this threshold does not affect the palm cen-
ter positions since these points are calculated from a very 
specific position (described in Sect. 4.1.2) that should not be 
varied, as they indicate the minimum height at which objects 
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object is successfully relocated, the relocation flag (RVO) 
is set to 1.

In this algorithm, the collision area of an object with 
another, understood as an orthohedron that contains the vir-
tual object (VVO), is also taken into account. Therefore, it is 
possible that an element cannot be relocated even if a posi-
tion within the specified working area is found, if it collides 
with any of the objects that do not require relocation or that 
have already been relocated so far.

The readjustement process starts by processing the list 
of virtual objects LVO to identify those that need reloca-
tion. Each object marked as SVO = 0 is processed by the 
dynamic realignment algorithm to assign it a new position 
considering the calibration data and the set configuration. 
For each object requiring relocation, its original position 

whether the y position of NPVO is greater than or equal to 
HLimit (NPVO.y ≥ HLimit).

Finally, for the central point of coincidence (PCPC), it 
is identified whether the object occupies exactly the point 
calculated from the arithmetic mean of the palm posi-
tions, ensuring a centered positioning relative to the user 
(PCPC = mean((P R

PC, P L
PC). For the side zones (ZL and 

ZR), the algorithm determines whether the object’s position 
is contained within the corresponding ellipses (EH , EF , ES

). For the global zone (ZG), which includes both side zones, 
it verifies that the object is inside at least one of the side 
ellipses.

After the detection process is completed, each of the 
virtual objects (PVO) in the list of objects (LVO) detected 
outside the defined area is marked for subsequent relocation 
(SVO).

Algorithm 2  Detect and mark objects for relocation

4.2.3  Automatic object adjustment and creation of an 
adapted and accessible environment

Upon completing the detection phase, the automatic adjust-
ment algorithm initiates the process of assigning new posi-
tions to objects identified as inaccurately positioned. Using 
recalculated coordinates and applied thresholds, this algo-
rithm determines the new position NPVO within the des-
ignated working area for each object. Taking into account 
height restrictions and exercise zone specifications. If the 

PVO is assigned to the new position variable (NPVO). The 
algorithm then works with NPVO.

The first adjustment concerns the height constraint. In a 
similar way to the detection process (CheckHeightRestric-
tion function in Algorithm 2), if it is detected that the object 
is outside the y-coordinate constraints, then it is adjusted to 
the height limit (NPVO.y = HLimit).

Once the y-coordinate is adjusted, the algorithm checks if 
the object needs further relocation by verifying if it is within 
the selected area. If this modification satisfies the inclusion 
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of the object in the selected area and it does not collide with 
any other element, the next object is processed. Otherwise, 
the algorithm proceeds to relocate it according to the work-
ing area. This provides a potential position for the geometric 
center of the virtual element within the defined area. How-
ever, it may happen that the volume of the object collides, 
wholly or partially, with another virtual object that does 
not require relocation or with any of the objects relocated 
so far. To increase the flexibility of the algorithm, it analy-
ses if there is a collision. In such a case, it progressively 
decreases the threshold of the calibrated area to search for a 
new point that satisfies the conditions. This process contin-
ues until a position is found that meets the area and collision 
restrictions or until any of the orthohedron’s faces have an 
x-coordinate less than the z-position of the current HMD 
(PCurrentHMD), which indicates the current z-position of the 
patient (see Algorithm 3).

Algorithm 3  CheckCollision

Algorithm 4  Calculate new position for virtual object

 For the calculation of the new position after verifying the 
y-position and the virtual object (NPVO.y), the configured 
area (ZR, ZL, ZC , ZG) is taken into account, or if reloca-
tion to the central point of coincidence (PCPC) is required. 
The algorithm CalculateNewPositionByArea is described as 
follows:

	● Right area (ZR): the algorithm searches for a point 
within the right elliptical volume (EV R)). Refer to the 
function AdjustToEllipse in Algorithm 4.

	● Left area (ZL): for the left area, the algorithm simi-
larly searches for a point within the left elliptical vol-
ume (EV L)). Refer to the function AdjustToEllipse in 
Algorithm 4.

	● Global area (ZG): the algorithm checks if NPVO is 
within the elliptical zones of either ZR or ZL. If not, it 
calculates the projected point in the right (EV R)) and 
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	– First, it checks if the x-coordinate of NPVO is out-
side the central range. If so, it searches for the near-
est point within the x-range defined by the palms 
of the hands [P R

PC.x, P L
PC.x]. If the x-coordinate is 

within range, no adjustment is made to x.
	– The algorithm then calculates the points that delimit 

the right volume (EV R)) and the left volume (EV L)
). It assigns the new position to the point with the 

left (EV L)) elliptical volumes. The new position is as-
signed to the point with the shortest distance between 
NPVO and the calculated points. Refer to the function 
AdjustToEllipse in Algorithm 4.

	● Central area (ZC):

Fig. 8  Properties of the immersive VR environment designed to test the detection and automatic adjustment algorithms: (a) gravity-deficient cubes; 
(b) auto-attachment mechanism; (c) visual assistance; (d) target surface placement; (e) audiovisual aid for release

 

Fig. 7  Images of the visual guidance provided during the calibration 
process: snapshot of the pre-calibration explanatory videos to obtain 
ER

H  (a), and EF SR (b); calibration tracking guide (semi-ellipse) and 

line drawn in the virtual environment according to hand tracking in the 
horizontal (c) and sagittal planes (d) for left laterality

 

1 3

Page 15 of 27     28 



Virtual Reality           (2025) 29:28 

the necessary movements for the patient (Fig. 7.a and 7.b). 
In addition, a minimalist natural space has been recreated 
to provide a calm and relaxing environment for exercise. 
Finally, auditory and visual feedback provides additional 
assistance to the user from the beginning to the end of the 
process.

The data collected during the calibration process 
(explained in Sect.  4.1.1) are produced in several phases. 
During data acquisition, it is essential to perform all move-
ments with a straight back, proper support, and without torso 
twists or compensations. Initially, the HMD position (PHMD

) is recorded while the user looks straight ahead. Next, data 
from the palms (P R

PC and P L
PC) are collected with the user’s 

elbows flexed at 90◦, hands above the legs, and at hip width. 
Subsequently, ellipses in the frontal, sagittal, and horizontal 
planes for the right side (ER

H , EF SR) are obtained.
Given the complexity of this phase, a visual aid is dis-

played alongside the user’s movements. The aid takes the 
form of a semi-ellipse corresponding to the plane being cali-
brated (Fig. 7c and d). Additionally, a cube is attached to the 
user’s hand, tracking their task in the virtual space. After 
completing this phase, the formed ellipses are shown, and 
another cube appears attached to the palm. This time, the 
cube changes color-green if the hand is within the calibrated 
space and red if it moves outside (a demonstration of the 
bilateral calibration process can be viewed at ​h​t​t​​p​s​:​/​​/​y​o​​u​t​u​​.​b​
e​/​R​K​2​O​O​U​t​5​a​O​w​&​t​=​2​2​s​​​​​)​.​​

Once verification is complete, the process is repeated for 
the left upper limb (EL

H , EF SL). The calibration concludes 
by storing the algorithm’s output information in a JSON file. 
This cumulative JSON file tracks the patient’s ROM at dif-
ferent rehabilitation stages.

To evaluate the suitability of the calibration process and 
the use of the obtained data to detect and relocate virtual 
elements outside the acquired PPS, a virtual environment 
has been designed for this purpose. In this VR environment, 
five cubes are displayed in various positions within a 3D 
space. The participant is required to move all possible cubes 

shortest distance between NPVO and the calculated 
points of the ellipses. Refer to the function Adjust-
ToEllipse in Algorithm 4.

	● Central point of coincidence (PCPC): the new position is 
assigned to the calculated central point, NPVO ← PCPC

.

5  Experimentation and results

To evaluate the effectiveness and adaptability of the calibra-
tion, automatic detection of objects out of range, and adjust-
ment algorithms developed for upper limb rehabilitation in 
patients with SCI, a dedicated immersive VR environment 
was designed. This specialized environment was developed 
with the input from SCI specialists to ensure that it meets 
the therapeutic needs of the patients. It is designed to test the 
data obtained from the calibration process and to use these 
data as inputs for the detection and readjustment algorithms.

Both the calibration process and the detection and 
readjustment algorithms have been implemented using 
Unity (V2022.3.16f1), together with Meta XR All-in-One 
SDKV62. The algorithms described in this paper were 
implemented using the C# programming language. In addi-
tion, it has been complemented with the core developed in 
Rehab-Immersive that allows to capture and store kinemat-
ics of the upper limbs during the execution of the exercise 
(Herrera et al. 2023).

5.1  Preparation of the environment

In order to facilitate the calibration process and prevent 
potential errors, the environment has been prepared to guide 
the process, with division into stages and the incorpora-
tion of a variety of aids. These include the incorporation of 
pauses to prevent fatigue and the pre-explanation of each 
phase through a video in which a virtual avatar performs 

Fig. 9  Virtual environment used for testing the automatic adjustment process. From left to right: (a) blocks in fixed position; (b) standard setting 
and elliptical volume; (c) automatic setting and elliptical volume
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(see Fig. 9a). This arrangement of virtual objects was previ-
ously tested in a pilot test with healthy participants, reveal-
ing that, although the cubes were reachable, reaching them 
often required excessive elbow extension, trunk movements 
and even frontal and lateral displacements, sometimes forc-
ing participants to get up from their chairs.

With the second configuration, standard configuration, 
although it employs the detection and automatic adjustment 
algorithms, it does not rely on the calibration of the user test-
ing the virtual environment (see Fig. 9b). Instead, it utilizes 
data calibrated based on an average individual. Specifically, 
calibration data from a middle-aged participant without 
mobility issues and with an approximate height of 166 cm 
was used for this purpose. This configuration assesses the 
user’s interaction with the cubes within a standardized area, 
offering insights into their reach capabilities in comparison 
to the average individual.

Finally, the automatic configuration, the cubes are 
dynamically adjusted according to the specific calibration 
data of the participant being evaluated in the virtual environ-
ment (see Fig. 9c). This configuration evaluates the user’s 
ability to interact with the cubes within an area adapted 
to their own ROM and mobility constraints. By using the 
calibration data obtained during the initial setup phase, this 
scenario provides a personalized assessment of the user’s 
reach capabilities and rehabilitation progress within the vir-
tual environment.

It is important to note that in both the second and third 
configuration, the ellipses defining the calibrated workspace 
of the test user are displayed. Given that the first and sec-
ond configurations are not customized to accommodate the 
participant’s ROM, there exists the possibility that the cubes 
may be displayed in red, signifying their placement beyond 
the bounds of the participant’s workspace.

The quantitative metrics employed to assess adaptation 
and interaction within the VR environment are designed to 
capture both the displacement of objects in 3D space and 
the adequacy of their placement within the calibrated area, 
as well as the task-specific measures.

Euclidean distance. This metric quantifies the displace-
ment needed for each object. Two distances will be con-
sidered for each participant. First, the distance from the 
original position of each block to the position obtained after 
automatic adjustment, and the second defined by the dis-
tance from the standard position to the position obtained 
after automatic adjustment.

Additionally, to ensure the relocated virtual objects 
maintain the spatiality of the original data, we introduce 
a function for Quadrant Distribution (ϕ), which classifies 
the adjusted position NPVO of each object into one of four 
defined quadrants: Q1 (upper right), Q2 (upper left), Q3 
(lower right), and Q4 (lower left). The assignment to each 

from their initial positions to a central point located directly 
in front of them. This task is designed to be completed with-
out overexertion or movements that might pose a risk to the 
patient’s health. Notable aspects of this VR environment 
include:

	● Gravity-deficient cubes. The virtual space hosts five 
cubes devoid of gravity, allowing for their placement in 
any position within the X, Y, and Z coordinates. This fea-
ture ensures the flexibility required to test the range of 
motion and interaction capabilities of the user (Fig. 8a).

	● Auto-attachment mechanism. To ensure that the test fo-
cuses on environmental adaptation, specifically in terms 
of the positioning of virtual elements and minimizing 
biases related to the patient’s manipulative dexterity, the 
cubes in the virtual environment are equipped with an 
automatic grasp mechanism (Fig. 8b). This feature au-
tomatically attaches the cube to the user’s hand when it 
comes into contact with the object’s volume. The cube 
remains attached until it approaches the target surface. 
Similarly, the action of releasing the cube does not re-
quire finger movements, as it automatically detaches 
after a brief period of 1.5 seconds upon reaching its des-
tination. This setup ensures that the evaluation concen-
trates on the effectiveness of the environmental adjust-
ments to meet the specific needs of the user, independent 
of manual skill.

	● Visual assistance. Prior to attempting to grasp the cube, 
visual cues indicate whether it is within the delimited 
workspace based on the user’s ROM. Cubes appear in 
red if they are outside this area and green if they are 
within it (Fig. 8c).

	● Target surface placement. The target surface where the 
cube should be deposited is positioned centrally to the 
user and close to their trunk, ensuring ergonomic place-
ment that minimizes strain (Fig. 8d).

	● Audiovisual aid for release. When a cube remains on 
the target surface during 1.5  s, indicating it should be 
released, a sound is emitted, the cube disappears and 
particle effects are displayed to indicate the status of the 
grasp release (Fig. 8e).

5.2  Test configuration and quantitative metrics

The evaluation is performed in a virtual environment in 
which three different configurations are shown to test the 
effectiveness of the calibration, automatic detection and 
adjustment algorithms under different conditions: fixed con-
figuration, standard configuration of a healthy participant 
and automatic configuration.

The fixed configuration consists of placing the cubes in 
a fixed, standard layout regardless of the individual’s ROM 
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measure of participant engagement and interaction with the 
environment.

Regardless of whether the task has been completed, the 
Temporal Efficiency evaluates the time efficiency of task 
execution. It is defined as the total time taken until the last 
block is moved divided by Nmoved.

Temporal Efficiency = Ttotal

Nmoved

Where Ttotal is the total time from the start of the task to the 
movement of the last block to the destination position.
These metrics, together with a qualitative evaluation, allow 
the effectiveness of the VR immersive environment for 
rehabilitation to be assessed. In particular, focusing on both 
the effectiveness of the calibration and the adaptability of 
the environment to meet the specific needs of the user.

5.3  Experimental procedure

The experimental study was conducted entirely at the 
HNPT, in 5 experimental sessions with a total of 24 partici-
pants (some moments of the experimentation can be seen 
at https://youtu.be/RK2OOUt5aOw, where the participants 
shown in the video are part of the group of SCI participants 
who carried out the experimentation at the HNPT). Of these, 
14 participants had SCI of varying severity and were at dif-
ferent stages of their functional recovery. The remaining 
group consisted of 10 healthy subjects, all of them were 
HNPT staff, including biomedical engineers, rehabilitation 
specialists, physiotherapists and occupational therapists.

Participants ranged in age from 14 to 54 years, with an 
average age of 32.54 ± 12.27 years. Heights ranged from 
153 cm to 187 cm, with an average height of 174.71 ± 8.61 
cm. The group of patients predominantly included individu-
als with injuries between C5 and C7 levels with neurologi-
cal classification by means of AIS (ASIA Impairment Scale) 
between A-D.

Importantly, the tests were conducted under expert super-
vision, ensuring that participants did not perform unwanted 
compensatory movements, trunk movements or overexer-
tion that could compromise their safety. All participants 
performed the test while seated, utilizing the Meta Quest 
2 headset. Healthy participants completed the tests seated 
in conventional chairs, while patients performed the tests 
in their own wheelchairs. Prior to executing the scenarios 
related to calibration and the automatic adjustment of ele-
ments, the HMD was recentered to ensure accurate place-
ment of virtual elements relative to the calibrated floor 
level. Also, each participant was individually instructed on 
how to execute it to avoid errors and biases.

of these quadrants depends on the object’s coordinates x 
and y, relative to the participant. The center is defined by 
the x coordinate of the participant at the moment of execu-
tion (PCurrentHMD), and the y coordinate is given by the 
height (HLimit). This ensures that the spatial relationship is 
maintained considering the participant’s position and height 
limits.

ϕ(p) =




Q1 if x ≥ PCurrentHMD.x and y ≥ HLimit
Q2 if x < PCurrentHMD.x and y ≥ HLimit
Q3 if x ≥ PCurrentHMD.x and y < HLimit
Q4 if x < PCurrentHMD.x and y < HLimit

The metrics employed to assess adaptation and interaction 
within the VR environment not only measure the displace-
ment and adjustment of objects but also focus on task per-
formance outcomes.
First, determine whether the task has been successfully 
completed in all three configurations (Task Completion). 
Also, it is necessary to measure whether the set task has 
been successfully completed or not. With the Number of 
Blocks Moved ( Nmoved) counts the total number of blocks 
that participants have attempted to move, providing a 

Table 1  Blocks moved and time taken to move the blocks in standard 
and automatic configurations for each participant (P: SCI patient, H: 
healthy participant), along with a numerical identifier
ID Blocks moved 

standard
Time blocks 
standard (s)

Blocks moved 
automated

Time 
blocks 
auto-
mated (s)

H1 5 33 5 18
H2 3 19 5 17
H3 5 24 5 16
H4 5 32 5 27
H5 5 34 5 20
H6 5 22 5 17
H7 4 37 5 20
H8 5 36 5 20
H9 5 32 5 17
H10 5 33 5 19
P1 1 12 5 23
P2 5 30 5 19
P3 3 55 5 26
P4 5 59 5 25
P5 2 57 5 16
P6 1 14 5 34
P7 5 30 5 19
P8 4 46 5 31
P9 2 43 5 30
P10 5 33 5 13
P11 0 - 5 19
P12 5 35 5 22
P13 5 23 5 15
P14 5 20 5 16

1 3

   28   Page 18 of 27

https://youtu.be/RK2OOUt5aOw


Virtual Reality           (2025) 29:28 

First, each participant underwent the calibration stage, 
where the optimal execution method was explained to them 
beforehand, and their execution was supervised. The sec-
ond part consisted of testing the virtual environment, where 
the cubes were placed according to the three configurations 
described. Initially, the cubes were placed in a fixed con-
figuration without taking calibration into account. Due to 
the mobility problems of the patients, all cubes were shown 
in red and many of them were far away from the patients’ 
reach. Therefore, this first part only served to check that 
none of the cubes could be reached by the participants and 
none of them were asked to try to reach the cubes, all of 
them being out of their ROM.

For both the second and third co-settings (standard and 
automatic setup), a maximum completion time of 60 sec-
onds was set. If this time elapsed without all the cubes being 
placed in their destination, the test was terminated. For the 
second scenario (fixed configuration), since the ROM of a 
healthy subject was taken into account, participants were 
asked to reach only for those cubes that did not require 
excessive effort or trunk compensations. Those they could 
not reach were instructed to let the time pass. Based on the 
therapists’ recommendations, a 5-minute rest period was 
provided between the two trials to eliminate any potential 
influence of fatigue that could affect the results.

5.4  Quantitative results

The evaluation reveals significant differences in perfor-
mance between the three configurations: fixed configura-
tion, standard configuration, and automatic configuration. 

Table 2  Positions in virtual space for fixed and standard configurations
Block Fixed position (x, y, z) (p) Standard position (x, y, z)
1 (−0.57, 1.0900, 0.9100) (−0.4998, 0.9384, 0.4320)
2 (0.9900, 0.9800, 0.2000) (0.3992, 0.9338, 0.2000)
3 (0.4500, 0.1500, 0.5000) (0.3359, 0.7891, 0.3527)
4 (0.5700, 1.3100, 0.7100) (0.3330, 0.9780, 0.3967)
5 (−0.9680, 0.2700, 0.2000) (−0.5403, 0.7891, 0.1053)

Table 3  Average Euclidean distances measured in meters, standard 
deviations, and t-statistics
Comparison Healthy (Avg ± SD) Patient (Avg ± SD)
Fixed-automatic 0.4665 ± 0.1144 0.4972 ± 0.1551
Standard-automatic 0.1378 ± 0.0587 0.1721 ± 0.1057

Fig. 11  Comparison of Euclidean distances across configurations. Dis-
tances are categorized by participant type (Healthy ’H’ vs. Patient ’P’)

 

Fig. 10  Temporal efficiency measured as 
the average time per block in seconds for 
both standard and automated configura-
tions, categorized by participant type 
(overall, healthy ans patient)
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patients. Specifically, healthy participants had a success rate 
of 80.0%, while patients had a lower success rate of 50.0%. 
Lastly, the automated mode demonstrated clear superiority, 
with all participants, both patients and healthy, successfully 
completing the task of picking up the 5 cubes and placing 
them in the central point, achieving a 100% success rate.

Number of blocks moved The automatic configuration 
showed that all participants managed to move the maximum 
number of blocks (5 blocks) within the allotted time. This 
contrasts with the standard mode, where the average num-
ber of blocks moved was significantly lower, with a mean of 
3.958 for all participants, 4.7 for healthy participants, and 

The results are presented in Table 1 and the key findings are 
as follows:

Task completion As previously indicated, participants 
were not asked to attempt to reach the blocks in the fixed 
configuration, as it required undesired compensations and 
overexertions, resulting in a 0% success rate. It is impor-
tant to note that none of the participants reached the maxi-
mum time limit of 60 s for completing the task. Therefore, 
for those who did not finish, it was due to an inability to 
access the 5 blocks and not due to a lack of time. In the 
standard configuration, the success rate was 62.5% overall, 
with notable differences between healthy participants and 

Fig. 13  Displacement of the 5 
blocks from the position set by the 
fixed configuration to the position 
defined by the automatic configu-
ration. The values of HLimit and 
PCurrentHMD for the 24 partici-
pants are shown as dashed lines on 
the X and Y axes

 

Fig. 12  Quadrant distribution (ϕ) of virtual objects. (a) original position ϕ(PVO); (b) new position ϕ(NPVO) after applying the automatic adjust-
ment algorithm. NPVO are relocated from quadrants Q3 and Q4 to Q1 and Q4 due to the HLimit
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individualized configurations improve accessibility, task 
performance, and overall rehabilitation efficacy.

To quantify the displacement of blocks in three-dimen-
sional space as a function of the configuration, the Euclid-
ean distance (measured in meters) was used to calculate the 
displacement from the fixed configuration to the automatic 
configuration and from the standard configuration to the 
automatic configuration (Fig.  11). It is important to note 
that both the fixed and standard positions are constant for 
all participants (Fig. 2), while the automatic position varies 
depending on the calibration data adapted to each partici-
pant’s ROM.

Results displayed in Table 3 show that the average Euclid-
ean distances for healthy participants were consistently 
lower than those for patients in all comparisons, indicating a 
closer alignment with the positions for healthy participants. 
The standard deviations were also lower for healthy partici-
pants, suggesting less variability in their movements.

For the fixed-automatic comparison, the average Euclid-
ean distances measured were 0.4665 ± 0.1144 meters for 
healthy participants and 0.4972 ± 0.1551 meters for SCI 
patients. This suggests that healthy participants were more 
consistently close to the target positions, possibly indicating 
that these positions are better aligned with the ROM typical 
of healthy individuals. A t-test was conducted to assess the 
statistical significance of these differences, yielding a t-sta-
tistic of −1.175 and a p value of 0.242. These results indi-
cate that the differences were not statistically significant, 
suggesting that the displacement from the fixed to the auto-
matic configuration is similar for both healthy participants 
and patients. Consequently, the fixed configuration appears 
to be equally challenging or inaccessible for both groups.

However, the most relevant data come from the standard-
automatic comparison. In this case, the mean Euclidean 
distances were 0.1378 for healthy participants and 0.1721 
for patients, with standard deviations of 0.0587 and 0.1057, 
respectively. The t-test yielded a t-statistic of −2.063 and a 
p value of 0.041, indicating a statistically significant differ-
ence between the two groups. These results strongly support 
the hypothesis and underline the critical need for individu-
alized calibration, especially for SCI patients, to ensure an 
appropriate virtual space for their ROM. Although the stan-
dard configuration fits more closely to the PPS of healthy 
participants, this suggests that their ROM is more consistent 
and predictable. However, the longer distances for patients 
highlight that their motor limitations make it difficult to 
access the blocks in the standard configuration. Therefore, 
the standard configuration, designed to be accessible to 
most people, is not well aligned with the patients’ ROM, as 
indicated by the Euclidean distances between the standard 
and automatic positions.

3.428 for patients. The T-test to compare differences in the 
number of blocks moved between healthy individuals and 
patients in the standard configuration revealed a T-statistic 
of 2.047 and a p value of 0.053, indicating a trend towards 
a significant difference that does not meet the conventional 
threshold for statistical significance.

Temporal efficiency The automated setup resulted in a 
marked improvement in temporal efficiency for all partici-
pants (see Fig. 10). Specifically, patients experienced a sig-
nificant reduction in the time required per block. In standard 
mode, the average time per block was 7.99 seconds for all 
participants, 6.43 seconds for healthy participants, and 9.52 
seconds for patients. With the automated configuration, this 
time was reduced to 4.16 seconds overall, 3.82 seconds for 
healthy participants, and 4.40 seconds for patients. This 
reduction represents a decrease of 47.94% in the average 
time for all participants, 40.59% for healthy participants, 
and 53.78% for patients.

The analysis reinforces the hypothesis that personalized 
adaptation of virtual environments is essential for effective 
rehabilitation, particularly for patients with SCI. A non-
adapted environment (fixed configuration) can be entirely 
inaccessible or require excessive efforts and movements that 
may harm the user. Even considering the PPS of an average-
height user (standard configuration), the results show that 
this is not sufficient adaptation for either patients or healthy 
subjects. The adaptation is even more crucial for patients, as 
they cannot achieve satisfactory rehabilitation if the virtual 
environment does not meet their needs. The conducted test 
reveals that calibration, automatic detection, and adjustment 
algorithms ensure that elements within the environment 
are fully accessible while minimizing times and ensuring 
task completion. These results validate the hypothesis that 

Fig. 14  Mean ratings of the questionnaire responses comparing healthy 
participants and SCI patients: Item 4 (calibration complexity), Item 5 
(calibration adequacy), Item 6 (standard configuration complexity), 
and Item 7 (automatic configuration complexity)
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participants rated the complexity with a mean of 1.25 
(SD = 0.46), while patients gave a mean rating of 1.31 
(SD = 0.48).

For the calibration adjustment (Item 5), participants rated 
how well the calibration adapted to their reach limits. The 
overall mean rating was 4.67 with a standard deviation of 
0.76, suggesting that the system was perceived as highly 
effective. Healthy participants provided a perfect mean rat-
ing of 5.00 (SD = 0.00), whereas patients rated it slightly 
lower, with a mean of 4.50 (SD = 0.89).

Regarding the difficulty of accessing the blocks using 
the standard configuration (Item 6), the overall mean rat-
ing was 2.92, with a standard deviation of 1.32, indicating 
a moderate difficulty level. Healthy participants had a mean 
rating of 3.25 (SD = 1.28), while patients rated it at 2.75 
(SD = 1.34). This difference suggests that healthy partici-
pants, who were also specialists in rehabilitation, perceived 
the standard configuration as less accessible. This is likely 
because these professionals are more precise and critical 
about the movements required, being aware of the impor-
tance of avoiding overexertion.

Finally, for the difficulty of accessing the blocks using 
the automatic configuration (Item 7), the overall mean rat-
ing was 1.12 with a standard deviation of 0.45, indicating a 
very low difficulty level. Healthy participants rated it at 1.00 
(SD = 0.00), while patients gave it a slightly higher rating 
of 1.19 (SD = 0.54).

To provide a visual representation of the qualitative data, 
the mean ratings for each aspect are depicted in Fig.  14. 
This bar graph shows the differences in perceived complex-
ity and difficulty between patients and healthy participants 
across the three evaluated aspects.

These results, which are visually represented in Fig. 14, 
show the positive assessment of both the calibration and the 
automatic adjustment process. The perception of the partici-
pants is crucial for the success of the system, as its comfort 
and ease of use directly influence the effectiveness of the 
rehabilitation exercises. In particular, the results on the com-
plexity of reaching the blocks in the automatic setting, very 
close to 1, highlight the acceptance and appropriateness of 
the calibrated space and the fitting algorithm. This low com-
plexity rating underlines the effectiveness of the system in 
providing an accessible and user-friendly environment for 
both patients and healthy participants. These results support 
the hypothesis, confirming that individualized calibration 
improves accessibility and task efficiency, especially for 
SCI patients. The high adequacy and low complexity rat-
ings validate the importance of personalized configurations 
in VR rehabilitation.

In addition, of particular importance is the inclusion of 
expert healthy participants, who evaluate the systems in 

Following the adequacy of the positioning while main-
taining the spatial reference, the Quadrant Distribution 
ensures that the adjusted positions (NPVO) of the virtual 
objects remain within the correct spatial configuration. The 
displacement of the 5 blocks from the position set by the 
fixed configuration can be seen in Fig. 13. For the analysis 
of the data, it is important to note that, due to the use of the 
height constraint, objects located in the automatic configu-
ration quadrants Q3 and Q4 must be relocated to Q1 and 
Q2 (Fig. 12. After analyzing the data, it was confirmed that 
the automatic adjustment preserved the spatial arrangement 
within each quadrant. This consistency is evident in the data 
presented in Table 4.

The results show that the automatic adjustment of objects 
based on each participant’s ROM and workspace configura-
tion preserves spatial localisation. This ensures that items 
remain accessible and correctly placed within reach of the 
user, underscoring the effectiveness of the automatic adjust-
ment algorithm in maintaining spatial organisation and 
improving accessibility for all users, particularly those with 
mobility impairments.

5.5  Qualitative results

To complement the results, a specific questionnaire focused 
on participants’ perceptions of the complexity of the calibra-
tion system and its subsequent use for adjusting elements 
in the virtual space. The first three items collected data on 
the participants’ age (Item 1), height in cm (Item 2), and a 
unique identifier to preserve anonymity (Item 3). Item 4 and 
item 5 are questions associated with the calibration process:

	● Item 4: did you find the automatic calibration system 
complex? (5-point Likert scale where 1 means “Not at 
all complex” and 5 means “Very complex”).

	● Item 5: after calibration, do you think the work area 
defined by the three ovals adequately fits the actual 
reach limits of your hands? ( 5-point Likert scal where 
1 means "Not at all" and 5 means “Completely”)Item 6 
and item 7 are questions that address the difficulty of ac-
cessing the blocks with standard and automatic settings, 
both using a 5-point Likert scale where 1 means “Not at 
all complex” and 5 means “Very complex”:

	● Item 6: in the test after calibration, did you find it complex 
to access the blocks using the standard configuration?

	● Item 7: in the test after calibration, did you find it 
complex to access the blocks using the automatic 
configuration?The complexity of the calibration pro-
cess (Item 4) was evaluated with a mean rating of 1.29 
and a standard deviation of 0.46, indicating a very low 
perceived complexity overall. Specifically, healthy 
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support SCI patients due to their unique movement asym-
metries and capabilities.

Quantitative and qualitative analyses further reveal that 
these personalized adjustments lead to higher task com-
pletion rates and reduce the time required per interaction, 
streamlining rehabilitation exercises and contributing to 
the prevention of compensations, overexertion, and inju-
ries. The effectiveness of adaptive adjustments underscores 
the importance of calibration tailored to each patient’s 
motor abilities, as hypothesized, highlighting their poten-
tial for creating safer and more accessible rehabilitation 
environments.

Future work will extend the application of these algo-
rithms to broader clinical settings and explore their potential 
across diverse rehabilitation scenarios. Further research will 
focus on long-term impacts on functional recovery, aiming 
to refine and expand the system’s applicability to enhance 
patient-centered rehabilitation outcomes.

Appendix 1: Data results

See Table 4.

more detail, from a more technical point of view, in terms 
of the appropriate movements for successful rehabilitation. 
These experts help ensure that the system avoids overex-
tension and compensatory movements by defining the PPS 
more precisely. Their detailed assessments contribute sig-
nificantly to refining the system, ensuring that it meets the 
standards necessary for effective and safe rehabilitation.

6  Conclusions

This study addresses the adaptation of virtual environ-
ments for upper limb rehabilitation, specifically tailored 
to patients with spinal cord injuries (SCI). In line with the 
main hypothesis, which suggests that dynamically adjusted 
virtual objects within a personalized 3D space calibrated to 
each patient’s specific range of motion (ROM) will enhance 
task performance and safety, the system integrates auto-
matic calibration and spatial adjustment algorithms to main-
tain interactive objects within the Peripersonal Space (PPS). 
The findings confirm that individualized configurations sig-
nificantly improve task performance and efficiency, demon-
strating that standard configurations-despite approximating 
the average ROM of a healthy individual-do not adequately 

ID Block HLimit PCurrentHMD (x) Automatic position NPVO ϕ(p) ϕ(NPVO)
P1 1 0.7891 −0.0297 (−0.4998, 0.9384, 0.4320) Q2 Q2
P1 2 0.7891 −0.0297 (0.3992, 0.9338, 0.2000) Q1 Q1
P1 3 0.7891 −0.0297 (0.3359, 0.7891, 0.3527) Q3 Q1
P1 4 0.7891 −0.0297 (0.3330, 0.9780, 0.3967) Q1 Q1
P1 5 0.7891 −0.0297 (−0.5403, 0.7891, 0.1053) Q4 Q2
P2 1 0.6377 0.0325 (−0.5700, 1.0656, 0.5215) Q2 Q2
P2 2 0.6377 0.0325 (0.6408, 0.9800, 0.1025) Q1 Q1
P2 3 0.6377 0.0325 (0.4110, 0.6377, 0.3804) Q3 Q1
P2 4 0.6377 0.0325 (0.5700, 1.2110, 0.4807) Q1 Q1
P2 5 0.6377 0.0325 (−0.6696, 0.6377, 0.1089) Q4 Q2
P3 1 0.8597 −0.0264 (−0.5700, 1.0581, 0.3260) Q2 Q2
P3 2 0.8597 −0.0264 (0.6690, 0.9800, 0.1151) Q1 Q1
P3 3 0.8597 −0.0264 (0.4260, 0.8597, 0.4268) Q3 Q1
P3 4 0.8597 −0.0264 (0.5700, 1.2143, 0.2731) Q1 Q1
P3 5 0.8597 −0.0264 (−0.7631, 0.8597, 0.1172) Q4 Q2
P4 1 0.7242 −0.0617 (−0.5700, 1.0810, 0.3799) Q2 Q2
P4 2 0.7242 −0.0617 (0.6673, 0.9800, 0.0888) Q1 Q1
P4 3 0.7242 −0.0617 (0.4347, 0.7242, 0.3319) Q3 Q1
P4 4 0.7242 −0.0617 (0.5700, 1.2299, 0.3534) Q1 Q1
P4 5 0.7242 −0.0617 (−0.6569, 0.7242, 0.0819) Q4 Q2
P5 1 0.5861 −0.0094 (−0.4566, 1.0027, 0.5693) Q2 Q2
P5 2 0.5861 −0.0094 (0.6908, 0.9618, 0.2000) Q1 Q1
P5 3 0.5861 −0.0094 (0.4531, 0.5861, 0.4550) Q3 Q1
P5 4 0.5861 −0.0094 (0.5604, 1.1609, 0.5190) Q1 Q1
P5 5 0.5861 −0.0094 (−0.5698, 0.5861, 0.1015) Q4 Q2

Table 4  Quadrants corresponding to each of the five blocks in fixed configuration (ϕ(NPVO)) and automatic configuration. (ϕ(NPVO)). The 
table provides detailed information about the position of the relocated blocks NPVO, the height restriction position (HLimit) and the x position of 
the HMD at the moment of executing the adjustment (PCurrentHMD) for each participant
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ID Block HLimit PCurrentHMD (x) Automatic position NPVO ϕ(p) ϕ(NPVO)
P6 1 0.8656 −0.0156 (−0.5488, 0.9969, 0.4763) Q2 Q2
P6 2 0.8656 −0.0156 (0.6522, 0.9800, 0.1525) Q1 Q1
P6 3 0.8656 −0.0156 (0.4119, 0.8656, 0.5018) Q3 Q1
P6 4 0.8656 −0.0156 (0.5700, 1.1887, 0.4585) Q1 Q1
P6 5 0.8656 −0.0156 (−0.5393, 0.8656, 0.1088) Q4 Q2
P7 1 0.8511 0.0401 (−0.4482, 0.9498, 0.3110) Q2 Q2
P7 2 0.8511 0.0401 (0.6541, 0.9676, 0.2000) Q1 Q1
P7 3 0.8511 0.0401 (0.3987, 0.8511, 0.3318) Q3 Q1
P7 4 0.8511 0.0401 (0.5334, 1.1274, 0.2967) Q1 Q1
P7 5 0.8511 0.0401 (−0.4593, 0.8511, 0.0846) Q4 Q2
P8 1 0.7874 0.0204 (−0.5700, 0.9657, 0.4114) Q2 Q2
P8 2 0.7874 0.0204 (0.2924, 0.7874, 0.2000) Q1 Q1
P8 3 0.7874 0.0204 (0.2591, 0.8347, 0.2571) Q3 Q1
P8 4 0.7874 0.0204 (0.2034, 0.9770, 0.4084) Q1 Q1
P8 5 0.7874 0.0204 (−0.5944, 0.8347, 0.1101) Q4 Q2
P9 1 0.8263 −0.0157 (−0.5700, 1.0759, 0.4061) Q2 Q2
P9 2 0.8263 −0.0157 (0.6515, 0.9800, 0.1021) Q1 Q1
P9 3 0.8263 −0.0157 (0.4069, 0.8263, 0.3703) Q3 Q1
P9 4 0.8263 −0.0157 (0.6131, 1.1600, 0.4035) Q1 Q1
P9 5 0.8263 −0.0157 (−0.6794, 0.8263, 0.1072) Q4 Q2
P10 1 0.5861 0.1044 (−0.4566, 1.0027, 0.5693) Q2 Q2
P10 2 0.5861 0.1044 (0.6908, 0.9618, 0.2000) Q1 Q1
P10 3 0.5861 0.1044 (0.4531, 0.5861, 0.4550) Q3 Q1
P10 4 0.5861 0.1044 (0.5604, 1.1609, 0.5190) Q1 Q1
P10 5 0.5861 0.1044 (−0.5698, 0.5861, 0.1015) Q4 Q2
P11 1 0.9409 −0.0113 (−0.5700, 1.0803, 0.3834) Q2 Q2
P11 2 0.9409 −0.0113 (0.6142, 0.9800, 0.1182) Q1 Q1
P11 3 0.9409 −0.0113 (0.3901, 0.9409, 0.4263) Q3 Q1
P11 4 0.9409 −0.0113 (0.5700, 1.2040, 0.3805) Q1 Q1
P11 5 0.9409 −0.0113 (−0.5126, 0.9409, 0.0957) Q4 Q2
P12 1 0.6377 0.0048 (−0.5700, 1.0656, 0.5215) Q2 Q2
P12 2 0.6377 0.0048 (0.6408, 0.9800, 0.1025) Q1 Q1
P12 3 0.6377 0.0048 (0.4110, 0.6377, 0.3804) Q3 Q1
P12 4 0.6377 0.0048 (0.5700, 1.2110, 0.4807) Q1 Q1
P12 5 0.6377 0.0048 (−0.6696, 0.6377, 0.1089) Q4 Q2
P13 1 0.6309 −0.0292 (−0.5700, 1.0272, 0.5745) Q2 Q2
P13 2 0.6309 −0.0292 (0.5864, 0.9429, 0.2000) Q1 Q1
P13 3 0.6309 −0.0292 (0.4008, 0.6309, 0.5314) Q3 Q1
P13 4 0.6309 −0.0292 (0.4746, 1.0276, 0.6200) Q1 Q1
P13 5 0.6309 −0.0292 (−0.6341, 0.6309, 0.1445) Q4 Q2
P14 1 0.6025 −0.0207 (−0.4472, 1.0059, 0.4075) Q2 Q2
P14 2 0.6025 −0.0207 (0.7153, 0.9661, 0.2000) Q1 Q1
P14 3 0.6025 −0.0207 (0.4014, 0.6025, 0.3891) Q3 Q1
P14 4 0.6025 −0.0207 (0.5809, 1.1686, 0.3711) Q1 Q1
P14 5 0.6025 −0.0207 (−0.4212, 0.6025, 0.0861) Q4 Q2
H1 1 0.7201 −0.0284 (−0.5700, 1.0383, 0.3840) Q2 Q2
H1 2 0.7201 −0.0284 (0.6049, 0.9622, 0.2000) Q1 Q1
H1 3 0.7201 −0.0284 (0.4034, 0.7201, 0.3947) Q3 Q1
H1 4 0.7201 −0.0284 (0.4991, 1.0809, 0.3781) Q1 Q1
H1 5 0.7201 −0.0284 (−0.6233, 0.7201, 0.1105) Q4 Q2
H2 1 0.7358 −0.0175 (−0.5700, 1.0559, 0.4661) Q2 Q2
H2 2 0.7358 −0.0175 (0.7259, 0.9800, 0.1001) Q1 Q1
H2 3 0.7358 −0.0175 (0.4679, 0.7358, 0.3742) Q3 Q1
H2 4 0.7358 −0.0175 (0.5700, 1.2048, 0.4232) Q1 Q1
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ID Block HLimit PCurrentHMD (x) Automatic position NPVO ϕ(p) ϕ(NPVO)
H2 5 0.7358 −0.0175 (−0.6354, 0.7358, 0.1068) Q4 Q2
H3 1 0.6748 0.0146 (−0.4837, 1.0231, 0.5587) Q2 Q2
H3 2 0.6748 0.0146 (0.5459, 0.9671, 0.2000) Q1 Q1
H3 3 0.6748 0.0146 (0.3295, 0.6748, 0.3686) Q3 Q1
H3 4 0.6748 0.0146 (0.5658, 1.1505, 0.5249) Q1 Q1
H3 5 0.6748 0.0146 (−0.6076, 0.6748, 0.1152) Q4 Q2
H4 1 0.6353 −0.0176 (−0.5700, 1.0326, 0.4262) Q2 Q2
H4 2 0.6353 −0.0176 (0.7266, 0.9645, 0.2000) Q1 Q1
H4 3 0.6353 −0.0176 (0.4291, 0.6353, 0.4099) Q3 Q1
H4 4 0.6353 −0.0176 (0.5763, 1.1411, 0.4133) Q1 Q1
H4 5 0.6353 −0.0176 (−0.6953, 0.6353, 0.1131) Q4 Q2
H5 1 0.7425 −0.0050 (−0.5699, 1.0297, 0.4401) Q2 Q2
H5 2 0.7425 −0.0050 (0.7207, 0.9712, 0.2000) Q1 Q1
H5 3 0.7425 −0.0050 (0.4435, 0.7425, 0.3352) Q3 Q1
H5 4 0.7425 −0.0050 (0.4590, 1.1393, 0.4156) Q1 Q1
H5 5 0.7425 −0.0050 (−0.5817, 0.7425, 0.0961) Q4 Q2
H6 1 0.7142 −0.0135 (−0.5700, 1.0165, 0.4485) Q2 Q2
H6 2 0.7142 −0.0135 (0.5309, 0.9326, 0.2000) Q1 Q1
H6 3 0.7142 −0.0135 (0.3745, 0.7142, 0.3994) Q3 Q1
H6 4 0.7142 −0.0135 (0.4258, 1.0451, 0.4191) Q1 Q1
H6 5 0.7142 −0.0135 (−0.6251, 0.7142, 0.1110) Q4 Q2
H7 1 0.7201 0.0046 (−0.5700, 1.0383, 0.3840) Q2 Q2
H7 2 0.7201 0.0046 (0.6049, 0.9622, 0.2000) Q1 Q1
H7 3 0.7201 0.0046 (0.4034, 0.7201, 0.3947) Q3 Q1
H7 4 0.7201 0.0046 (0.4991, 1.0809, 0.3781) Q1 Q1
H7 5 0.7201 0.0046 (−0.6233, 0.7201, 0.1105) Q4 Q2
H8 1 0.7852 0.0140 (−0.5700, 1.0316, 0.5137) Q2 Q2
H8 2 0.7852 0.0140 (0.5783, 0.9676, 0.2000) Q1 Q1
H8 3 0.7852 0.0140 (0.3942, 0.7852, 0.3432) Q3 Q1
H8 4 0.7852 0.0140 (0.3990, 1.1072, 0.4955) Q1 Q1
H8 5 0.7852 0.0140 (−0.5798, 0.7852, 0.0930) Q4 Q2
H9 1 0.7420 −0.0210 (−0.5700, 1.0476, 0.4364) Q2 Q2
H9 2 0.7420 −0.0210 (0.6338, 0.9800, 0.1115) Q1 Q1
H9 3 0.7420 −0.0210 (0.3977, 0.7420, 0.3973) Q3 Q1
H9 4 0.7420 −0.0210 (0.5700, 1.2164, 0.4327) Q1 Q1
H9 5 0.7420 −0.0210 (−0.6428, 0.7420, 0.0999) Q4 Q2
H10 1 0.7296 −0.0776 (−0.4333, 1.0629, 0.4140) Q2 Q2
H10 2 0.7296 −0.0776 (0.6543, 0.9800, 0.0926) Q1 Q1
H10 3 0.7296 −0.0776 (0.4140, 0.7296, 0.3411) Q3 Q1
H10 4 0.7296 −0.0776 (0.5700, 1.2150, 0.3887) Q1 Q1
H10 5 0.7296 −0.0776 (−0.7318, 0.7296, 0.1058) Q4 Q2
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