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A B S T R A C T 

We report a new, reliable determination of the cyano radical (CN) excitation temperature of diffuse molecular clouds in the Milky 

Way, based on ultrahigh spectral resolution observations. Our determination is based on CN B 

2 � 

+ − X 

2 � 

+ (0, 0) vibronic band 

absorption spectra seen along the lines of sight to eight bright Galactic stars. Our analysis is conducted blind, and we account 
for multiple sources of systematic uncertainty. Like previous studies, our excitation temperature measures exhibit an intrinsic 
scatter that exceeds the quoted uncertainties. Accounting for this scatter, we derive a 3 per cent determination of the typical 
CN excitation temperature, T 01 = 2 . 769 

+ 0 . 084 
−0 . 072 K , which is consistent with the direct determination of the cosmic microwave 

background (CMB) temperature. We also perform a single joint fit to all sightlines simultaneously, and find that our data can be 
fit with an excitation temperature T 01 = 2 . 725 ± 0 . 015 K – a 0.55 per cent measure that is consistent with the CMB temperature. 
We propose a future observational strategy to reduce systematic uncertainties and firmly test the limitations of using CN as a 
CMB thermometer. 

Key words: molecular data – ISM: molecules – cosmological parameters – cosmology: observations. 
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 I N T RO D U C T I O N  

he serendipitous disco v ery of the cosmic microwav e background
CMB) by Penzias & Wilson ( 1965 ), and the subsequent demon-
tration that this background is almost a pure blackbody (Gush,
alpern & Wishnow 1990 ; Mather et al. 1990 ), were two important
isco v eries that set the stage for the hot big bang cosmological
odel. Since these early works, the CMB has been observed by
ultiple experiments that have helped to refine the details of our

osmological model. For the most part, these experiments have
ocused on measuring the angular power spectrum of fluctuations
hat reflect the density inhomogeneities during photon decoupling.
he temperature fluctuations that we record today are measured

elative to the present-day CMB temperature, which is one of the best-
easured cosmological quantities. The currently accepted value of

he CMB temperature, T CMB , 0 = 2 . 7260 ± 0 . 0013 K (i.e. a precision
f ∼ 0 . 05 per cent), is based only on the Far-Infrared Absolute Spec-
rophotometer experiment, recalibrated to the Wilkinson Microwave
nisotropy Probe data (Fixsen 2009 ). 
The temperature of the CMB can also be inferred from the relative

opulations of the lowest rotational states of some molecular species
hat reside in the diffuse molecular medium of galaxies. In fact, the
MB was first detected by McKellar ( 1941 , see also, Adams 1941 )
sing this technique. Even though the meaning of the estimated
 E-mail: ryan.j.cooke@durham.ac.uk 
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Commons Attribution License ( https:// creativecommons.org/ licenses/ by/ 4.0/ ), whi
xcitation temperature was not fully appreciated at the time, the
MB temperature inferred by McKellar ( 1941 ) was more accurate

han the direct measurement by Penzias & Wilson ( 1965 ). The best
olecular CMB thermometer is the cyano radical (CN), which has an

nergy difference of ∼ 4 . 69 × 10 −4 eV ( ≡ 2 . 6414 mm) between the
wo lowest rotational levels of CN; this wavelength is near the peak of
he CMB blackbody curve ( λpeak � 1 . 06 mm ). The first rotationally
xcited state of CN is therefore largely dominated by the absorption
f 2.6414 mm CMB photons. 
Strictly speaking, the excitation temperature provides an upper

imit on the CMB temperature, since local sources can also contribute
o the excitation of CN, particularly electron impacts (Thaddeus
972 ; Black & van Dishoeck 1991 ). In principle, the local excitation
ontribution to the observed level populations can be estimated
mpirically by observing 2.6414 mm emission along the line of sight
Penzias, Jefferts & Wilson 1972 ; Crane et al. 1989 ; Palazzi et al.
990 ; Palazzi, Mandolesi & Crane 1992 ; Roth, Meyer & Hawkins
993 ). This correction is primarily affected by the uniformity of the
mission; if the source of CN emission does not uniformly fill the
ntenna beam, the local source correction would be underestimated.
urrent data indicate that local sources may contribute to CN
xcitation at the level of 0 . 01 −0 . 1 K, depending on the source.
lso note that there are no physical processes that can drive the CN

evel populations to an excitation temperature that is below the CMB
emperature. Therefore, sightlines with a CN excitation temperature
elow the CMB temperature are likely affected by systematic
iases. 
© 2024 The Author(s). 
ty. This is an Open Access article distributed under the terms of the Creative 
ch permits unrestricted reuse, distribution, and reproduction in any medium, 

provided the original work is properly cited. 
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Despite the possibility that some sightlines might experience some 
eating due to local excitation, interstellar CN absorption offers a 
ighly complementary probe of the CMB temperature beyond the 
ocal environment of Earth. Around the time of the Cosmic Back- 
round Explorer mission (Mather et al. 1990 ), the CMB temperatures 
nferred by CN excitation had a typical precision of ∼ 1 . 5 per cent
 ≡ �T � 0 . 04 K; Meyer & Jura 1985 ; Kaiser & Wright 1990 ;
oth & Meyer 1995 ). These measures are still in excellent agreement
ith the currently accepted CMB temperature reported by Fixsen 

 2009 ). On the other hand, a single high-precision measurement 
f the CN excitation temperature along the line of sight to ζ Oph
 T ex � 2 . 796 + 0 . 014 

−0 . 039 K; Crane et al. 1989 ) is slightly ele v ated relati ve
o the CMB. Based on a sample of 34 CN absorbers, Palazzi et al.
 1992 ) reported a weighted mean value of T ex � 2 . 817 ± 0 . 022 K,
hich is in good agreement with the CN absorber towards ζ Oph. 
oth of these values are modestly higher than the values reported 
y other authors, indicating an excess of 0.091 K above the Fixsen
 2009 ) result. Some of this discrepancy could be explained by the
ulticomponent structure of the CN absorber towards ζ Oph, which 

nly became apparent with data of especially high spectral resolution 
 R > 600 000; Lambert, Sheffer & Crane 1990 ; Crawford et al.
994 ). This highlighted the importance of using only the highest 
uality data – both in terms of spectral resolution and signal-to-noise 
atio (S/N) – when determining the excitation temperature of CN 

bsorbers. 
Using a sample of 13 sightlines, Ritchey, Federman & Lambert 

 2011 ) analysed data of extremely high S/N ( � 1 000) and spectral
esolution ( R ∼ 100 000 −200 000). Based on these data, Ritchey
t al. ( 2011 ) reported a weighted average excitation temperature of
 ex � 2 . 754 ± 0 . 002 K, which exceeds the CMB temperature by

0 . 035 K. Słyk et al. ( 2008 ) reported CN excitation temperatures
long 73 sightlines based on data of S / N = 80 −200 and somewhat
ower spectral resolution ( R � 120 000). These authors reported a

uch larger 0.58 K average excess over the CMB temperature. The 
ignificant difference between these two results can be attributed 
o the adopted Doppler parameter of the absorption lines. Słyk 
t al. ( 2008 ) assumed a Doppler parameter b = 1 km s −1 for all
bsorbers, which is systematically higher than that found by other 
tudies. Since the strongest CN line is often saturated for the 
trongest CN absorbers, an o v erestimated Doppler parameter leads 
o an underestimated column density and therefore an o v erestimated 
xcitation temperature. Similarly, the Palazzi et al. ( 1992 ) Doppler 
arameters are somewhat elevated compared to the Ritchey et al. 
 2011 ) values, and this can explain the difference between the
xcitation temperatures reported by these authors. Furthermore, in 
ome of the aforementioned studies, the intrinsic dispersion among 
he reported excitation temperatures exceeds the quoted errors. This 
uggests that the miscalculated Doppler parameters primarily act as 
n unaccounted for systematic uncertainty. 

The key takeaway from this brief history is that the CN absorption
ines are intrinsically very narrow, and likely unresolved when the 
nstrument resolution R � 200 000, equi v alent to a full width at half-
aximum (FWHM) v elocity, V FWHM 

� 1 . 5 km s −1 . Unresolv ed and
aturated line profiles lead to biased Doppler parameters and hence 
iased column densities. For example, four of the thirteen absorbers 
eported by Ritchey et al. ( 2011 ) exhibit excitation temperatures sig-
ificantly ( > 4 σ ) below the CMB temperature, which they attribute
o biases in the inferred Doppler parameters; Ritchey et al. ( 2011 )
onclude that these four absorbers can be brought into agreement 
ith the CMB temperature if the inferred Doppler parameters were 

ncreased by just 0 . 06 km s −1 . At present, using CN absorbers to infer
he present-day CMB temperature is therefore limited by systematic 
ncertainties in the profile modelling. Nevertheless, the Milky Way 
ightlines disco v ered to date offer the perfect laboratory to study
he limitations of measuring the CMB temperature from the relative 
evel populations of some molecules. 

At present, electronic CN absorption-line systems have been 
dentified in the Milky Way interstellar medium, along several 
ightlines to the Magellanic Clouds (Welty et al. 2006 ), and in
he host galaxies of several nearby superno vae (P atat et al. 2007 ;
ox & Patat 2014 ; Ritchey et al. 2015a ). Given the sensitivity of

he CN-level populations to the CMB temperature, one of the key
oals of future telescope facilities is to detect CN absorption in high-
edshift galaxies in order to determine the redshift evolution of the
MB temperature (Martins et al. 2024 ). Molecular CO absorption 

ines have been identified along the lines of sight through several
igh-redshift galaxies (Srianand et al. 2008 ; Noterdaeme et al. 
011 ; Klimenko et al. 2020 ), allowing the CMB temperature to be
nferred at redshifts 1 < z < 3 with a precision of ∼ 10 per cent.
t z � 1, the only molecular absorption system that has been used

o infer the CMB temperature is toward the gravitationally lensed 
uasar PKS 1830 −211 (Muller et al. 2013 ), yielding a two per cent
etermination of the CMB temperature at z � 0 . 89 based on a multi-
ransition excitation analysis. Recently, a z = 6 . 34 water absorption-
ine system imprinted on the CMB was disco v ered, yielding the
ighest redshift determination of the CMB temperature (Riechers 
t al. 2022 ), albeit with a 1 σ confidence interval spanning ∼ 14 K.
he CMB temperature can also be inferred from inverse Compton 
cattering of CMB photons off hot intracluster gas (Battistelli et al.
002 ). The distortions seen in CMB maps allow the CMB tempera-
ure to be measured at the redshift of the hot gas with high precision
n individual systems ( ∼ 5 per cent; Hurier et al. 2014 ; de Martino
t al. 2015 ; Luzzi et al. 2015 ; Li et al. 2021 ), and now with large
amples ( � 100 systems). Ho we ver, such measures are limited to
 < 1 due to the scarcity of high-redshift clusters. In all environments
ound so far, the CMB temperature does not deviate from the standard
osmological relationship, T CMB ( z) = T CMB , 0 (1 + z), which is based
n the Friedmann–Lema ̂ ıtre–Robertson–Walker metric. Deviations 
rom this simple relationship would indicate new physics beyond the 
tandard Model (see e.g. Martins & Vieira 2024 ), and perhaps the
ost promising approach to precisely pin down this relationship 

n the future is with electronic CN absorption in high-redshift 
alaxies. 

With a view to these future measures of CN absorption, in this
aper, we reassess the potential systematic uncertainties of CN 

bsorption using the highest quality data currently available of 
ilky W ay sightlines. W e assess the precision that can be reached
ith current instrumentation, and discuss the leading systematic 
ncertainties. In Section 2 , we discuss the archi v al data used in
his work, and the approach that we adopted to reduce the data. We
ompile a list of the rele v ant molecular data and summarize the theory
f CN rotational excitation in Section 3 , before outlining our analysis
trategy in Section 4 . In Section 5 , we report a new measurement of
he excitation temperature, and the intrinsic (systematic) scatter of 
he measurements. Finally, we summarize our main conclusions in 
ection 6 . 

 OBSERVATI ONS  A N D  DATA  R E D U C T I O N  

iven the difficulty of accurately measuring Doppler parameters of 
nresolved lines, we restrict our sample to include all CN absorbers
hat have been observed with the highest possible spectral resolution 
 R � 500 000), in addition to all observations of CN absorbers
MNRAS 536, 1980–1999 (2025) 
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ade with the ultrastable high-resolution ESPRESSO 

1 spectrograph
 R � 190 000; Pepe et al. 2021 ) at the Very large Telescope (VLT)
acility. This selection resulted in a total of eight sightlines. Our goal
s to use these high-quality data to accurately pin down the cloud
odel, and minimize systematic uncertainties. A summary of the

bservations used in our analysis is provided in Table 1 , and in the
ollowing subsections, we describe the data reduction strategy used
or the data acquired with each of these instruments. We note that
any of our targets have also been observed with somewhat lower

esolution ( R ∼ 40 000 −100 000) echelle spectrographs, including
he Ultraviolet and Visual Echelle Spectrograph (UVES) on the VLT.
hese data were not included in the present study, since the UVES

nstrument resolution varies considerably from order-to-order and
 xposure-to-e xposure. 

.1 AAT UHRF 

he Anglo-Australian Telescope (AAT) Ultra High Resolution Facil-
ty (UHRF) is a decommissioned spectrograph that operated during
he years 1993 −2013 (Diego et al. 1995 ). 2 The only CN absorbers
bserved with UHRF during this time were HD 149757 ( ≡ ζ Oph),
D 152236 ( ≡ ζ 1 Sco ), HD 152270, and HD 169454. For details of

he observations, refer to the series of papers by Crawford et al.
 1994 ) and Crawford ( 1995 , 1997 ). Despite being three decades old,
hese data are the highest spectral resolution observations of CN
bsorbers currently available. We retrieved the UHRF data from the
AT data archive. 3 

We have added support for UHRF data reduction within the PYPEIT

ata reduction software (Prochaska et al. 2020 ), but we note that
everal non-standard steps were required to optimally extract the
ata. Our modifications were implemented on a development version
hat postdates version 1.15.0 of PYPEIT . We subtracted the bias level
ased on the o v erscan re gions of the detector. Since there were no
at-field exposures available in the archive, we did not correct for
ix el-to-pix el sensitivity variations, nor did we perform a spatial
llumination correction; this should not affect the quality of the data
eduction, since the spatial object profile is typically projected on to
 50 detector pixels at a given wavelength. We manually map the
avelength solution of each exposure, based on ∼ 6 ThAr lines, with

ypical root mean square residuals of � 0 . 05 pixels. This map allows
s to account for the wavelength tilt along the spectral direction of
he detector. We iteratively mask cosmic rays in individual exposures
uring the optimal extraction. The object profiles are quite extended,
ue to the image slicer, and vary with wavelength. The standard
YPEIT algorithm for fitting the object spatial profile does not perform
ell in these circumstances. We therefore manually defined the ‘sky’

egions, and fit the object profile using Gaussian kernel density
stimation with a bandwidth of 1 −2 pixels. This was allowed to
moothly vary as a function of wavelength, and produced residuals
hat are close to the Poisson limit. As a final step, we manually
ombined the data with UVES POPLER (version 1.05) 4 (Murphy et al.
019 ) to mask bad pixels and cosmic rays, and sample the final
NRAS 536, 1980–1999 (2025) 

 Echelle SPectrograph for Rocky Exoplanets and Stable Spectroscopic 
bservations. 
 Although, a prototype was swiftly built a few years earlier to observe the 
upernova SN 1987A (Pettini 1988 ). 
 The data archive can be accessed from the following link: 

https:// archives.datacentral.org.au/ query 
 UVES popler is available from the following link: 

https:// github.com/ MTMurphy77/ UVES popler/ 

5

6

ombined spectrum with a pixel size of 0 . 15 km s −1 . Unfortunately,
e note that the data towards HD 169454 are extremely low S/N per
etector pixel, highly saturated, and did not provide a meaningful
easurement of the CN absorption. We therefore do not consider

his system further, given the goals of the present study. 

.2 VLT ESPRESSO 

SPRESSO is a recently commissioned ultra-stable fibre-fed high-
esolution spectrograph that is located at the incoherent combined
oud ́e facility of the VLT. ESPRESSO can be fed by any one of the
 m VLT unit telescopes, or simultaneously be fed by all four 8 m
elescopes. The former mode offers the highest nominal resolution
 R � 190 000). One of the primary goals of ESPRESSO is to reach
 wavelength calibration stability of 10 cm s −1 o v er a time span of
0 yr. Towards this goal, the instrument line spread function (LSF)
f ESPRESSO has recently been mapped using a laser frequency
omb (LFC), revealing that the LSF varies across the detector and
xhibits substantial asymmetries (Schmidt & Bouchy 2024 ) that need
o be accounted for when high-precision radial velocities are desired.
urthermore, a preliminary investigation by this study found that

he ESPRESSO LSF varies slightly as a function of time. For the
urposes of this work, the LSF plays a critical role in determining
he intrinsic Doppler widths of the CN absorption lines, and we
iscuss our approach to dealing with this issue in Section 4 . 
We searched the ESO data archive 5 for any known CN absorbers

hat have been observed with the highest resolution mode of
SPRESSO. A total of six stars were returned, including one star

HD 152236) that has also been observed with UHRF (for further
etails, see Table 1 ). All six stars considered here were observed
s part of the De Cia et al. ( 2021 ) surv e y [Programme ID: 0102.C-
699(A)]. We used ESOREX version 3.13.7 to reduce the ESPRESSO
ata. The organization of raw frames and data reduction steps were
 x ecuted using a script written by Jens Hoeijmakers 6 with minor
odifications. As part of a further post-processing step, we found

hat the sky subtraction created spurious noise in our high S/N spectra.
e therefore applied a Savitzky–Golay filter of the order of 2 and
indow length 50 to the sky spectra before subtracting the result

rom the science frames. We visually inspected the multiple spectra
or consistency, then identified and masked several groups of warm
ixels (see Pasquini & Milakovi ́c 2024 ) before our analysis. These
arm pixels are revealed as significant deviations when comparing
ultiple spectra that fall on different parts of the detector. We neither

ombine nor resample the ESPRESSO spectra; instead, we opted to
nalyse the data with the nativ e pix el scale, corresponding to a pixel
ize of ∼ 0 . 5 km s −1 . By not combining the data, we can analyse each
SPRESSO spectrum separately with its own LSF. Each ESPRESSO
pectrum can also be analysed independently, to check if the derived
odel parameters of the two independent spectra mutually agree
 The data archive can be accessed from the following link: 
https:// archive.eso.org/ wdb/ wdb/ eso/ espresso/ form 

 The script is available from 

https:// github.com/ Hoeijmakers/ ESPRESSO pipeline 

https://archives.datacentral.org.au/query
https://github.com/MTMurphy77/UVES_popler/
https://archive.eso.org/wdb/wdb/eso/espresso/form
https://github.com/Hoeijmakers/ESPRESSO_pipeline
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Table 1. Journal of observational data that are used in this study. 

Star UT date Instrument Wavelength Exposure V FWHM 

a S/N pixel −1 Pixel size 
(yyyy-mm-dd) range ( Å) time (s) ( km s −1 ) at 3875 Å ( km s −1 )

HD 24 534 2018-11-16 VLT/ESPRESSO 3783 −7908 1000 1 . 398 ± 0 . 005, 1 . 456 ± 0 . 009 115 0.5 
HD 27 778 2018-11-09 VLT/ESPRESSO 3783 −7908 980 1 . 398 ± 0 . 005, 1 . 456 ± 0 . 009 171 0.5 
HD 62 542 2018-11-30 VLT/ESPRESSO 3783 −7908 1700 1 . 398 ± 0 . 005, 1 . 456 ± 0 . 009 193 0.5 
HD 73 882 2018-11-09 VLT/ESPRESSO 3783 −7908 570 1 . 393 ± 0 . 007, 1 . 465 ± 0 . 006 90 0.5 
HD 147 933 2019-03-02 VLT/ESPRESSO 3783 −7908 110 1 . 394 ± 0 . 003, 1 . 466 ± 0 . 010 154 0.5 
HD 149 757 1993-05-11 AAT/UHRF 3875 . 52 −3877 . 78 4073 0 . 576 ± 0 . 007 150 0.15 
HD 152 236 1993-05-11 AAT/UHRF 3875 . 56 −3877 . 34 1994 0 . 579 ± 0 . 003 54 0.15 

1994-04-29 AAT/UHRF 3875 . 47 −3877 . 57 3852 0 . 568 ± 0 . 002 64 0.15 
2019-03-03 VLT/ESPRESSO 3783 −7908 74 1 . 394 ± 0 . 003, 1 . 466 ± 0 . 010 89 0.5 

HD 152 270 1994-04-24, 1994-04-29 AAT/UHRF 3875 . 47 −3877 . 94 8283 0 . 563 ± 0 . 003 30 0.15 

a For the VLT/ESPRESSO data, we list the FWHM values of each spectrum separately. 

Table 2. Interstellar 12 C 

14 N molecular data (Brooke et al. 2014 ). 

Line λ0 , vac λ0 , air f � 

( Å) ( Å) (10 7 s −1 ) 

R 1 (2) 3874.460 31 3873.362 32 0.019 27 1.495 
R 2 (2) 3874.466 60 3873.368 60 0.020 23 1.495 
R Q 21 (2) 3874.469 32 3873.371 32 0.000 96 1.495 
R 1 (1) 3875.089 75 3873.991 59 0.020 23 1.495 
R 2 (1) 3875.094 56 3873.996 40 0.022 48 1.495 
R Q 21 (1) 3875.096 19 3873.998 03 0.002 25 1.495 
R 1 (0) 3875.699 14 3874.600 82 0.022 47 1.495 
R Q 21 (0) 3875.703 00 3874.604 68 0.011 24 1.495 
P Q 12 (1) 3876.856 24 3875.757 62 0.011 23 1.495 
P 1 (1) 3876.857 87 3875.759 26 0.011 23 1.495 
P Q 12 (2) 3877.402 58 3876.303 82 0.002 25 1.495 
P 1 (2) 3877.405 32 3876.306 55 0.013 47 1.495 
P 2 (2) 3877.406 46 3876.307 70 0.011 23 1.495 
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Table 3. Interstellar 13 C 

14 N molecular data (Sneden et al. 2014 ). 

Line λ0 , vac λ0 , air f � 

( Å) ( Å) (10 7 s −1 ) 

R 1 (2) 3874.679 40 3873.581 35 0.019 24 1.493 
R 2 (2) 3874.685 28 3873.587 23 0.020 20 1.493 
R Q 21 (2) 3874.687 91 3873.589 86 0.000 96 1.493 
R 1 (1) 3875.282 80 3874.184 59 0.020 20 1.493 
R 2 (1) 3875.287 32 3874.189 11 0.022 44 1.493 
R Q 21 (1) 3875.288 88 3874.190 67 0.002 24 1.493 
R 1 (0) 3875.866 96 3874.768 60 0.022 44 1.493 
R Q 21 (0) 3875.870 61 3874.772 25 0.011 22 1.493 
P Q 12 (1) 3876.976 15 3875.877 50 0.011 21 1.493 
P 1 (1) 3876.977 73 3875.879 08 0.011 21 1.493 
P Q 12 (2) 3877.499 90 3876.401 11 0.002 24 1.493 
P 1 (2) 3877.502 51 3876.403 73 0.013 45 1.493 
P 2 (2) 3877.503 55 3876.404 76 0.011 21 1.493 

Table 4. Interstellar 12 C 

15 N molecular data (Sneden et al. 2014 ). 

Line λ0 , vac λ0 , air f � 

( Å) ( Å) (10 7 s −1 ) 

R 1 (2) 3874.619 69 3873.521 66 0.019 25 1.494 
R 2 (2) 3874.625 25 3873.527 21 0.020 21 1.494 
R Q 21 (2) 3874.627 88 3873.529 84 0.000 96 1.494 
R 1 (1) 3875.229 84 3874.131 65 0.020 21 1.494 
R 2 (1) 3875.234 12 3874.135 93 0.022 45 1.494 
R Q 21 (1) 3875.235 69 3874.137 49 0.002 24 1.494 
R 1 (0) 3875.820 54 3874.722 19 0.022 45 1.494 
R Q 21 (0) 3875.824 05 3874.725 70 0.011 22 1.494 
P Q 12 (1) 3876.942 24 3875.843 60 0.011 22 1.493 
P 1 (1) 3876.943 80 3875.845 16 0.011 22 1.493 
P Q 12 (2) 3877.471 98 3876.373 20 0.002 24 1.494 
P 1 (2) 3877.474 61 3876.375 83 0.013 46 1.494 
P 2 (2) 3877.475 50 3876.376 72 0.011 22 1.494 
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 C N  A S  A  THERMOMETER  

.1 Molecular data 

n this paper, we focus on the CN B 

2 � 

+ − X 

2 � 

+ (0, 0) vibronic
and near 3875 Å. The strongest transitions are commonly referred 
o as R (0), R (1), R (2), P (1), P (2) for convenience, but each of these
ines is in fact a blend of several transitions (see Federman, Danks &
ambert 1984 for a useful summary). F or e xample, the R(0) line

s a blend of the R 1 (0) and R Q 21 (0) transitions, while the R(1) line
s a blend of the R 1 (1), R 2 (1), and R Q 21 (1) lines. Given the high
pectral resolution of the data that we analyse in this work and the
ypical separations of these lines ( ∼ 0 . 1 −0 . 5 km s −1 ), it is important
o properly account for each transition as part of our analysis. We
dopt the Brooke et al. ( 2014 ) 12 C 

14 N molecular data, which are
eproduced in Table 2 for conv enience. F or 13 C 

14 N and 12 C 

15 N, we
dopt the Sneden et al. ( 2014 ) molecular data, which are provided
n Table 3 and 4 , respectively. We include both vacuum ( λ0 , vac ) and
ir ( λ0 , air ) wavelengths for completeness; our analysis uses vacuum 

avelengths. 

.2 Rotational excitation 

f we assume the CN molecules are in local thermodynamic equi- 
ibrium with a blackbody radiation field of temperature T lu , then 
he relative population of a lower rotational level, l, and an upper
otational level, u = l + 1, is described by the Boltzmann equation: 

N [ N 

′′ = u ] 

N [ N 

′′ = l] 
= 

g u 

g l 
exp 

[ 
− hνlu 

k B T lu 

] 
, (1) 

here N is the column density of the N 

′′ quantum level, g l =
 

(2 J l + 1) and g u = 

∑ 

(2 J u + 1) are the statistical weights of the
otational levels, and νlu is the transition frequency. The column 
ensity of the N 

′′ = 1 level is given by 

 [ N 

′′ = 1] = N [ N 

′′ = 1 , J ′′ = 1 / 2] + N [ N 

′′ = 1 , J ′′ = 3 / 2] , (2) 
MNRAS 536, 1980–1999 (2025) 
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here the column density arising from a specific J level is explicitly
ndicated. This distinction is necessary, because the J = 1 / 2 and 3/2
ev els hav e a different νlu frequenc y in equation ( 1 ). In previous
tudies, this small effect has not been included; it only impacts
he derived temperature at the ∼ 0 . 2 per cent level ( � 0 . 005 K).
o we ver, this le vel of precision is comparable to the uncertainties

eported for several previously measured CN excitation temperatures.
he relative population of the N 

′′ = 1 and 0 levels is therefore, 

N [ N 

′′ = 1] 

N [ N 

′′ = 0] 
= exp 

[ 
− hν01 

k B T 01 

] (
1 + 2 exp 

[ 
− h�ν1 

k B T 01 

] )
, (3) 

here transitions of 12 C 

14 N from the J = 1 / 2 level have an energy
eparation hν/k B = 5 . 4312 K, while those from J = 3 / 2 have an en-
rgy separation hν/k B = 5 . 4469 K. Therefore, hν01 /k B = 5 . 4312 K
nd h�ν1 /k B = (5 . 4469 − 5 . 4312) K = 0 . 0157 K. The correspond-
ng values for 13 C 

14 N are hν01 /k B = 5 . 2061 K and h�ν1 /k B =
5 . 2210 − 5 . 2061) K = 0 . 0149 K. Similarly, for 12 C 

15 N the values
re hν01 /k B = 5 . 2652 K and h�ν1 /k B = (5 . 2802 − 5 . 2652) K =
 . 0150 K. 
Note, the temperature ( T 01 ) that appears in equation ( 3 ) is referred

o as the excitation temperature, and only reflects the blackbody
emperature in the limit that local sources of excitation (e.g. collisions
ith electrons) are negligible. A small correction to the excitation

emperature due to local sources ( �T loc ) allows one to reco v er the
MB temperature, i.e. T CMB = T lu − �T loc . A similar approach can
e carried out for the relative population of the N 

′′ = 2 and 1 levels.
o we ver, we point out that the excitation temperature derived from

he first and second rotationally excited levels ( T 12 ) is usually not
s precisely measured as T 01 . We therefore focus our attention in
his paper on obtaining new precise measures of T 01 . For sightlines
ith transitions detected from the N 

′′ = 2 level (i.e. either the R(2)
r P (2) lines), we adopt the following equation for inferring the
xcitation temperature of the first and second rotationally excited
evels: 

N [ N 

′′ = 2] 

N [ N 

′′ = 1] 
= 

5 

3 
exp 

[ 
− hν12 

k B T 12 

] 
, (4) 

here hν12 /k B = 10 . 883 K. Hereafter, we do not explicitly mention
he N 

′′ levels when quoting column densities. Instead, we use the
otation N (1) /N (0) to represent N( N 

′′ =1) /N( N 

′′ =0), and we adopt
 (2) /N (1) to represent N ( N 

′′ =2) /N ( N 

′′ =1). 

 ANALYSIS  

ur analysis offers four ke y impro v ements o v er previous work on CN
xcitation: (1) we use an absorption-line profile-fitting software that
as not previously been applied to the analysis of CN (see Section 4.2
or details); (2) we have attempted to identify the leading causes
f systematic uncertainty, and included these effects in the profile
nalysis. This ensures that the final parameter uncertainties include
he dominant systematic uncertainties; (3) we have constructed a
odel of the instrumental LSF of each exposure; and (4) we have

erformed a blind analysis to limit the possibility of human bias. In
his section, we highlight the key aspects of our analysis. 

.1 Line spread function 

he total width of the observed absorption lines contains a contri-
ution of intrinsic broadening and the instrument broadening. The
ntrinsic broadening includes a turbulent (i.e. macroscopic) term as
ell as a thermal (i.e. microscopic) term, while the instrument broad-

ning depends on various properties of the instrument (e.g. slit width,
NRAS 536, 1980–1999 (2025) 
av elength, detector pix el position, and time of observation). The
nstrument broadening is modelled with an LSF; most absorption-
ine analyses usually assume the LSF is a Gaussian profile with a
ominal FWHM that is derived from unresolved line profiles of a
omparison lamp. In reality, the LSF is asymmetric and wavelength
ependent. In this work, we aim to provide a proper accounting of
he LSF shape and its associated uncertainty to determine the impact
f the LSF on the derived excitation temperatures. We deem this
o be an important part of the analysis, since underestimating the
WHM directly translates to o v erestimating the intrinsic Doppler
arameter. For strong absorption lines, this causes the column density
f the stronger R(0) line to be underestimated relative to the column
ensities of the weaker R(1) and P (1) lines. If unaccounted for, this
ystematic column density bias introduces a biased (in this example,
 v erestimated) e xcitation temperature. The importance of an accurate
loud model, including the effects due to saturation and a poorly
nown LSF, has been discussed by several authors in the past (e.g.
alazzi et al. 1992 ; Roth et al. 1993 ; Roth & Meyer 1995 ; Słyk et al.
008 ; Ritchey et al. 2011 ). 
For most of the sightlines analysed in this work, the CN absorption

ines are either unresolved or only marginally resolved, even at the
pectral resolution of the UHRF instrument. We therefore develop
 strategy to account for the unknown shape of the LSF. We model
he data with two different choices of the LSF that should represent
he ‘extremes’ of the intrinsic LSF widths. With the first approach,
e model the LSF as a multicomponent Gaussian (typically with
 gauss = 4 components), of the form: 

SF ( λ) G = 

N gauss ∑ 

i= 1 

a i exp 

[
− ( λ − λ0 − δi ) 2 

2 σ 2 
i 

]
, (5) 

here all of the parameters with subscripts are free model parameters,
ith the exception of a 1 = 1 and δ1 = 0. Note that 0 ≤ a i ≤ 1, and
e normalize the total profile so that 

∫ 
LSF ( λ) G d λ = 1. We perform

 joint fit to all ThAr emission lines in the wavelength interval
873 −3878 Å (there are five ThAr emission lines that we include
n the fit). Typically, our fit includes ±20 pixels around the centre
f each line. In addition to the free parameters in equation ( 5 ), we
nclude three model parameters for each ThAr emission line to fit
he local continuum level (one parameter), the centroid of the line
rofile (one parameter) and the amplitude of the ThAr emission line
one parameter). We consider this approach to provide an estimate
f the broadest possible LSF allowed by the data. Specifically, if the
hAr lines are completely unresolved and the illumination of the
licer is identical for both the science target and the calibration lamp,
hen this LSF should accurately represent the LSF of the science
bservations. This assumption is widely adopted as the ‘standard’
pproach. 

The second approach that we consider aims to empirically con-
truct a model of the narrowest possible LSF. We do this as part of a
wo-stage process. During the first stage, we fit the ThAr data using
 multicomponent Voigt profile, equi v alent to 

SF ( λ, γ ) V = 

N gauss ∑ 

i= 1 

a i exp 

[
− ( λ − λ0 − δi ) 2 

2 σ 2 
i 

]
∗ γ

γ 2 + ( λ − λ0 − δi ) 2 
,

(6) 

here γ is a free parameter, and is the same for all components, and
e fix a 1 = 1 and δ1 = 0. This functional form is adopted to account

or the intrinsic natural broadening of the ThAr emission lines. Once
he model parameters have been optimized, we then set the damping
onstant, γ = 0, and normalize the profile. This second step assumes
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hat the wings of the ThAr emission lines are purely due to natural
roadening. By setting γ = 0, we are removing the contribution 
f the (assumed) intrinsic ThAr line width to obtain a measure of
he instrumental broadening alone. This of course assumes that the 
hAr wings are intrinsic to the lamp and not the spectrograph. This
pproach therefore underestimates the true width of the LSF, and 
rovides an estimate of the narrowest possible LSF allowed by the 
ata. Taken together, these two ‘extreme’ LSF models are used to 
nfer the range of plausible column density ratios (for further details, 
ee Section 5 ). To estimate the uncertainty of each LSF, we perform
 bootstrap analysis to generate 20 realizations of each LSF for every
arget. We use these 20 bootstrap samples in conjunction with the 
ine profile fitting to obtain an estimate of the systematic uncertainty 
f each LSF (see Section 4.2 ). 
For the UHRF data, we extracted a spectrum of the ThAr

omparison lamp using the same optimal profile as the science 
arget. We note that modelling the LSF based on the ThAr lamp
ssumes that the illumination of the entrance slicer is the same for
oth the ThAr lamp frame and the science target. We consider this
o be a reasonable assumption, given that the slice width of the
HRF is ∼ 0 . 05 arcsec , which is much smaller than the typical

eeing conditions at Siding Spring (Goodwin, Jenkins & Lambert 
013 ). 7 The wavelength coverage of UHRF typically includes ∼ 5 
hAr emission lines; all of these line profiles are mutually consistent 
ith one another, and we highlight that the LSF is asymmetric for

ll observations reported here. We further note that the UHRF LSF
f HD 152236 taken in 1993 is sufficiently different from the 1994
ata that we decided not to combine these data; instead, we model
ach spectrum separately with their own asymmetric LSF. 

We use the same approach described abo v e to model the
SPRESSO LSF. The ESPRESSO data also have an additional 
dvantage o v er other spectrographs; because the ESPRESSO optical 
esign includes a pupil slicer (Ri v a et al. 2014 ), each fibre is imaged
n the detector twice, and each of these spectra can have a different
SF (Schmidt & Bouchy 2024 ). We also note that ESPRESSO is
quipped with a double scrambler that ensures the illumination of 
he spectrograph is homogeneous and stable (Pepe et al. 2021 ); each
lice should provide a nearly identical spectrum of the same source, 
cquired at the same time. This offers an excellent cross-check of
he analysis, since both fibres should produce an identical result; if
he analysis reveals a difference between these separate spectra, then 
t could indicate an issue with either the data reduction or the LSF
etermination. As mentioned abo v e, ESPRESSO is also equipped 
ith a LFC that co v ers the wav elength range 4300 −7900 Å (see
chmidt & Bouchy 2024 ). We cross-checked our LSF-fitting analysis 
ith observations of LFC and ThAr calibrations that are available in 

he ESO archive, and found that the ThAr emission lines are in fact
arrower than the LFC lines. We did not e xhaustiv ely check this is
he case o v er the entire ESPRESSO wavelength range, but this may
ndicate that the LFC linewidth is more resolved than the ThAr lines.
ince this is not rele v ant to our study, we do not consider it further. As
 final note, we find that the ESPRESSO data are often well fit near
875 Å by a single Voigt profile using the approach described abo v e.
or reference, the measured FWHMs and the associated uncertainties 
f all spectra are listed in Table 1 . For ESPRESSO, we list the FWHM
f each slice separately. 
 We have no record of the seeing conditions during the observations, but 
he typical seeing at the AAT is 1 . 2 arcsec . We also note the seeing is very 
arely less than 0.5 arcsec, which is an order of magnitude larger than the 
lice width. 

(  

r  

8

.2 Line profile fitting 

e have used a development version of the Absorption LIne Software 
 ALIS ) package 8 (Cooke et al. 2014 ). This software was originally
esigned to measure the deuterium abundance of near-pristine 
bsorption-line systems, and has been adapted for the purposes 
f this study. ALIS uses the Levenberg–Marquardt algorithm to 
erform a non-linear least-squares fit to the data given a set of
odel parameters (Markwardt 2009 ). The full model is defined by
 continuum, a series of absorption lines, and a line-spread function
see Section 4.1 and below). We note that all parameters of the model
re fit simultaneously, so that the errors on the final derived column
ensity ratios include the dominant uncertainties associated with the 
odelling procedure. 
For the continuum, we use a low-order Legendre polynomial 

typically of the order of 3) in the vicinity of each absorption line.
ach absorption line is modelled as a Voigt profile, which consists
f three parameters: a column density, a velocity shift relative to
he barycentre of the Solar system, and a Doppler parameter. All
bsorption lines of a given component are assumed to have the same
oppler parameter. We assume that thermal broadening is negligible, 

nd model the absorption lines with macroscopic turbulence only. 
his choice does not impact our inferred excitation temperatures, 
ince the excitation temperatures are based on the ratios of absorption
ines that have the same molecular mass. Therefore, turbulent and 
hermal broadening are de generate. Each pix el is sampled by 20
sub-pixels’; the model is e v aluated on this fine wavelength grid, and
hen resampled to the native pixel scale. 

For a given absorption component, the column density of a given
evel is the same for all absorption lines. F or e xample, the R(1)
nd P (1) lines both arise from the same lower level ( N 

′′ = 1), and
herefore have the same total column density. We assume that the
elative populations of the lower energy level of each transition 
re in thermal equilibrium. F or e xample, transitions from the N 

′′ =
 , J ′′ = 3 / 2 level are forced to be twice as strong as those from the
 

′′ = 1 , J ′′ = 1 / 2 level. Furthermore, unlike previous analyses, we
erform a direct fit to the column density ratio of the levels (cf. the
eft-hand side of equations 3 and 4 ). Some sightlines are well fit
ith a single absorption component, while others require multiple 

bsorption components to obtain a satisfactory fit. All absorption 
omponents along a single sightline are assumed to be modelled with
 single column density ratio; this is to a v oid introducing covariance
etween the column density ratios of two blended components. 
fter we finalize the model fitting, we perform an additional 

validation fit’, where each component has a separate column density 
atio. This test allows us to check if all absorption components
re consistent with the column density ratio inferred from the 
oint fit. 

For sightlines with multiple cloud components, we force each 
loud of the absorption model to have the same relative velocity. To
ccount for wavelength calibration errors between each multiplet, we 
nclude an additional free model parameter in our analysis that allows
or a velocity shift of each multiplet relative to the R(0) barycentric
elocity. 

As mentioned in Section 4.1 , an important part of our analysis is the
reatment of the LSF. Most of the CN absorption lines are unresolved
or barely resolved) even with the high spectral resolution of the data
eported here. When analysing the data, we perform two fits: one
MNRAS 536, 1980–1999 (2025) 

 ALIS is available from the following repository: 
https:// github.com/ rcooke-ast/ ALIS 

https://github.com/rcooke-ast/ALIS
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Table 5. Column density ratios and excitation temperatures of the CN absorbers analysed in this study. 

Analysis based on LSF G Analysis based on LSF V 

CN absorber N (1) /N (0) σLSF σzl T 01 N (1) /N (0) σLSF σzl T 01 

HD 24534 0 . 4226 ± 0 . 0168 0.0014 0.0027 2 . 777 ± 0 . 057 0 . 4764 ± 0 . 0150 0.0007 0.0027 2 . 958 ± 0 . 051 
HD 27778 0 . 4073 ± 0 . 0061 0.0009 0.0019 2 . 726 ± 0 . 022 0 . 4392 ± 0 . 0059 0.0003 0.0019 2 . 832 ± 0 . 021 
HD 62542 ( 12 C 

14 N) 0 . 3996 ± 0 . 0156 0.0139 0.0270 2 . 70 ± 0 . 12 0 . 7069 ± 0 . 0075 0.0039 0.0270 3 . 77 ± 0 . 11 
HD 62542 ( 13 C 

14 N) 0 . 5083 ± 0 . 0814 0.0015 0.0029 2 . 94 ± 0 . 27 0 . 5302 ± 0 . 0881 0.0019 0.0029 3 . 01 ± 0 . 29 
HD 73882 0 . 3303 ± 0 . 0172 0.0056 0.0108 2 . 467 ± 0 . 073 0 . 5163 ± 0 . 0097 0.0013 0.0108 3 . 093 ± 0 . 050 
HD 147933 0 . 5086 ± 0 . 0295 0.0006 0.0008 3 . 07 ± 0 . 10 0 . 5256 ± 0 . 0296 0.0003 0.0008 3 . 13 ± 0 . 10 
HD 149757 0 . 4307 ± 0 . 0094 0.0007 − 2 . 804 ± 0 . 032 0 . 4363 ± 0 . 0095 0.0001 − 2 . 821 ± 0 . 032 
HD 152236 0 . 3872 ± 0 . 0141 0.0004 0.0002 2 . 659 ± 0 . 047 0 . 3962 ± 0 . 0143 0.0001 0.0002 2 . 689 ± 0 . 048 
HD 152270 0 . 70 ± 0 . 13 0.0005 − 3 . 76 + 0 . 48 

−0 . 45 0 . 70 ± 0 . 13 0.0001 − 3 . 77 + 0 . 47 
−0 . 45 

Analysis based on LSF G Analysis based on LSF V 
CN absorber N (2) /N (1) σLSF σzl T 12 N (2) /N (1) σLSF σzl T 12 

HD 24534 0 . 0655 ± 0 . 0268 0.0002 0.0001 3 . 21 + 0 . 46 
−0 . 73 0 . 0685 ± 0 . 0276 0.0001 0.0001 3 . 29 + 0 . 45 

−0 . 71 

HD 27778 0 . 0389 ± 0 . 0143 0.0001 0.0001 2 . 81 + 0 . 29 
−0 . 42 0 . 0402 ± 0 . 0146 0.0000 0.0001 2 . 84 + 0 . 28 

−0 . 42 

HD 62542 0 . 0447 ± 0 . 0033 0.0003 0.0007 3 . 004 ± 0 . 064 0 . 0533 ± 0 . 0038 0.0002 0.0007 3 . 162 ± 0 . 066 

HD 73882 0 . 0405 ± 0 . 0085 0.0001 0.0002 2 . 91 + 0 . 16 
−0 . 18 0 . 0445 ± 0 . 0093 0.0001 0.0002 2 . 99 + 0 . 17 

−0 . 19 
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10 After we unblinded the results, we realized an error in the ALIS model files 
of HD 27778, HD 62542, and HD 73882 that only affects the initialization 
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sing LSF ( λ) G , and another with LSF ( λ, γ = 0) V ; as discussed in
ection 4.1 , we suggest that the ‘true’ LSF profile lies somewhere

n this range. To assess the impact of each LSF on the final column
ensity ratios, we generated 20 LSFs based on the bootstrap fitting
rocedure described in Section 4.1 . We then fit the data with each of
hese 20 line profiles and store the values of the column density ratios.
his provides a distribution of column density ratios, where the width
f this distribution provides an estimate of the systematic uncertainty
f the column density ratio due to our modelling of each considered
SF . T o o v ercome initialization bias, we initialize each parameter
ith a starting value randomly drawn from a uniform distribution
 v er a specified interv al. The interv als adopted in our analysis are
1) Doppler parameters in the range [0.3, 0.8] km s −1 ; (2) column
ensity is within a (linear) factor of 3 of the best-fitting value; and
3) column density ratio, both N (1) /N (0) and N (2) /N (1), in the
ange [0.2, 0.6]. We repeat each fit 10 times (each with a different set
f starting parameters) for every bootstrapped sample of both LSFs
i.e. a total of 400 fits per sightline). Based on these simulations,
e found that the initialization of parameters typically impacts the
erived column density ratio at the level of 10 −5 ; this systematic is
onsiderably subdominant, and is therefore not considered further
ere. 
Another possible cause of systematic uncertainty is the zero-

evel of the data, which could be due to either a poor background
ubtraction or a co v ering factor of the gas cloud that departs from
nity. Stronger absorption lines are more affected by the zero-level
f the data than weaker absorption lines. This is also true of the
SF . T o assess the zero-level of the ESPRESSO data, we inspected

he strong, saturated lines of Na I λ5889 Å and confirm that these
bsorption lines are consistent with the zero-level to within the
oise of the data ( < 1 per cent ). We determine the zero-level of
he core of the Na I λ5889 Å absorption line, perform a fit to the
N absorption lines using this non-zero estimate of the zero-level,
nd calculate the difference between the column density ratio. 9 This
ifference is used as an estimate of the 1 σ systematic uncertainty of
NRAS 536, 1980–1999 (2025) 

 This intrinsically assumes that the zero-level is wavelength independent. 
iven the current data, we have no way to assess the validity of this 

ssumption, but we note that the zero-level is al w ays subdominant compared 
o other sources of uncertainty. 

r
t
[
i
t
o

he column density ratio N (1) /N (0) associated with the zero-level
f the data. An estimate of the zero-level uncertainty ( σzl ) and the
SF uncertainty ( σLSF ) for each absorption-line system is provided in
able 5 . 
Finally, we point out that our entire analysis is conducted blind, so

hat we do not reveal the final derived column density ratios of any
ystem until the analysis of all systems is complete. Once we settled
n the complete analysis strategy and finalized the fits, we unblind
he column density ratios and do not perform any tweaks to the data
eduction or analysis thereafter. 10 

.3 Individual systems 

n the following subsections, we discuss the model-fitting details
f each system in turn. Each sightline is fit independently, so that
e report a single excitation temperature per sightline. The LSFs

hat were used for each sightline are shown in the R(0) panels
f Figs 1 –10 , on the same scale as the data for comparison. All
gures display the best-fitting model based on the LSF ( λ) G fits, since

hese fits were generally found to produce a lower reduced χ2 than the
SF ( λ, γ = 0) V fits. In what follows, we only mention the statistical
rrors. A summary of the key fitting results, including estimates
f the systematic uncertainties of each sightline, is provided in
able 5 . 

.3.1 HD 24534 

he ESPRESSO data of HD 24534 require a three-component
odel, which consists of two satellite components at v � −2 . 3 and
 2 . 5 km s −1 relative to the strongest absorption component. Given

hat these satellite components are relatively weak and unresolved,
ange of the N (2) /N (1) ratio. Specifically, our blinded runs initialized 
he N (2) /N (1) ratio in the range [0.2, 0.6], while the intended range was 
0.0, 0.2]. After unblinding, we repeated the analysis with the intended 
nitialization range, and the results were unchanged. This further confirms 
hat the initialization of the parameters does not appear to significantly bias 
ur results. 
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Figure 1. ESPRESSO data of CN absorption lines (black histogram) along the line of sight to HD 24534. Overlaid as a red solid line is the best-fitting cloud 
model. The left and right set of panels show the data for the two ESPRESSO slices (see Section 4.1 for details). Tick marks abo v e the spectrum indicate the 
absorption components; each absorption component is represented by a different colour (and offset in the y direction). Note that multiple tick marks of the same 
colour indicate the fine-structure of the absorption line. The continuum level and zero level are indicated with long blue-dashed and short green-dashed lines, 
respectively. The residuals, (data −model)/error, are shown at the bottom of each panel (blue dots), where dark and light shades of grey indicate 1 σ and 2 σ
deviations about the model, respectively. The LSF that was used to model each spectrum is shown as a black solid curve in the middle panel on the same scale 
as the observations (i.e. the functional form of LSF G ). Note the different y -axis scales that are used for the top and bottom panels to highlight the weak R(2) and 
P(2) lines. 

w
W  

p  

T  

c

 

i  

p  

E  

0  

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/536/2/1980/7922850 by U
niversity of D

urham
 user on 21 January 2025
e tie all three components to have the same Doppler parameter. 
e confidently detect the R (0), R (1), and P (1) transitions, and

ossibly the R(2) transitions in the strongest component at 2 . 5 σ .
he best-fitting model is shown in Fig. 1 , corresponding to a reduced
hi-squared, χ2 / dof = 1 . 060. 
The total N 

′′ = 0 column density of the strongest component
s log 10 [ N (0) / cm 

−2 ] = 12 . 767 ± 0 . 021, while the total Doppler
arameter is b = 0 . 584 ± 0 . 030 km s −1 . A joint fit of the two
SPRESSO spectra provides a column density ratio N (1) /N (0) =
 . 423 ± 0 . 017 using LSF ( λ) G . Analysing the two ESPRESSO
MNRAS 536, 1980–1999 (2025) 
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Figure 2. Same as Fig. 1 , but for the absorption-line system towards HD 27778. 

s  

N  

a
m  

b  

0  

fi  

n  

e  

a  

b

4

T  

c  

2  

a  

t  

o  

1  

w  

a  

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/536/2/1980/7922850 by U
niversity of D

urham
 user on 21 January 2025
pectra separately, we infer N (1) /N (0) = 0 . 432 ± 0 . 024 and

 (1) /N (0) = 0 . 413 ± 0 . 024, which are mutually consistent, and
lso consistent with the joint model fit. For the LSF ( λ, γ = 0) V 
odel, we obtain N (1) /N (0) = 0 . 476 ± 0 . 015 for the joint fit of

oth spectra, and N (1) /N (0) = 0 . 485 ± 0 . 021 and N (1) /N (0) =
 . 468 ± 0 . 021 when analysing the spectra separately. Overall, we
nd good agreement between the joint and separate fits, with the
arrower LSF ( λ, γ = 0) V suggesting a column density ratio that is
le v ated by 0.053 ( ∼ 12 per cent) relative to LSF ( λ) G . This sightline
lso provides a measure of the N (2) /N (1) ratio, which is consistent
etween all analyses (see Table 5 ). 
NRAS 536, 1980–1999 (2025) 

d  
.3.2 HD 27778 

he ESPRESSO data of HD 27778 are well characterized by a two-
omponent cloud model, with the components separated by v �
 . 2 km s −1 . The data and best-fitting model (with χ2 / dof = 1 . 237)
re shown in Fig. 2 . Based on the joint fit to both spectra and assuming
hat each component has the same N (1) /N (0) value, the parameters
f the strongest absorption components are log 10 [ N (0) / cm 

−2 ] =
2 . 8724 ± 0 . 0089 and b = 0 . 786 ± 0 . 018 km s −1 , while for the
eaker component, we derive log 10 [ N (0) / cm 

−2 ] = 12 . 580 ± 0 . 010
nd b = 0 . 567 ± 0 . 030 km s −1 . Since there are two clear, well-
efined absorption components, we can analyse the data in
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Figure 3. Same as Fig. 1 , but for the absorption-line system towards HD 62542. The dark and light blue tick marks indicate isotopic absorption from 

13 C 

14 N 

and 12 C 

15 N, respectively (see Fig. 4 for a zoom-in of the isotope absorption). 
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e veral dif ferent ways to test if each component and spec-
rum are consistent with the values we infer for the joint 
t. 
First consider the baseline measurement of the column density 

atio, based on LSF ( λ) G , N (1) /N (0) = 0 . 4073 ± 0 . 0061. Analysing
he two ESPRESSO spectra separately, we achieve consistent results, 
ith N (1) /N (0) = 0 . 3996 ± 0 . 0083 and N (1) /N (0) = 0 . 4156 ±
 . 0089. Alternatively, analysing the data jointly, but the com- 
onents separately, we obtain N (1) /N (0) = 0 . 4081 ± 0 . 0076 and
 (1) /N (0) = 0 . 405 ± 0 . 013, which are also mutually consistent. 
Now considering the LSF ( λ, γ = 0) V results, the baseline for
ointly fitting the data and the component column density ratios 
ives N (1) /N (0) = 0 . 4392 ± 0 . 0059. A separate analysis of the
wo spectra, but jointly fitting the component column density ratio 
ields N (1) /N (0) = 0 . 4311 ± 0 . 0081 and N (1) /N (0) = 0 . 4482 ±
 . 0086. Meanwhile, a joint analysis of the data leads to the follow-
ng column density ratios for the two components, N (1) /N (0) =
 . 4416 ± 0 . 0073 and N (1) /N (0) = 0 . 433 ± 0 . 013, which are in
ood mutual agreement. Ov erall, re gardless of how the data are
nalysed, we find consistent results for a given LSF, however, the
MNRAS 536, 1980–1999 (2025) 
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Figure 4. Same as Fig. 3 , but showing a zoom-in of the CN isotope absorption features. Each isotope absorption line is identified with tick marks abo v e each 
spectrum, as labelled. 
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SF ( λ, γ = 0) V results are ele v ated by ∼ 8 per cent relative to the
orresponding LSF ( λ) G values. 

.3.3 HD 62542 

he CN absorber towards HD 62542 consists of a single, strong
omponent, where we detect the R (0), R (1), R (2), P (1), and
 (2) transitions. These data and the best-fitting model ( χ2 / dof =
 . 205) are shown in Fig. 3 . The N (0) column density is
og 10 [ N (0) / cm 

−2 ] = 13 . 467 ± 0 . 018 and the Doppler parameter is
 = 0 . 6417 ± 0 . 0083 km s −1 . Gi ven the relati vely large column
ensity of this line, it is intrinsically saturated, and systematic
ncertainties (particularly the uncertainty of the zero-level) dominate
he total error budget (see Table 5 ). 

We also find that the column density ratio is highly sensitive
o the choice of LSF. The LSF ( λ) G analysis results in a column
ensity ratio N (1) /N (0) = 0 . 400 ± 0 . 016, while the LSF ( λ, γ =
) V analysis yields N (1) /N (0) = 0 . 7069 ± 0 . 0075 (i.e. ele v ated
y ∼ 75 per cent). Clearly, the LSF plays a significant role in the
etermination of the column density ratios of these strong, saturated
ines. In this case, the FWHM of the two LSF v alues dif fer by just

0 . 17 km s −1 . 
We also check if the results are consistent when we analyse

ach ESPRESSO spectrum separately. For this example, we find
hat one spectrum provides a good agreement with the joint fit
0 . 401 ± 0 . 019) while the other spectrum exhibits a 1 . 7 σ difference
0 . 340 ± 0 . 031). This difference is perhaps not unexpected, because
NRAS 536, 1980–1999 (2025) 
pectrum 2 suffers from a warm pixel near the core of the line profile
hat we have masked during the fitting procedure (see Fig. 3 ). As
 result, spectrum 2 prefers a slightly higher N (0) column density,
orresponding to a lower N (1) /N (0) ratio. 

Along this sightline, we also detect absorption from some of the
ess abundant CN isotopes. Aside from the strong 12 C 

14 N absorption,
e detect weak 13 C 

14 N and – for the first time along this sightline – a
arginal detection of 12 C 

15 N absorption. We measure an isotope ratio
f 12 CN / 13 CN = 55 . 4 ± 8 . 5, which is comparable to the weighted
ean value ( 12 CN / 13 CN = 67 . 5 ± 1 . 0) reported by Ritchey et al.

 2011 ). Currently, there are just four detections of 12 C 

15 N based
n optical absorption lines, all of which are reported by Ritchey
t al. ( 2015b ). We report a marginal detection here, with an isotope
atio of C 

14 N / C 

15 N = 790 ± 430 (1 . 8 σ confidence), which is only
eakly constrained, but still in agreement with the typical values

eported by (Ritchey et al. 2015b , C 

14 N / C 

15 N ∼ 300). Further data
f this sightline are needed before the detection of 12 C 

15 N can be
onfirmed. A zoom-in of the isotope absorption lines along this
ightline is shown in Fig. 4 . 

.3.4 HD 73882 

he ESPRESSO data of HD 73882 reveals CN absorption lines from
ll transitions considered in this study, including R(2), R(1), R(0),
 (1), and P (2) (see Fig. 5 ). The best-fitting model consists of a single
omponent, with an N (0) column density log 10 [ N (0) / cm 

−2 ] =
3 . 500 ± 0 . 024 and Doppler parameter b = 0 . 845 ± 0 . 015 km s −1 .
his CN cloud is both the strongest and broadest absorber that we
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Figure 5. Same as Fig. 1 , but for the absorption-line system towards HD 73882. 
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onsider in this work. As a result, it is the most sensitive to the shape
f the LSF, saturation, and improper accounting of the zero-level of
he data (see Table 5 ). Based on the χ2 statistic, this model is also one
f the poorest fits considered in this paper ( χ2 / dof = 1 . 494). A joint
t of the data yields a column density ratio N (1) /N (0) = 0 . 330 ±
 . 017, which is the lo west v alue reported here for the LSF ( λ) G 
nalysis. The LSF ( λ, γ = 0) V results are considerably higher, with 
 (1) /N (0) = 0 . 5163 ± 0 . 0097, indicating the sensitivity of this

esult to the shape of the LSF. Analysing the two ESPRESSO data
eparately (assuming the LSF ( λ) G analysis), yields consistent results 
 (1) /N (0) = 0 . 334 ± 0 . 023 and N (1) /N (0) = 0 . 326 ± 0 . 026.
his ratio is significantly below the ratio that would be expected 

or level populations that are in equilibrium with CMB photons. 
After we unblinded the fitting results, we realized that the CN
 

2  u − X 

2 � 

+ (2, 0) band is co v ered by the ESPRESSO data of
his sightline. This band consists of weaker CN absorption lines 
hat are less likely to suffer from biases due to line saturation.

e analysed these lines using the same approach as used for
he B 

2 � 

+ − X 

2 � 

+ (0, 0) band data. An independent fit to the
 

2  u − X 

2 � 

+ (2, 0) lines revealed a narrowed Doppler parameter
 b = 0 . 71 ± 0 . 11). The N (1) column density was found to be almost
dentical to the B 

2 � 

+ − X 

2 � 

+ (0, 0) band data, while the N (0)
olumn density was log 10 [ N (0) / cm 

−2 ] = 13 . 403 ± 0 . 076, leading
o a ratio N (1) /N (0) = 0 . 416 ± 0 . 052; this agrees very well with the
esults of Ritchey et al. ( 2011 ). Alternatively, a joint fit to all available
ata yields an acceptable fit ( χ2 / dof = 1 . 258) that is consistent
MNRAS 536, 1980–1999 (2025) 
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Figure 6. Same as Fig. 1 , but for the absorption-line system towards HD 147933. 
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ith the B 

2 � 

+ − X 

2 � 

+ (0, 0) band only results, indicating that
he parameters are driven by the B 

2 � 

+ − X 

2 � 

+ (0, 0) band data.
e therefore conclude that the N (0) column density of this system

ppears to be affected by saturation of the B 

2 � 

+ − X 

2 � 

+ (0, 0)
(0) line. This system is discussed further in Section 5 . 

.3.5 HD 147933 = ρ Oph A 

he CN absorber towards HD 147933 is a relatively weak system,
nd requires a two-component absorption model to obtain an ad-
quate fit ( χ2 / dof = 1 . 207; see Fig. 6 ). The primary component
NRAS 536, 1980–1999 (2025) 
as an N (0) column density log 10 [ N (0) / cm 

−2 ] = 12 . 219 ± 0 . 035
nd Doppler parameter b = 0 . 560 ± 0 . 051 km s −1 . The satellite
bsorption component is located at ∼ + 2 . 5 km s −1 relative to the
rimary component, and is weaker by a factor of ∼ 20. Given the
ow column density of the satellite component, we decided to tie the
orresponding Doppler parameter to that of the primary component.
 joint fit to the ESPRESSO data yields a column density ratio
 (1) /N (0) = 0 . 509 ± 0 . 030 for the LSF ( λ) G analysis (note the
SF ( λ, γ = 0) V results are within 1 σ of this result). We have also
nalysed the ESPRESSO spectra separately, and find that the results
re mutually consistent, with values N (1) /N (0) = 0 . 539 ± 0 . 041
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Figure 7. Same as Fig. 1 , but for the absorption-line system towards 
HD 149757 ( = ζ Oph), and based on AAT/UHRF data. 
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nd N (1) /N (0) = 0 . 474 ± 0 . 042. Finally, we note that the R(2) line
s marginally detected ( ∼ 1 . 9 σ confidence), so we do not report a
 12 value of this absorber. 

.3.6 HD 149757 = ζ Oph 

he archi v al UHRF observ ations of HD 149757 are perhaps the
ost valuable in terms of both the S/N and the spectral resolution.
hese data were originally analysed by Crawford et al. ( 1994 ),
nd like those authors, we fit the CN absorption system with a
wo-component model. The P (1) absorption line falls at the edge 
f the detector; part of the line profile is not recorded, but we
evertheless fit the available data. We are able to find a consistent
t to all detected absorption lines, with χ2 / dof = 0 . 989. The

wo absorption components are separated by just ∼ 1 . 2 km s −1 , 
ith column densities log 10 [ N (0) / cm 

−2 ] = 12 . 163 ± 0 . 014 and
og 10 [ N (0) / cm 

−2 ] = 11 . 726 ± 0 . 021, and corresponding Doppler
arameters b = 0 . 440 ± 0 . 013 and 0 . 356 ± 0 . 030 km s −1 . Note that
he LSF shown in the middle panel of Fig. 7 is substantially
symmetric. 

Our baseline fit to this system assumes that both components 
ave an identical N (1) /N (0) column density ratio, with a best-fitting
alue N (1) /N (0) = 0 . 4307 ± 0 . 0094 for the LSF ( λ) G analysis. We
lso note that this value is relatively insensitive to the adopted 
SF, for example, the LSF ( λ, γ = 0) V analysis yields N (1) /N (0) =
 . 4363 ± 0 . 0095. We have also performed a fit that allows both
omponents to have an independent N (1) /N (0) ratio. In this case, the
eftmost component has a value N (1) /N (0) = 0 . 435 ± 0 . 011, while
he rightmost component has a value N (1) /N (0) = 0 . 407 ± 0 . 028
both values are in good mutual agreement (i.e. within ∼ 1 σ ) and
lso agree with the joint fit. Finally, we note that we do not have an
stimate of the zero-level uncertainty for this system, but given that
he absorption lines are very weak, the zero-level is not expected to
ignificantly affect the result. 

.3.7 HD 152236 = ζ 1 Sco 

he sightline towards HD 152236 is unique among our sample, since
t has been observed with both UHRF (Fig. 8 ) and ESPRESSO (Fig.
 ). The line of sight intersects two weak CN absorption components
eparated by 10 . 8 km s −1 . The stronger component has an N (0) col-
mn density log 10 [ N ( N (0)) / cm 

−2 ] = 12 . 222 ± 0 . 022 and Doppler
arameter b = 0 . 52 ± 0 . 02, and is significantly detected in the R(0),
(1), and P (1) transitions. The weaker (blueshifted) component has 

n N (0) column density log 10 [ N (0) / cm 

−2 ] = 11 . 581 ± 0 . 033 and
oppler parameter b = 0 . 69 ± 0 . 07 km s −1 . The weaker component

s well detected in the R(0) line, but only weakly detected in the R(1)
nd P (1) lines. Our baseline best-fitting model ( χ2 / dof = 1 . 232) for
his sightline is based on a single joint fit to all available data, and
ssumes both components have the same N (1) /N (0) ratio. Our best-
tting N (1) /N (0) column density ratio, based on the LSF ( λ) G anal-
sis, is N (1) /N (0) = 0 . 387 ± 0 . 014. A consistent result is obtained
or the LSF ( λ, γ = 0) V analysis, with N (1) /N (0) = 0 . 396 ± 0 . 014.

We have a total of four data sets of this sightline that we can use
o test for consistency; these data consist of two UHRF observing
uns (during 1993 and 1994), and two ESPRESSO spectra (one from
ach slice that was acquired simultaneously). We note that the 1993
HRF data are affected by a cosmic-ray event near the strongest
N R(0) absorption component; the affected data were masked 
uring the fitting procedure. In what follows, we only compare the
SF ( λ) G results. We report a good mutual agreement between the
993 and 1994 UHRF data, with N (1) /N (0) = 0 . 392 ± 0 . 050 and
 (1) /N (0) = 0 . 373 ± 0 . 018, respecti vely. These v alues also agree
ith our baseline model that jointly fits all available data (recall,
 (1) /N (0) = 0 . 387 ± 0 . 014). 
The ESPRESSO data, ho we ver, are some what inconsistent with

ach other (at the ∼ 2 σ le vel), with v alues N (1) /N (0) = 0 . 495 ±
 . 068 and N (1) /N (0) = 0 . 326 ± 0 . 055, and only marginally con-
istent with the joint fit. This difference can be explained by the
SPRESSO modelling; the Doppler parameters of the two compo- 
ents tend towards either unfeasibly low values ( ∼ 0 . 01 km s −1 )
r relatively high values ( ∼ 1 km s −1 ). We suspect this is due
o the poorer line detection significance of the ESPRESSO data, 
ince the lines are unresolved and the data are of relatively low
/N, relative to the UHRF data. As a result, the noise is im-
acting the shape of the (unresolved) line profile, and forcing the
oppler parameters into unrealistic parameter space. Fortunately, 
 joint fit to just the ESPRESSO data provides a consistent value,
 (1) /N (0) = 0 . 416 ± 0 . 043. Given that the UHRF data agree with

he baseline result, we suspect that the UHRF data strongly constrain
he cloud model of the joint fit, and the ESPRESSO data are primarily
elping to reduce the statistical error. We note that neither the zero-
evel nor the LSF choice contributes significantly to the total error
udget. 

.3.8 HD 152270 

he UHRF data of HD 152270 are the highest spectral resolution,
ut also the lowest S/N, of all spectra considered in this paper.
MNRAS 536, 1980–1999 (2025) 
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Figure 8. Same as Fig. 1 , but for the absorption-line system towards HD 152236 ( = ζ 1 Sco), and based on AAT/UHRF data. See also, Fig. 9 . Note that the 
vertical red shaded band (near a heliocentric velocity of 0 km/s in the bottom left panel) indicates a series of pixels that are impacted by a cosmic ray, and were 
masked during the fitting procedure. 
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hese data only co v er the R(0) and R(1) lines, and the absorp-
ion appears to consist of a single weak absorption component
see Fig. 10 ). The best-fitting model ( χ2 / dof = 0 . 813) fa v ours a
eak absorber with an N (0) column density log 10 [ N (0) / cm 

−2 ] =
1 . 94 ± 0 . 11 and Doppler parameter b = 0 . 67 ± 0 . 09 km s −1 . The
erived N (1) /N (0) column density ratio for the LSF ( λ) G analysis
s N (1) /N (0) = 0 . 70 ± 0 . 13, which is identical to the result derived
ith the LSF ( λ, γ = 0) V analysis. The statistical errors dominate the

rror budget of the N (1) /N (0) value. We also note that we are unable
o estimate the zero-level systematic uncertainty of these data, but
e do not expect this to be significant since the absorption lines are
ery weak. 

.4 Excitation temperatures 

 summary of the best-fitting column density ratios of each sightline,
nd for both LSF analyses, is collected in T able 5 . T o calculate the
osterior distributions of the excitation temperature based on these
olumn density ratios, we perform a Markov chain Monte Carlo
MCMC) analysis using the EMCEE software (F oreman-Macke y et al.
013 ). We adopt a uniform prior on the excitation temperature in the
ange 0 ≤ T 01 / K ≤ 5. We randomly initialize 50 w alk ers within this
nterval, and run the MCMC for 5000 steps, with a conserv ati ve
urn-in of 500 steps, and thinned by a factor of 15. We confirmed
hat this set of parameters produced converged chains by computing
he autocorrelation time. The inferred median, and 1 σ confidence
imits on the excitation temperatures are provided in Table 5 . 

.5 Comparison with previous work 

any of the sightlines considered in this paper were also analysed by
itchey et al. ( 2011 ), using data of generally higher S/N and lower

pectral resolution. By comparing the results of the sightlines that are
n common between these two studies, we can try to understand how
uman choices and differences in the data and analysis strategies can
NRAS 536, 1980–1999 (2025) 
ffect the final derived results. A summary of these results is collected
n Table 6 , where we list the LSF ( λ) G results since these offer
he closest comparison to the Ritchey et al. ( 2011 ) analysis. Most
f the measurements exhibit only minor differences at the 1 σ−2 σ
evel, while one of the measurements (HD 147933) exhibits an ∼ 4 σ
if ference. Gi ven that the Doppler parameters rarely agree within
 σ , this disagreement propagates to larger differences in the column
ensities of the strong (and often saturated) CN lines, particularly the
(0) line. Clearly, to further understand the physical conditions of

he CN-bearing gas, we must pin down the instrumental broadening,
nd Doppler parameters of CN absorbers. This should be considered
n important goal with the (known) Milky Way absorbers, before
ttempting to conduct this experiment with extragalactic and high-
edshift absorbers, where ultrahigh spectral resolution will not be
easible. 

 DI SCUSSI ON  

ll excitation temperature measurements are shown in Fig. 11 as a
unction of the lo wer le vel column density. It is worth noting that
hen the column density of the lower level is N � 10 12 . 5 cm 

−2 , the
ifference between the two LSF analyses is minimal; the difference
etween the two LSF analyses increases for increasingly strong lines.
his suggests that the most reliable excitation temperatures are to be
erived from the lower range of CN column densities. Nevertheless,
ven the weak lines appear to exhibit an excess ‘intrinsic’ dispersion
eyond the quoted error budget. To quantify the level of intrinsic
catter, we construct a model to extract a measure of the unaccounted
or systematic uncertainty. 

Suppose that each column density ratio that we measure, r i ± σi ,
as a true value r t . The probability that our measurement arises from
his true value is 

r ( r i | r t ) = 

1 √ 

2 πσ
exp 

(
− ( r i − r t ) 2 

2 σ 2 

)
, (7) 
i i 
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Figure 9. Same as Fig. 1 , but for the absorption-line system towards HD 152236 ( = ζ 1 Sco). See also, Fig. 8 . 
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here the true value is assumed to be drawn from a Gaussian

istribution with a central value R and an intrinsic (i.e. ‘systematic’)
catter σsys . In this case, the probability that a given true value ( r t ) is
rawn from this distribution is 

r ( r t | R ) = 

1 √ 

2 πσsys 

exp 

(
− ( r t − R ) 2 

2 σ 2 
sys 

)
. (8) 

y inte grating o v er all possible true values, we arrive at the probabil-
ty of obtaining a measured column density ratio, r i , given a Gaussian
istribution of values with an intrinsic scatter: 

r ( r i | R ) = 

1 √ 

2 π( σ 2 
i + σ 2 

sys ) 
exp 

(
− ( r i − R ) 2 

2( σ 2 
i + σ 2 

sys ) 

)
(9) 

nd the corresponding log-likelihood function is of the form 

 = log 

[∏ 

i 

Pr ( r i | R)] 

]
, (10) 

here the true value, R, is given by the LHS of equation ( 3 ). Our
odel therefore contains two free parameters: the excess uncertainty 

 σsys ) and the excitation temperature (either T 01 or T 12 ). Using
MNRAS 536, 1980–1999 (2025) 
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M

Figure 10. Same as Fig. 1 , but for the absorption-line system towards 
HD 152270. 
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he abo v e log-likelihood function, we used EMCEE with the same
onfiguration as described in Section 4.4 to calculate the posterior
istributions of the typical excitation temperature and the associated
ntrinsic scatter associated with the measured column density ratios
for the LSF ( λ) G analysis): 

 01 = 2 . 769 + 0 . 084 
−0 . 072 K σsys = 0 . 056 + 0 . 031 

−0 . 019 . (11) 

ote that σsys is the intrinsic scatter associated with the measured
olumn density ratios and not an intrinsic scatter associated with
he excitation temperature. σsys therefore represents a ∼ 10 per cent
ncertainty of the column density ratio due to systematics that are
resently unaccounted for. We also note that a simple weighted mean
f the T 01 values listed in Table 5 (i.e. set σsys = 0) gives 〈 T 01 〉 =
 . 739 ± 0 . 015 K; this uncertainty is a factor of ∼ 6 more precise than
he value of T 01 that accounts for σsys . Given that σsys is significantly
on-zero, we stress the importance of the intrinsic scatter term when
alculating the most likely mean value, instead of only quoting a
eighted mean value. 
Our determination of T 01 represents a reliable ∼ 3 per cent deter-
ination of the typical CN excitation temperature of diffuse molecu-

ar clouds in the Milky Way. Our measure agrees with the direct mea-
urement of the CMB temperature, T CMB , 0 = 2 . 7260 ± 0 . 0013 K,
y Fixsen ( 2009 ). Our measurements suggest that local sources
f excitation do not significantly alter the CN-level populations in
ur sample of absorbers, relative to the CMB. However, the source
f intrinsic scatter is not currently known; to fully understand the
ntrinsic scatter, a larger sample of systems may be required. The two

ost likely causes include sightline dependent excitation, or issues
ith the LSF and cloud modelling. To test these two possibilities,
e can compare our result to those of other analyses reported in the

iterature. If σsys is identical between any two studies, it is more likely
o be intrinsic to the CN absorbers, since different authors analyse
heir samples in different ways. This leads to modelling choices that
re more likely to lead to a different set of systematic errors. 

For this comparison, we consider the most recent CN sample
eported by Ritchey et al. ( 2011 ), who report a weighted mean
alue 〈 T 01 〉 = 2 . 754 ± 0 . 002. We note that a significant fraction
 ∼ 62 per cent) of their sample has an R(0) column density that
NRAS 536, 1980–1999 (2025) 
s � 10 12 . 5 cm 

−2 , which is the regime we find very little change
o the values between the LSF ( λ) G and LSF ( λ, γ = 0) V analyses.
urthermore, their data are of generally higher S/N ratio, albeit at
ome what lo wer spectral resolution. If we apply our likelihood model
equation 10 ) to their data, we find values: 

 01 = 2 . 717 + 0 . 036 
−0 . 039 K σsys = 0 . 038 + 0 . 008 

−0 . 012 . (12) 

y simultaneously modelling the intrinsic scatter, we find a typical
xcitation temperature that is more consistent with the CMB value
compared to the weighted mean). Furthermore, the intrinsic disper-
ion is significantly non-zero, and is somewhat lower than the value
hat we derive for our sample. We also note that both studies are
onsistent within 1 σ . We therefore conclude that both our study and
itchey et al. ( 2011 ) appear to suffer from an unknown systematic
ffect, despite the care that has been taken in both analyses. If this
ystematic uncertainty is due entirely to local sources of excitation,
hen we conclude �T loc ≤ 0 . 054 K (2 σ ). 

Repeating our likelihood calculation with the results of the
SF ( λ, γ = 0) V analysis, we find 

 01 = 3 . 06 ± 0 . 13 K σsys = 0 . 107 + 0 . 037 
−0 . 026 (13) 

hich is significantly ( ∼ 10 per cent) ele v ated relati ve to the LSF ( λ) G 
nalysis. Given the agreement between our LSF ( λ) G analysis and the
ndependent work by Ritchey et al. ( 2011 ), we propose that our
SF ( λ) G analysis is more reliable than our LSF ( λ, γ = 0) V analysis.
e also note that the LSF ( λ) G analysis is the ‘standard’ approach; the

nstrument resolution is usually assumed to be accurately reflected by
he widths of unresolved ThAr lines. The LSF ( λ, γ = 0) V analysis
evertheless illustrates the sensitivity of this measurement to small
hanges in the LSF. Finally, given that the LSF ( λ) G and LSF ( λ, γ =
) V analyses represent the ‘extremes’ of the LSF, we can place a
onfident (2 σ ) limit on the typical excitation temperature of Milky
ay sightlines, 2 . 62 ≤ T 01 / K ≤ 3 . 32. 

.1 Simultaneous joint fit 

s a final step, we perform a single, joint fit to all eight sight-
ines simultaneously using the initial model setup described in
ection 4.2 . The only change to the blinded models described
bo v e is that all absorbers and components are assumed to have
 single N (1) /N (0) and a single N (2) /N (1) value. We also include
 separate model parameter to calculate the column density ratio
f 13 C 

14 N. The optimized model parameters provide a good fit
o the data ( χ2 / dof = 1 . 186) and, as previously, we find that the
nitialization bias does not impact the results. The best-fitting value
f the column density ratios are, N (1) /N (0) = 0 . 4074 ± 0 . 0042 and
 (2) /N (1) = 0 . 0445 ± 0 . 0030, which correspond to the following

xcitation temperatures: 

 01 = 2 . 725 ± 0 . 015 K, (14) 

 12 = 3 . 002 ± 0 . 055 K. (15) 

he derived T 01 is a 0.55 per cent measure – this value is a factor
f ∼ 5 more precise than the value reported by analysing each
ystem separately (cf. Equation 11 ). Furthermore, our joint fit is
ore consistent with both Ritchey et al. ( 2011 ) (see equation 12 )

nd the direct determination of the CMB temperature (Fixsen 2009 ).
his possibly suggests that individual model fits might be o v erfitting

o the noise, while a single joint fit is less affected by the parameter
inimization; by performing a joint fit, we can ensure that any one

pectrum is not causing the data to be o v erfit, thereby biasing the
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Table 6. CN absorber comparison between our results and Ritchey et al. ( 2011 ). 

Our work Ritchey et al. ( 2011 ) 

CN absorber N [0] b T 01 N [0] b T 01 

(10 12 cm 

−2 ) ( km s −1 ) (K) (10 12 cm 

−2 ) ( km s −1 ) (K) 

HD 73882 31 . 7 ± 1 . 8 0 . 845 ± 0 . 015 2 . 467 ± 0 . 073 27 . 66 ± 0 . 04 0.88 2 . 631 ± 0 . 004 
HD 147933 1 . 66 ± 0 . 13 0 . 560 ± 0 . 051 3 . 07 ± 0 . 10 1 . 77 ± 0 . 01 0.42 2 . 657 ± 0 . 026 
HD 149757 1 . 456 ± 0 . 047 0 . 440 ± 0 . 013 2 . 804 ± 0 . 032 1 . 61 ± 0 . 02 0.60 2 . 702 ± 0 . 042 
HD 149757 0 . 532 ± 0 . 026 0 . 356 ± 0 . 030 2 . 804 ± 0 . 032 0 . 45 ± 0 . 02 0.40 2 . 702 ± 0 . 042 
HD 152236 1 . 669 ± 0 . 085 0 . 52 ± 0 . 02 2 . 659 ± 0 . 047 2 . 21 ± 0 . 02 0.40 2 . 588 ± 0 . 033 
HD 152236 0 . 382 ± 0 . 029 0 . 69 ± 0 . 07 2 . 659 ± 0 . 047 0 . 38 ± 0 . 01 0.54 2 . 454 ± 0 . 178 

Figure 11. The excitation temperature T 01 (nine blue symbols) and T 12 (four red symbols) as a function of the column density of the lo wer le vel. The black 
line is the direct measurement of the CMB temperature, T CMB , 0 = 2 . 7260 ± 0 . 0013 K (Fixsen 2009 ). The left and right panels show the analysis results based 
on the LSF ( λ) G and LSF ( λ, γ = 0) V models of the instrument resolution, respectively. 
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 (1) /N (0) value. Our estimated T 12 values are significantly elevated
elative to the CMB value, indicating that either local sources are 
ontributing to the relative level populations, or the (much weaker) 
(2) and P (2) lines are being fit to the noise. Finally, we note that the

olumn density ratio of 13 C 

14 N is N (1) /N (0) = 0 . 467 ± 0 . 077, cor-
esponding to an excitation temperature T 01 ( 13 CN ) = 2 . 80 ± 0 . 25 K,
hich is consistent with the 12 CN results. 

.2 Futur e impr o v ements 

mpro v ements to the future generations of ultrahigh-resolution spec- 
rographs will hopefully allow us to accurately model the LSF, and 
educe the intrinsic (systematic) scatter that is currently present in 
he CN excitation measurements. In this section, we briefly reflect 
n the key properties that are needed to significantly improve upon 
hese measurements in the future. 

Similar to previous studies, we find that the LSF plays an important
ole in the determination of the excitation temperature of unresolved 
N lines (Palazzi et al. 1992 ; Roth et al. 1993 ; Roth & Meyer
995 ; Słyk et al. 2008 ; Ritchey et al. 2011 ). To improve the
easurement reliability, we suggest that the absorption lines need 

o be fully resolved. This would allow the cloud model parameters 
o be measured with greater accuracy, including the possibility of 
dentifying multiple blended components along some lines of sight. 
ssuming that unresolved velocity components do not affect the 

ystems in our sample, we find that the typical Doppler parameter of
N absorption lines is 〈 b〉 = 0 . 61 ± 0 . 14 km s −1 (corresponding to
 line FWHM � 1 . 0 km s −1 ). The lowest Doppler parameter that
e measure is towards one component of HD 149757 ( ζ Oph),
 = 0 . 36 ± 0 . 03 (equi v alent to FWHM = 0 . 58 km s −1 ). The highest
alue measured is towards the strongest CN absorber (HD 73882), 
ith b = 0 . 84 ± 0 . 02, although we note that this value may be biased
ue to line saturation combined with the LSF uncertainty. Given that
t least some CN Doppler parameters in the Milky Way are lower
han FWHM ≈ 0 . 6 km s −1 , we recommend that a spectral resolution
 > 500 000 is required to obtain reliable measurements of the CN

xcitation temperature. As an aside, we also note that the typical
oppler parameter that we derive in this work differs by ∼ 40 per cent

rom the value that was uniformly assumed by Słyk et al. ( 2008 ,
 = 1 km s −1 ). This difference likely explains the e xcitation e xcess
eported by these authors (see also, Ritchey et al. 2011 ). 

We have also found that the LSF does not significantly impact
he results when the column density of the lower level is N l �
0 12 . 5 cm 

−2 . This is perhaps the ideal column density regime to
se for reliable T 01 determinations, when analysing the 12 C 

14 N 

ines. We also point out that 12 C 

14 N absorption-line systems in the
egime N l � 10 13 cm 

−2 are well suited to measure T 01 from the
3 C 

14 N absorption lines. The benefit of using the heavier isotope is
hat the energy level difference is ∼ 5 per cent closer to the peak
f the CMB than 12 C 

14 N, and the level populations are therefore
ven more strongly determined by the temperature of the CMB
hotons. The strongest 12 C 

14 N lines in principle allow for a high-
recision determination of T 01 , but this precision must be matched
ith an accurate determination of the cloud model. In particular, 
MNRAS 536, 1980–1999 (2025) 
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he Doppler parameter must be well measured; this is possible by
sing a combination of both weak and strong absorption lines arising
rom the same lower level, and fitting the lines of different CN bands
imultaneously. 

In addition to acquiring new data of higher spectral resolution, we
uggest that the S/N of the collected data should allow for the R(1)
nd P (1) absorption lines to be detected with high confidence (i.e.
he column density should be measured with S/N = 100). There are
ust two sightlines that we have analysed with S / N < 100 / pixel . One
f these sightlines (HD 152236) exhibits an excitation temperature
hat is (unphysically) below the CMB temperature by ∼ 1 . 4 σ . The
ightline with the lowest S/N of our sample (HD 152270) has an
xcitation temperature that is significantly abo v e ( ∼ 2 σ ) the CMB
emperature. It is important to assess such ele v ated cases carefully,
ince an excitation temperature that exceeds the CMB value could
e explained by local sources of excitation. S/N therefore plays an
mportant role in obtaining reliable measurements. 

In principle, the amount of local excitation can be determined
irectly from millimeter observations of CN rotational line emission
Penzias et al. 1972 ), provided that the source uniformly fills
he antenna beam. There are two sightlines in our sample with

illimeter observ ations av ailable. HD 149757 ( ζ Oph) has a 2 σ
pper limit, �T loc < 0 . 062 K (Crane et al. 1989 ). We note that our
ata of HD 149757 are among the highest spectral resolution and
ighest S/N available, and yet the excitation temperature ( T 01 =
 . 804 ± 0 . 032 K) is marginally discrepant (1 . 8 σ ) with the CMB
 alue, gi ven the aforementioned upper limit on the level of local
xcitation. On the other hand, HD 27778 has an estimated local
xcitation contribution �T loc = 0 . 02 ± 0 . 02 K (Roth et al. 1993 ).
o we v er, the e xcitation temperature that we report herein for this

ightline ( T 01 = 2 . 726 ± 0 . 022 K) is in excellent agreement with
he CMB temperature, and does not require local sources to be
rought into agreement with the CMB value. As the community
ushes towards higher precision, it will be necessary to obtain high-
uality data in the optical and millimeter bands to firmly assess the
elative importance of local excitation and systematic uncertainty. 

 C O N C L U S I O N S  

e have analysed ultrahigh-resolution spectra of CN B 

2 � 

+ − X 

2 � 

+ 

0, 0) vibronic band absorption lines to determine the typical
xcitation temperature of diffuse molecular clouds in the Milky Way.
n the Milky Way environment, the first rotationally excited state of
N is largely dominated by the absorption of CMB photons, and

he excitation temperature is expected to be very close to the CMB
emperature. The main goals of this paper include (1) understand the
ystematic limitations of using CN to infer the CMB temperature; (2)
stimate (or place a limit on) the contribution of local sources to the
otational excitation of CN; and (3) if local sources are subdominant,
eport a robust measure of the CMB temperature. Following a careful
nalysis of eight Milky Way sightlines, we draw the following
onclusions: 

(i) We report a 3 per cent determination of the excitation tempera-
ure of CN in diffuse molecular clouds, T 01 = 2 . 769 + 0 . 084 

−0 . 072 K, based on
 sample size of eight CN absorbers. Our determination is consistent
ith the direct determination of the CMB temperature reported by
ixsen ( 2009 ), supporting previous works that also conclude the
N level populations are dominated by excitation of CMB photons.
ocal sources of excitation appear to contribute very little to the level
opulations. 
(ii) We investigate several possible causes of systematic uncer-

ainty, including the LSF, initialization bias, fine-structure of the
NRAS 536, 1980–1999 (2025) 
bsorption lines, the zero-level and continuum level of the data, and
lended components. We also perform a series of self-consistency
hecks, such as fitting the level populations of separate spectra
nd separate absorption components. We have also conducted our
nalysis blind, to reduce the impact of human bias on the results.
espite the care that was taken in the analysis, we find an excess
ispersion in the reported excitation temperature measurements that
an be explained by an unaccounted for systematic. We estimate that
he column density ratio N (1) /N (0) is uncertain at the ∼ 10 per cent
e vel, gi ven the current data. 

(iii) We have also performed a simultaneous joint fit to all ab-
orbers, requiring that all CN absorption components have an identi-
al excitation temperature. The simultaneous analysis of all absorbers
ields a typical CN excitation temperature T 01 = 2 . 725 ± 0 . 015 K,
hich is consistent with the CMB temperature, but with five times
igher precision than analysing all absorbers separately. We suggest
hat a simultaneous joint fit might alleviate any one system from
eing o v erfit, and we outline a future observing strate gy to test this
ossibility. 
(iv) We find that typical CN absorption clouds have total Doppler

arameters of 〈 b〉 = 0 . 61 ± 0 . 14 km s −1 . In order to make fur-
her progress on the determination of the typical CN excitation
emperature of Milky Way diffuse molecular clouds, we suggest
hat future observations should be acquired with high-S/N data
 S / N � 200 pixel −1 , such that the R(1) and P (1) lines are detected at
/ N = 100) and attempt to fully resolve the absorbing clouds. Such a
emand would require an exceptionally high-resolution spectrograph
 R � 10 6 ). 

(v) As an added bonus of this work, we detected isotopic CN
bsorption towards HD 62542, including a marginal detection of
2 C 

15 N. The isotopic abundances that we measure along this sightline
re 12 CN / 13 CN = 55 . 4 ± 8 . 5 and C 

14 N / C 

15 N = 790 ± 430. 
The present-day CMB temperature is currently the most precisely
easured cosmological quantity. Furthermore, its redshift evolution

as been measured using a variety of techniques co v ering most of the
xpansion history of the Universe (out to z � 6 . 3), and the agreement
ith the standard cosmological model is e xceptional. Giv en that

uture facilities aim to measure the CMB temperature using CN at
igher redshift, it is important that we first understand the systematic
imitations of this approach using exquisite data that we can collect
rom our Galactic neighbourhood. Such a study will likely require
 purpose-built optical spectrograph with a resolution that is higher
han has ever been used for astronomical observations. 
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