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A B S T R A C T 

We investigate the redshift evolution of the concentration–mass relationship of dark matter haloes in state-of-the-art cosmological 
hydrodynamic simulations and their dark-matter-only (DMO) counterparts. By combining the IllustrisTNG suite and the 
no v el MillenniumTNG simulation, our analysis encompasses a wide range of box size (50 −740 cMpc) and mass resolution 

(8 . 5 × 10 

4 −3 . 1 × 10 

7 M � per baryonic mass element). This enables us to study the impact of baryons on the concentration–
mass relationship in the redshift interval 0 < z < 7 o v er an unprecedented halo mass range, e xtending from dwarf galaxies 
to superclusters ( ∼ 10 

9 . 5 −10 

15 . 5 M �). We find that the presence of baryons increases the steepness of the concentration–mass 
relationship at higher redshift, and demonstrate that this is driven by adiabatic contraction of the profile, due to gas accretion 

at early times, which promotes star formation in the inner regions of haloes. At lower redshift, when the effects of feedback 

start to become important, baryons decrease the concentration of haloes below the mass scale ∼ 10 

11 . 5 M �. Through a rigorous 
information criterion test, we show that broken power-law models accurately represent the redshift evolution of the concentration–
mass relationship, and of the relative difference in the total mass of haloes induced by the presence of baryons. We provide 
the best-fitting parameters of our empirical formulae, enabling their application to models that mimic baryonic effects in DMO 

simulations o v er six decades in halo mass in the redshift range 0 < z < 7. 

Key words: methods: numerical – galaxies: evolution – galaxies: formation – galaxies: fundamental parameters – galaxies: 
structure – dark matter. 
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 I N T RO D U C T I O N  

nderstanding how galaxy formation unfolds throughout the history
f the Universe is a fundamental question that lies at the crossroads of
 alactic astroph ysics and cosmology. The tw o k ey elements shaping
he buildup of galaxies in a cosmological context are the hierarchical
tructure formation of dark matter (DM) haloes, and the astrophysical
rocesses that shape star formation and the gaseous environment of
alaxies. 

The former question is well understood within the standard
ambda cold dark matter ( � CDM) paradigm, thanks to early
nalytical models for the formation of DM haloes via hierarchical
erging (Lacey & Cole 1993 ), and N -body cosmological simulations

ollowing the evolution of self-gravitating DM particles (Springel
t al. 2005 ; Klypin, Trujillo-Gomez & Primack 2011 ; Angulo et al.
012 ; Fosalba et al. 2015 ). Given that DM haloes constitute the
 E-mail: daniele.sorini@durham.ac.uk 
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ackbone within which galaxies form, understanding their internal
tructure represents a stepping stone towards a complete theory for
osmological galaxy formation. 

A key result from early N -body simulations is that the spherically
veraged DM density distribution, ρ( r), within galactic haloes can be
niversally described by the so-called Navarro–Frenk–White (NFW)
rofile (Navarro, Frenk & White 1997 ): 

ρ( r) 

ρc 
= 

� c 

r 
r s 

(
1 + 

r 
r s 

)2 , (1) 

here ρc is the critical density of the Universe. The ‘scale radius’
 s is a free parameter representing how concentrated the matter
istribution is towards the centre of the halo. In fact, equation ( 1 )
s often written in terms of the ‘concentration’ parameter, defined
s c 200c = r 200c /r s , where r 200c is the halocentric distance enclosing
 total mass density equal to 200 times the critical density of the
© 2024 The Author(s). 
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niverse, and is usually adopted as a proxy for the virial radius: 

ρ( r) 

ρc 
= 

� c 

c 200c 
r 

r 200c 

(
1 + c 200c 

r 
r 200c 

)2 . (2) 

he parameter � c then regulates the normalization of the profile such 
hat its integral over the volume of the halo matches the virial mass.
t follows that � c depends on the concentration, which is thus the
nly free parameter of the NFW profile. 
Later studies suggested that the DM density distribution within 

aloes can be better characterized by incorporating an extra ‘shape’ 
arameter (Navarro et al. 2010 ), which appears in other frequently 
mployed models, such as the Einasto profile (Einasto 1965 ; Merritt
t al. 2006 ). But regardless of the specific functional form, DM
ensity profiles still display a certain level of universality within 
 -body simulations, and the concentration remains a key parameter 

n the description of the halo structure. If the relationship between 
oncentration and total mass of haloes is known, then the DM density
rofile of any halo of a given mass can be straightforwardly predicted. 
hus, several cosmological N -body simulations tested the validity of 

he NFW or Einasto profile and investigated the concentration–mass 
elationship (Bullock et al. 2001 ; Macci ̀o et al. 2007 ; Neto et al.
007 ; Duffy et al. 2008 ; Macci ̀o, Dutton & van den Bosch 2008 ;
hattacharya et al. 2013 ; Dutton & Macci ̀o 2014 ; Ludlow et al.
014 ; Klypin et al. 2016 ), either within the � CDM model or beyond
e.g. Bose et al. 2016 ; Ruan et al. 2024 ). The halo mass and redshift
ange probed were progressively expanded with the advancement of 
umerical techniques and computational facilities. 
For instance, using a set of nested zoom-in N -body simulations,
ang et al. ( 2020 ) obtained the present-day concentration–mass 

elationship o v er 20 orders of magnitude in the halo mass range
10 −6 −10 14 M �), hence verifying the robustness of the Einasto
rofile as a model for the DM distribution within collapsed struc-
ures. More recently, Ishiyama et al. ( 2021 ) utilized the large-
olume (2 . 0 h 

−1 Gpc) and high-resolution (8 . 97 × 10 5 h 

−1 M �)
chuu and Shin-Uchuu cosmological N -body simulations to probe 

he NFW concentration–mass relationship in the halo mass range 
0 9 −10 15 M �, studying its evolution in the redshift range 0 < z < 7.
ll works consistently confirmed a decreasing concentration–mass 

elationship at lower redshift, proposing either a power-law fitting 
unction (e.g. Dutton & Macci ̀o 2014 ; Schaller et al. 2015 ), or more
omplex, physically moti v ated analytical models (e.g. Ludlow et al. 
013 , 2014 , 2016 ; Diemer & Joyce 2019 ) following the evolution of
ollapsed structures. Other studies sought to directly connect the DM 

ensity profiles of haloes to large-scale structure statistics such as 
he power spectrum of density perturbations (Diemer & Joyce 2019 ; 
rown et al. 2020 , 2022 ). 
The near universality of the DM density profiles in N -body

imulations (at least in relaxed haloes; see e.g. discussion in 
iemer & Joyce 2019 ) descends from the scale-free behaviour 

nduced by gravity. Ho we ver, this does not hold true once baryons
re included, as baryon-driven astrophysical processes introduce new 

haracteristic scales that break the self-similarity of the DM density 
rofiles. F or e xample, gas cooling and dissipation (White & Rees
978 ; White & Frenk 1991 ), combined with the subsequent star
ormation, can alter the structure of the halo. The early adiabatic 
ontraction model suggested that baryon collapse would increase 
he density of haloes in their central region (Blumenthal et al. 
986 ). Ho we ver, this model was found to overpredict the increase
f DM density in hydrodynamic cosmological simulations (Gnedin 
t al. 2004 ; Gustafsson, Fairbairn & Sommer-Larsen 2006 ). Ide- 
lized simulations including a simplified outflow model reached 
ualitati vely dif ferent conclusions, generating haloes with a central 
ore (Navarro, Eke & Frenk 1996 ). While several cosmological 
imulations confirmed this result (Dehnen 2005 ; Read & Gilmore 
005 ; Mashchenko, Couchman & Wadsley 2006 ; Go v ernato et al.
010 ; Pontzen & Go v ernato 2012 ; Martizzi, Te yssier & Moore 2013 ;
eyssier et al. 2013 ), others highlighted that the formation of cores

n dwarf galaxies is either not ubiquitous (O ̃ norbe et al. 2015 ) or
utright absent (Bose et al. 2019 ). 
The development of more sophisticated cosmological hydrody- 

amic simulations, following the co-evolution of several species of 
aryonic matter, such as gas, stars, and black holes (e.g. Dolag et al.
009 ; Schaye et al. 2010 ; Dubois et al. 2014 ; Vogelsberger et al.
014 ; Luki ́c et al. 2015 ; Schaye et al. 2015, 2023 ; Dav ́e et al. 2019 ),
xpanded the scope of the inquiry. Indeed, different simulations rely 
n a variety of numerical prescriptions for sub-grid processes such 
s outflo ws dri ven by stars or acti ve galactic nuclei (AGN; see e.g.
omerville & Dav ́e 2015 for a re vie w). This prompts the question
f how individual stellar and AGN feedback models, and not only
he mere presence of baryons, affect the properties of galaxies and
heir host DM haloes. In this respect, understanding the impact of
aryonic physics on the matter content and distribution within haloes 
emains a central question. 

Schaller et al. ( 2015 ) showed that the spherically averaged DM
ensity distribution within haloes is well represented by an NFW 

rofile both in the EAGLE hydrodynamic cosmological simulation 
Schaye et al. 2015 ) and in its dark-matter-only (DMO) counterpart.
he average concentration–mass relationship at z = 0 was fit with a
ower law in both runs, and the hydrodynamic v ersion e xhibited a
arger normalization and gentler slope than the DMO variant. Using 
he same simulations, but applying different analysis techniques, 
eltz-Mohrmann & Berlind ( 2021 ) reached similar conclusions 

egarding the slope (but not the normalization) of the relationship. 
he same work additionally considered the Illustris (Vogelsberger 
t al. 2014 ) and IllustrisTNG (Pillepich et al. 2018 ) hydrodynamic
imulations. The former produced a steeper concentration–mass 
elationship with respect to its DMO variant, while the latter 
xhibited the opposite trend. Other studies focused on modelling 
he redshift evolution of the concentration–mass relationship in 
ydrodynamic simulations, rather than making comparisons with 
MO runs (Shirasaki, Lau & Nagai 2018 ; Ragagnin et al. 2019 ,
021 ), showing that the concentration of haloes of a fixed mass
ncreases at later times. More recently, Shao, Anbajagane & Chang 
 2023 ) used the CAMELS suite of simulations (Villaescusa-Navarro 
t al. 2021 ) to show that the concentration–mass relationship in
llustrisTNG-type models of galaxy formation (Weinberger et al. 
017 ; Pillepich et al. 2018 ) exhibits a plateau in the mass range
0 11 −10 11 . 5 M �. Instead, such a feature is absent in CAMELS
oxes incorporating prescriptions based on the Simba (Dav ́e et al.
019 ) cosmological simulations (see also Shao & Anbajagane 2024 ).
hus, all aforementioned works confirm that the concentration–
ass relationship can change both qualitatively and quantitatively 

epending on the galaxy formation model embedded in cosmological 
imulations. 

A challenge in any analysis involving hydrodynamic simulations 
s the heavy computational cost, which imposes a trade-off between 
ox size and mass resolution. Such numerical constraints translate 
nto upper and lower limits on the halo mass range that can be probed.
ombining three variants of the IllustrisTNG simulations with box 

ize ranging from approximately 50 to 300 Mpc, and mass resolution
s good as ∼ 4 . 5 × 10 5 M �, Anbajagane, Evrard & Farahi ( 2022 )
anaged to study the present-day concentration–mass relationship 

or halo masses between ∼ 10 9 and 10 14 . 5 M �. This constitutes an
MNRAS 536, 728–751 (2025) 
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mpro v ement of at least one order of magnitude with respect to the
reviously mentioned studies with hydrodynamic simulations. 
In this work, we extend the halo mass range by a further order

f magnitude, hence probing objects ranging from dwarf galaxies
o superclusters. This is made possible by combining the three
llustrisTNG realizations with the newer MillenniumTNG cosmo-
ogical hydrodynamic simulations. The methodology and first results
f the MillenniumTNG project have been presented in a series of
orks focusing on different subjects: galaxy clusters (Pakmor et al.
023 ), high-redshift galaxies (Kannan et al. 2023 ), the halo model
Hadzhiyska et al. 2023a , b ), galaxy clustering and halo statistics
Bose et al. 2023 ; Contreras et al. 2023 ; Hern ́andez-Aguayo et al.
023 ), the impact of baryons and massive neutrinos on weak lensing
Ferlito et al. 2023 ), the intrinsic alignments of galaxies and haloes
Delgado et al. 2023 ), and the refinement of semi-analytic models of
alaxy formation (Barrera et al. 2023 ). 

The MillenniumTNG run follows essentially the same galaxy
ormation model as its predecessor IllustrisTNG (hereafter, the ‘TNG
alaxy formation model’), but it comprises a much larger volume
 ∼ 740 Mpc) 3 , and a mass resolution of ∼ 3 × 10 7 M � per baryonic
ass element. We consider both the fully hydrodynamic runs and

he DMO variants of all simulations. The combination of all runs
nables us to study the impact of baryonic physics on the mass
ontent and on the concentration–mass relationship of haloes in the
ass range 10 9 . 5 −10 15 . 5 M �, and redshift interval 0 < z < 7. To

he best of our knowledge, this is the largest total halo mass and
edshift range considered for this kind of study with cosmological
ydrodynamic simulations. We test several empirical and physically
oti v ated models for the concentration–mass relationship at different

edshifts through a rigorous information criterion, and provide the
est-fitting parameters. The interested reader can thus readily use
ur tabulated results to model the DM density profiles with the TNG
osmology and galaxy formation model. 

This paper is organized as follows. In Section 2, we summarize
he main characteristics of the IllustrisTNG and MillenniumTNG
imulations. In Section 3 , we sho w ho w the halo mass of individual
bjects varies upon adding baryons in the simulations. We also show
he concentration–mass relationship given by all runs considered,
roviding suitable analytic fitting formulae. In Section 4 , we discuss
he astrophysical implementation of our results, and compare them
o previous similar work. We present our conclusions in Section 5 . 

Throughout this paper, unless otherwise stated, we indicate co-
oving units with a ‘c’ prefix (e.g. ckpc, cMpc, etc.). 

 SIMULATIONS  

n this work, we combine the publicly available suite of cosmological
ydrodynamic simulations IllustrisTNG (Pillepich et al. 2018, 2019 ;
elson et al. 2019 ) with its successor MillenniumTNG. For all

imulations, we consider both the full-physics hydrodynamic runs
nd their DMO variants. Both IllustrisTNG and MillenniumTNG
av e been e xtensiv ely described in the literature, therefore we will
nly briefly summarize the features that are most rele v ant for our
ork. 
All simulations considered treat DM as self-gravitating La-

rangian particles within a fully Newtonian scheme with periodic
oundary conditions, whereby the expansion of space–time follows
rom the general-relativistic Friedman–Lemaitre–Robertson–Walker 
quations with null curvature. In the IllustrisTNG simulations,
ravitational forces are calculated with a Tree-Particle-Mesh (Tree-
M) scheme (following Xu 1995 ; Bode, Ostriker & Xu 2000 ; Bagla
002 ), whereby the gravitational potential is divided in Fourier
NRAS 536, 728–751 (2025) 
pace into long-range and short-range components. The short-range
nteractions are computed through a hierarchical multipole expansion
tilizing an oct-tree structure (Barnes & Hut 1986 ; Hernquist &
atz 1989 ), which is adjusted by a short-range cut-off factor. Long-

ange interactions are derived from the potential achieved using the
 ast F ourier Transformation mesh method, employing cloud-in-cell
eposition to establish the mass density field on a uniform Cartesian
rid. In the MillenniumTNG simulation, the same Tree-PM scheme
s incorporated within an adjusted version of the GADGET-4 code
Springel et al. 2021 ). 

In all simulations, gas mass elements are hydrodynamically
volved on an unstructured Voronoi tessellation following the AREPO

oving-mesh code (Springel 2010 ). The underlying physical frame-
ork is the IllustrisTNG galaxy formation model, which has been

ho wn to ef fecti vely simulate a realistic galaxy population in a
osmological context (see e.g. Weinberger et al. 2017 ; Pillepich et al.
018 ). This model encompasses primordial and metal-line cooling
rocesses (Vogelsberger et al. 2013 ), a sub-grid approach for the
nterstellar medium and star formation (Springel & Hernquist 2003 ),
he recycling of mass and metals into the interstellar medium by
GB stars and Type Ia and II supernovae, a robust model for galactic
utflows (Pillepich et al. 2018 ), and a comprehensive mechanism
or the growth of supermassive black holes and feedback from AGN
Weinberger et al. 2017 ). 

The IllustrisTNG simulation employs a full magnetohydrody-
amical scheme, whereas magnetic fields were not followed in
he MillenniumTNG simulation due to memory constraints. Other
djustments were introduced to address minor shortcomings in the
llustrisTNG simulation that were disco v ered after it had been run
Nelson et al. 2019 ), but the modifications are not expected to sig-
ificantly affect the resulting galaxy formation history (see Pakmor
t al. 2023 for details). Thus, the IllustrisTNG and MillenniumTNG
alaxy formation schemes are ef fecti v ely v ery similar, and that is
hy we simply refer to the ‘TNG galaxy formation model’ in this
aper. 

All simulations identify structures and substructures on the fly.
n the IllustrisTNG runs, this is accomplished via the friends-of-
riends (FoF) and SUBFIND algorithms for haloes and subhaloes,
espectively (Springel et al. 2005 ; Dolag et al. 2009 ). In the case of

illenniumTNG, subhaloes are identified with an adaptation of the
ore recent, GADGET-4 -native SUBFIND-HBT algorithm into the

REPO moving-mesh code. 
The Planck-2016 cosmology (Planck Collaboration XIII 2016 )

s adopted in all simulations: �0 = 0 . 3089, �b = 0 . 0486, �� 

=
 . 6911, σ8 = 0 . 8159, n s = 0 . 9667, and h = 0 . 6774, with the usual
efinitions of the cosmological parameters. In the IllustrisTNG suite,
nitial conditions (ICs) at the starting redshift z = 127 are generated
ia the N-GENIC code (Springel et al. 2005 ). The ICs descend
rom the Zel’dovich approximation, applied to a particle distribution
ampled from the linearly evolved matter power spectrum produced
y the CAMB software (Lewis, Challinor & Lasenby 2000 ; Lewis &
hallinor 2011 ). For the MillenniumTNG runs, the ICs are pro-
uced following second-order Lagrangian perturbation theory with
ADGET-4 at the initial redshift z = 63. Following the fixed-and-
aired variance suppression technique by Angulo & Pontzen ( 2016 ),
wo realizations of the initial DM particle distribution are generated,
ach with the same mode amplitudes but opposite phases. The two
ealizations are designated as the ‘A’ and ‘B’ series (see Hern ́andez-
guayo et al. 2023 for details). 
We summarize the main characteristics of the simulations utilized

n this work in Table 1 , together with the labels that we will use to refer
o them in this paper. Throughout our analysis, we utilize all publicly
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Table 1. Properties of the simulations utilized for the primary analysis in this work. 

Type Project Name Box size N DM 

N gas m DM 

m gas ε DM ,� ε gas , min 

(cMpc) (M �) (M �) (kpc) (pc) 

Hydrodynamic MillenniumTNG MTNG-740 740 4320 3 4320 3 1 . 65 ×10 8 2 . 95 × 10 7 3.7 370 
MTNG-185 185 1080 3 1080 3 1 . 65 × 10 8 2 . 95 × 10 7 3.7 370 
MTNG-93 93 540 3 540 3 1 . 65 × 10 8 2 . 95 × 10 7 3.7 370 

IllustrisTNG TNG-300 302.6 2500 3 2500 3 5 . 9 × 10 7 1 . 1 × 10 7 1.48 185 
TNG-300-2 302.6 1250 3 1250 3 4 . 7 × 10 8 8 . 8 × 10 7 2.96 375 
TNG-300-3 302.6 625 3 625 3 3 . 8 × 10 9 7 . 0 × 10 8 6.05 757 
TNG-100 110.7 1820 3 1820 3 7 . 5 × 10 6 1 . 4 × 10 6 0.74 92.5 

TNG-100-2 110.7 910 3 910 3 6 . 0 × 10 7 1 . 1 × 10 7 1.48 185 
TNG-100-3 110.7 455 3 455 3 4 . 8 × 10 8 9 . 0 × 10 7 2.96 370 

TNG-50 51.7 2160 3 2160 3 4 . 5 × 10 5 8 . 5 × 10 4 0.29 36.3 
TNG-50-2 51.7 1080 3 1080 3 3 . 6 × 10 6 6 . 8 × 10 5 0.58 72.5 
TNG-50-3 51.7 540 3 540 3 2 . 9 × 10 7 5 . 4 × 10 6 1.16 145 

Dark MillenniumTNG MTNG-740-Dark 740 4320 3 – 1 . 95 × 10 8 – 3.7 –
MTNG-185-Dark 185 1080 3 – 1 . 95 × 10 8 – 3.7 –
MTNG-93-Dark 93 540 3 – 1 . 95 × 10 8 – 3.7 –

IllustrisTNG TNG-300-Dark 302.6 2500 3 – 5 . 9 × 10 7 – 1.48 –
TNG-300-2-Dark 302.6 1250 3 – 4 . 7 × 10 8 – 1.48 –
TNG-300-3-Dark 302.6 625 3 – 3 . 8 × 10 9 – 1.48 –
TNG-100-Dark 110.7 1820 3 – 7 . 5 × 10 6 – 0.74 –
TNG-100-2-Dark 110.7 910 3 – 6 . 0 × 10 7 – 0.74 –
TNG-100-3-Dark 110.7 455 3 – 4 . 8 × 10 8 – 0.74 –
TNG-50-Dark 51.7 2160 3 – 6 . 5 × 10 5 – 0.29 –
TNG-50-2-Dark 51.7 1080 3 – 5 . 2 × 10 6 – 0.29 –
TNG-50-3-Dark 51.7 540 3 – 4 . 2 × 10 7 – 0.29 –

Notes. From left to right, the columns report: the type of simulation (hydrodynamic/DMO); the parent project (IllustrisTNG/MillenniumTNG); the 
simulation label; the box size; the number of DM particles; the number of initial gas elements; the mass of each DM particle; the average mass of the 
initial gas elements; the gravitational softening length for DM and (for the hydrodynamic simulations) stars; and the minimum gravitational softening 
length for gas elements. The runs utilized for the main analysis are indicated in boldface. All other runs are reserved exclusively for convergence tests (see 
Appendix A ). 
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 vailable v olumes of the IllustrisTNG, and the flagship Millenni-
mTNG run. We thus span a wide range of box sizes (50 −740 cMpc),
hich enables us to probe structures from dwarf galaxies to su-
erclusters. F or ev ery run, we utilize the highest mass resolution
vailable for the main analysis (highlighted in boldface type in 
able 1 ), and reserve some lower resolution variants for testing the
obustness of our conclusions with appropriate convergence tests. We 
onsider snapshots at redshift z = 0 , 0 . 5 , 1 , 1 . 5 , 2 , 3 , 4 , 5 , and 7.
or the MillenniumTNG runs, we use only boxes from the ‘A’ series.

 RESULTS  

n this section, we will present our findings on the impact of
aryons on the total mass and on the DM density profiles within
aloes. Throughout our analysis, we match haloes within the DMO 

uns of the MillenniumTNG simulation with their analogues in the 
orresponding hydrodynamic runs. This is possible because every 
MO-hydrodynamic pair of simulations shares the same ICs for the 
M particles. We can therefore extract the unique identifiers of the 
6 most gravitationally bound particles within every halo of a given 
MO run, and then find the halo sharing the largest fraction of those

ame particles in the corresponding hydrodynamic run. The shared 
raction is determined by giving a higher weight to the particles that
re more gravitationally bound, following the same method utilized to 
onstruct merger trees in GADGET-4 (see section 7.4 in Springel et al.
021 , for further details). Thus, every halo in the hydrodynamic run
osting at least one of the particles in the halo originally considered
n the DMO run is assigned a score based on the weighted number
f particles shared. The halo with the highest score becomes the 
andidate to be matched with the original halo in the DMO run. In
rder to validate a link between two haloes, we repeat the procedure
y swapping the hydrodynamic and DMO run, and retain only the
ijective matches. This ensures that we do not inadvertently include 
purious matches in our analysis that may arise from numerical 
rtefacts connected to the halo finder (see e.g. the discussion in
ection 4.2 of Sorini et al. 2022 ). In practice, less than 0.5 per cent
f the haloes in the mass and redshift range considered in this work
re discarded for not establishing a match. The matching technique 
escribed abo v e is the same applied by Nelson et al. ( 2019 ) to the
llustrisTNG simulations. We therefore use their publicly released 
atalogues of matched haloes when analysing properties of haloes 
rawn from the IllustrisTNG runs. 
We show the results of the matching procedure for four haloes

f different mass in Fig. 1 as an example. The upper panels show
he 2D-projected DM mass density in the DMO variants of all
imulations considered, as indicated in the top part of the figure.
rom the left to right panels, we show haloes of increasing mass,
s reported within the corresponding panel. Throughout the paper, 
e define the halo mass as M 200c , i.e. the total mass delimited by

he spherically symmetric boundary r 200c , centred at the minimum 

f the gravitational potential, enclosing a matter mass density equal 
o 200 times the critical density of the Univ erse. The e xtent of each
mage is the same in units of r 200c , which we will adopt as the proxy
or the virial radius in this work. We include the value of r 200c within
very panel for the reader’s convenience. 

The colour map in the upper panels of Fig. 1 shows the highest
ensity regions as white, and gradually switches to shades of blue in
egions with less DM. Black areas are devoid of matter completely. 
MNRAS 536, 728–751 (2025) 
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M

Figure 1. Projected density maps of haloes with different masses in the IllustrisTNG and MillenniumTNG hydrodynamic simulations (top panels), and of 
their counterparts in the DMO variants of the same simulations (see Section 3 for details on the halo matching technique across the different runs). The upper 
panels show the DM density distribution, with lighter shades corresponding to regions with higher density. The lower panels o v erlay the projection of DM 

and gas density, represented with blue and purple–red–yellow colour maps, respectively. Also for the gas, lighter colours correspond to higher densities. This 
figure showcases the level of detail that can be achieved over an expansive dynamic range in total halo mass by combining simulations with different box sizes 
and mass resolutions (see Table 1 ). 
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he lower panels represent the matched counterparts of the haloes
n the upper panels. In this case, the haloes are taken from the
ydrodynamic simulations, thus they contain both DM and baryonic
ass elements. We therefore o v erlay the 2D-projected DM and gas

ensity maps. For the DM, we adopt the same colour coding as in
he upper panels. The gas maps transition from bright yellow in the
igher density regions to shades of red and eventually purple as the
ensity diminishes. 
The gas density is broadly a smoother version of the underlying

M field, filling more uniformly the regions in between substruc-
ures. Ho we v er, it also e xhibits unique features, such as the spiral-
haped filaments that appear within 0 . 25 r 200c in the 10 12 M � halo
hown in Fig. 1 . These are presumably tracers of star-forming regions
ithin the central galaxy of the halo. Feedback processes cause a
iffuse distribution of gas, which contrasts with the more clumpy
tructure of DM. It is remarkable that such particulars are easily
isible. Thanks to the different mass resolutions of the simulations
onsidered, we are able to maintain a high level of detail for
he matter density distribution o v er an e xpansiv e range of scales,
anging from dwarf galaxies ( M 200c � 10 10 M �) to superclusters
 M 200c � 10 15 M �). This will ensure the robustness of our results, as
e will demonstrate later in this section. 

.1 Impact of baryons on the total halo mass 

o begin with, we focus on the impact of baryons on the total halo
ass. To ensure that our results are converged, we restrict our analysis
NRAS 536, 728–751 (2025) 
o haloes containing at least 3000 particles in all primary DMO runs
see Appendix A for details). F or ev ery snapshot, we bin all haloes
ccording to their total mass, M 200c . The bins are constructed by
aking the minimum and maximum halo masses in the snapshot
onsidered, and dividing this range in logarithmic intervals with
he same width of 0 . 2 dex. If the highest mass bin contains fewer
han five haloes, we merge it with the second-highest mass bin, and
eiterate the procedure until this condition is met. This ensures that
he bin at the highest mass end does not suffer from low-number
tatistics due to cosmic variance. We then match the haloes within
ach resulting mass bin with their analogues in the hydrodynamic
un, following the matching technique described earlier. At this point,
or every halo pair, we calculate the M 200c (total mass) ratio between
he hydrodynamic and DMO runs. 

We show the results of our analysis in Fig. 2 . The x-axis represents
he halo mass in the DMO run, and the y-axis the hydrodynamic-to-
MO mass ratio. The circles show the average ratio in each mass
in, estimated with the geometric rather than arithmetic mean. The
dvantage of such choice is that it can be straightforwardly inverted:
he average DMO-to-hydrodynamic mass ratio is simply the inverse
f the average hydrodynamic-to-DMO mass ratio. The points are
olour coded according to the redshift of the snapshot to which
hey refer, as indicated in the colour bar. The error bars represent
he statistical error on the geometric mean within each mass bin.
xploiting the fact that the geometric mean of a measurable quantity
 is the exponential of the arithmetic mean of ln ( X), and applying

he usual error propagation rules, the error on the geometric mean is
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Figure 2. Ratio of the total mass (DM and baryons) of haloes in the 
hydrodynamic runs with respect to their matched counterparts in the DMO 

simulations, in the redshift range 0 ≤ z ≤ 7. The circles correspond to the 
geometric mean of the ratio taken within equally extended logarithmic bins 
of the total halo mass in the DMO runs. The error bars indicate the statistical 
error on the geometric mean. The data points are colour coded according to 
the redshift of the snapshot to which they refer, as indicated in the colour 
bar. The thin solid lines plotted on top of the data sets represent the best- 
fitting multiply broken power laws to the data (see Section 3.1 for details, 
and Table 2 for a list of the best-fitting parameters at each redshift). The 
horizontal black dotted line marks a mass ratio of unity, to guide the eye. 
Two breaks of the power law are clearly identifiable around mass scales of 
∼ 10 11 . 3 and ∼ 10 13 M �. Abo v e M 200c � 10 14 M �, the total halo masses in 
the hydrodynamic and DMO runs are equal within 1–2 per cent. 
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iven by 

〈 MR 〉 = 〈 MR 〉 s[ ln ( MR )] √ 

N 

, (3) 

here 〈 MR 〉 is the geometric mean of the mass ratios MR of the
 halo pairs within the mass bin considered, and s[ ln ( MR )] is the

ample standard deviation of the natural logarithm of the mass ratios.
We note that at high redshift ( z ≥ 5), the mass ratio is statistically

ithin unity at a mass scale of M 200c � 10 11 M �. At lower masses,
he ratio decreases, reaching ∼ 0 . 8 at the lowest mass end of
0 9 . 3 M �. This drop in the halo mass following the inclusion of
aryons in a cosmological simulation has been observed in previous 
 ork (e.g. Saw ala et al. 2013 ), and is connected to stellar feedback
rocesses pushing gas elements well beyond the virial radius (Sorini 
t al. 2022 ; Ayromlou, Nelson & Pillepich 2023 ). As one considers
aloes of higher mass, the momentum imparted by stellar-driven 
utflows (Pillepich et al. 2018 ) becomes progressively ineffective 
t o v ercoming the deeper gravitational potential well. This would 
xplain the rise in the hydrodynamic-to-dark halo mass ratio up until 
 200c ≈ 10 11 . 3 M � (Springel et al. 2018 ). At lower redshifts, the peak

bserved at this mass scale falls below unity by a only a few per cent
Haloes abo v e M 200c � 10 11 . 3 M � e xhibit a significant mass-loss

hen baryons are included in the simulations. The decreasing trend 
ontinues until M 200c ≈ 10 13 M �. This is again consistent with 
revious numerical works (e.g. Vogelsberger et al. 2014 ; Schaller 
t al. 2015 ; Springel et al. 2018 ), as AGN-driven winds and jets are
f fecti ve at displacing baryons from haloes, and preventing further
as accretion and star formation due to kinetic and thermal feedback 
Sorini et al. 2022 ; Ayromlou et al. 2023 ). 

Abo v e M 200c ≈ 10 13 M �, the halo mass ratio increases again, sat-
rating to unity (within a few per cent) at M 200c � 10 14 M �. Whereas
GN feedback is still active in these haloes, the gravitational 
otential is stronger due to the larger mass. Therefore, it becomes
rogressively harder for feedback processes to remo v e baryons from
aloes, which approach the ‘closed-box’ approximation (Angelinelli 
t al. 2022 , 2023 ). 

Our results at z = 0 extend the analogous studies by based on the
NG-100 and TNG-300 simulations and their DMO counterparts 

Lo v ell et al. 2018 ; Springel et al. 2018 ). We find the same qualitative
rend for the hydrodynamic-to-DMO mass ratio, with transition 
oints occurring at the same mass scales. Compared with the Illustris
imulation, the TNG galaxy formation model is more efficient at 
ecreasing M 200c at the lower mass end, while it exhibits a weaker
mprint at the higher mass-end. This confirms the findings in Lo v ell
t al. ( 2018 ) and Springel et al. ( 2018 ), and reflects the differences
n the underlying stellar and AGN feedback models, respectively, 
etween the Illustris and IllustrisTNG/MillenniumTNG simulations. 

We additionally verified that if we consider the ratio between 
he DM mass enclosed within r 200c of haloes in the hydrodynamic
imulations and their DMO counterparts (properly corrected by a 
 + f b factor), the resulting trend with M 

DMO 
200c is qualitatively similar

o the one obtained in Fig. 2 for the total halo mass ratio. Ho we ver,
hen considering the DM component only, the maximum relative 
ifference is reduced to ∼ 10 per cent . This suggests that the shape
f the total mass ratio as a function of M 

DMO 
200c and redshift is primarily

riven by the presence of baryons, and is not merely a consequence
f the redistribution of the DM component, which could alter r 200c ,
nd hence M 200c . Thus, an analytical approximation of the numerical
esults would serve as a useful tool to imprint the effect of the TNG
alaxy formation model on the total halo mass obtained from cheaper
MO simulations. We therefore provide empirical fitting formulae 

o our numerical results for the hydrodynamic-to-DMO mass ratio 
 , as a function of the halo mass in the DMO runs, M 

DMO 
200c . 

At any fixed redshift, we adopt a broken power law, defined as
ollows: 

 ( M 

DMO 
200c ) = C 

(
M 

DMO 
200c 

M i 

)αi 

for M i−1 ≤ M 

DMO 
200c < M i , (4) 

here M i refers to the mass scale corresponding to the ith break
f the power la w. F or a power law with N b breaks, the index i 
uns from i = 1 to N b + 1, so that M 0 and M N b + 1 refer to the
inimum and maximum halo mass in the entire range considered, 

espectiv ely. With our inde xing conv ention, it follows that αi is the
lope of the power law in the range M i−1 ≤ M 

DMO 
200c < M i . The C 

arameter simply regulates the normalization of the power law and, 
y definition, corresponds to the value of the mass ratio at the break
oint M 

DMO 
200c = M 1 . 

As discussed earlier in this section, the mass ratio exhibits between
ne and three mass scales causing a change in the slope, depending
n redshift. To rigorously determine how many breaks to include in
quation ( 4 ), we first perform a minimum- χ2 fit to the numerical data
t each redshift with a smoothed broken power law with one, two
nd three breaks. In the last case, we consider two variants, where
he slope of the power law in the highest mass interval is either a free
arameter or fixed to zero. This is moti v ated by the plateau that we
bserve at M 200c � 10 14 M � at z < 2. 
We then select the best-fitting function by applying Akaike’s 

nformation criterion (AIC; Akaike 1974 ). This criterion provides 
 hierarchy of the quality of different models in representing a given
ata set, by minimizing the loss of information without o v erfitting.
f ̂ L is the maximized value of the likelihood for a given model, and
 the number of free parameters, the corresponding AIC value is 

IC = 2 k − 2 ln ̂ L + 

2 k( k + 1) 

n − k − 1 
, (5) 
MNRAS 536, 728–751 (2025) 
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M

Figure 3. Relative AIC value (equation 5 ) for each broken power-law model 
used to represent the numerical data obtained for the hydrodynamic-to-DMO 

mass ratio (Fig. 2 ), with respect to the best-fitting model (see Section 3.1 ). 
Every line refers to a different fitting function, as indicated in the legend. 
The ancillary y-axis reports the factor by which every model is less likely 
to minimize the information loss, with respect to the best-fitting model. At 
lower redshift ( z < 2), it is necessary to consider power laws with three 
breaks, while at higher redshifts simpler models are preferred by the AIC. 
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here the last term introduces a correction for data samples of small
ize n . The best model is the one that minimizes the AIC value. If the
inimum value among the models considered is AIC min , then each
odel is a factor of exp [( AIC − AIC min ) / 2] less likely to minimize

he information loss with respect to the best model. 
To calculate the maximum likelihood of each model given our

ata sets at an y fix ed redshift, we assume statistical independence of
he data points. The expectation values are estimated by applying
he fitting function to the mean halo mass in each bin, and the
 ariances are gi ven by the statistical error on the geometric mean of
he hydrodynamic-to-DMO mass ratio. We then insert the maximum
f the likelihood in equation ( 5 ). The resulting AIC values relative
o the best-fitting model at each redshift are reported in Fig. 3 . The
orizontal black line marks the zero value, to guide the eye. A model
ying on this line is the best model according to AIC. The ancillary
-axis shows how much less likely a given model is at minimizing

he loss of information, with respect to the best-fitting model. 
At higher redshifts, the simplest fitting function with one break

nly is preferred by the AIC. This is not surprising, because, down
NRAS 536, 728–751 (2025) 

Table 2. Parameters of the broken power laws fitting the hydrodynamic-to-D
definition of the parameters. If all haloes in the sample considered are below the 
ratio is accurately described by the single-broken power law defined by the para

z C log ( M 1 / M �) log ( M 2 / M �) log ( M 3 / M �) 

0 0 . 96 ± 0 . 01 11 . 26 ± 0 . 01 13 . 03 ± 0 . 01 13 . 86 ± 0 . 01 
0.5 0 . 96 ± 0 . 01 11 . 4 ± 0 . 3 13 . 10 ± 0 . 01 13 . 85 ± 0 . 01 
1.0 a 0 . 965 ± 0 . 009 11 . 3 ± 0 . 3 13 . 19 ± 0 . 01 13 . 88 ± 0 . 01 
1.5 a 0 . 963 ± 0 . 008 11 . 3 ± 0 . 3 13 . 28 ± 0 . 01 13 . 85 ± 0 . 01 
2.0 0 . 966 ± 0 . 007 11 . 2 ± 0 . 3 13 . 37 ± 0 . 01 –
3.0 0 . 974 ± 0 . 003 11 . 2 ± 0 . 01 – –
4.0 0 . 981 ± 0 . 003 11 . 38 ± 0 . 09 12 . 00 ± 0 . 01 –
5.0 0 . 979 ± 0 . 002 11 . 24 ± 0 . 06 – –
7.0 0 . 995 ± 0 . 007 11 . 26 ± 0 . 09 – –

a At these redshifts, the best-fitting model is the flattened triple-broken power l
Notes. The only exception is z = 4, where one would need haloes with M 200c be
o redshift z = 5, the halo mass range probed by the simulations
ncompasses only the smallest critical mass corresponding to a
reak in the hydrodynamic-to-DMO mass ratio ( M 200c ≈ 10 11 M �).
t redshift 2 < z < 4, the second turnaround in the mass ratio

orresponding to M 200c ≈ 10 13 M � starts becoming visible (Fig. 2 ),
nd the AIC fa v ours a broken power law with two break points.
o we ver, at z = 3, a power law with a single critical mass scale is
arginally preferred. For z < 2, the AIC selects a power law with

hree breaks, reflecting the higher complexity of the dependence of
he mass ratio on M 

DMO 
200c o v er a wider mass range. We report the

est-fitting parameters of the fitting function preferred by the AIC in
able 2 . 
Our fitting formulae are a useful analytical model that can be

pplied on to a DMO simulation to mimic the effect of the TNG
alaxy formation model on the mass content of galactic haloes.
e stress, ho we ver, that our model is purely empirical. Ideally, it
ould be preferable to fit a physically moti v ated function for the
ydrodynamic-to-DMO mass ratio to the numerical data. This goes
eyond the scope of this paper, and will instead be the subject of a
uture investigation. 

.2 Impact of baryons on density profiles 

he analysis undertaken in the previous section, while informative, is
gnostic to the detailed spatial distribution of DM within haloes. To
ain further insight on this subject, we now analyse the DM density
rofiles as a function of halo mass and redshift in the hydrodynamic
nd DMO runs. 

We first select all haloes containing at least 5000 particles in the
MO simulations. This selection criterion is more restrictive than the
000 particles threshold that we adopted in Section 3.1 to analyse the
ydrodynamic-to-DMO halo mass ratio. The reason is that we need
o ensure that there are enough DM particles in any radial bin that we
ill be considering, in order to obtain a numerically reliable density
rofile. The choice of 5000 particles as the minimum requirement for
aloes to be included in our analysis follows from previous similar
orks (Schaller et al. 2015 ). 
From the resulting sample, we then select only relaxed haloes. We

o this because we are primarily interested in the DM density profiles
o study the effect of baryons on the concentration of DM haloes, and
t is well known that haloes that recently underwent major mergers
xhibit profiles that deviate more markedly from an NFW functional
hape. Different criteria have been proposed in the literature to
dentify relaxed haloes, based on energetic considerations and the
MO halo mass ratio in Fig. 2 . See equation ( 4 ) and Section 3.1 for the 
mass threshold of ∼ 10 13 M �, then the hydrodynamic-to-DMO halo mass 
meters C, M 1 , and α1 reported in the table below. 

α1 α2 α3 α4 

0 . 04 ± 0 . 01 −0 . 032 ± 0 . 004 0 . 086 ± 0 . 008 0 . 02 ± 0 . 02 
0 . 04 ± 0 . 02 −0 . 024 ± 0 . 003 0 . 08 ± 0 . 01 0 . 01 ± 0 . 02 
0 . 04 ± 0 . 02 −0 . 014 ± 0 . 003 0 . 06 ± 0 . 01 0 
0 . 04 ± 0 . 02 −0 . 007 ± 0 . 003 0 . 05 ± 0 . 02 0 
0 . 05 ± 0 . 02 −0 . 004 ± 0 . 003 0 . 04 ± 0 . 03 –

0 . 044 ± 0 . 006 0 . 000 ± 0 . 002 – –
0 . 046 ± 0 . 003 0 . 000 ± 0 . 003 0 . 010 ± 0 . 003 –
0 . 034 ± 0 . 001 0 . 005 ± 0 . 001 – –
0 . 040 ± 0 . 01 0 . 000 ± 0 . 005 – –

aw. Thus, the parameter α4 is fixed to zero, as explained in Section 3.1 . 
low ∼ 10 12 M � in order to apply a single-broken power law. 

nuary 2025
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Table 3. Percentage of relaxed haloes in the DMO runs containing at least 5000 particles, and for which a bijective link 
with a halo in the corresponding hydrodynamic runs is established (see Section 3 ). 

Simulation log ( M cut / M �) z 

0 1 3 7 

TNG-50-Dark 9.5 66 per cent 47 per cent 17 per cent 10 per cent 
TNG-100-Dark 10.6 55 per cent 34 per cent 14 per cent 12 per cent 
TNG-300-Dark 11.5 43 per cent 25 per cent 14 per cent 11 per cent 
MTNG-740-Dark 12.0 40 per cent 22 per cent 12 per cent 9.3 per cent 

Notes. From the left to right panels, the columns show the name of the simulation; the mass cut corresponding to 5000 
DM particles, so that the haloes selected have a total mass M 200c > M cut ; and the redshifts of the snapshots considered. 
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istribution of the DM halo mass across its substructures (e.g. Neto 
t al. 2007 ). Schaller et al. ( 2015 ) verified that requiring the separation
etween the centre of mass of the halo and the centre of the minimum
f the gravitational potential to be smaller than 7 per cent of its virial
adius constitutes the most restrictive criterion for classifying a halo 
s ‘relaxed’. We therefore adhere to the same convention, adopting 
 200c as a proxy for the virial radius. The fraction of relaxed haloes
n the DMO simulations with at least 5000 particles, and for which a
atch with a halo in the corresponding hydrodynamic run has been 

stablished, is reported in Table 3 for a few representative redshifts.
or a given simulation, the fraction of relaxed haloes increases at 

ower redshift, since, on average, more time has passed since the last
ajor halo merger. At a fixed redshift, larger boxes contain a smaller

raction of relaxed haloes. This happens because the halo mass range 
robed by our larger volume simulations is shifted towards higher 
asses, and more massive haloes tend to form later, hence having 

ewer time to reach dynamical relaxation. 
F or each relax ed halo, we define 20 radial bins as follows: the first

in spans the interval 0 ≤ r/r 200c < 0 . 01, where r denotes the 3D
istance from the minimum of the gravitational potential of the halo; 
he remaining 19 bins span the range 0 . 01 ≤ r/r 200c < 5 with equal
idth in logarithmic space. The DM density within each radial bin 

s then straightforwardly computed as the ratio of the total mass of
ll DM particles falling within said bin (not only those belonging 
o the FoF group), and the volume enclosed between the spherical 
hells defined by the boundaries of the bin. We then compute the
M density profiles with the same technique for the haloes in the
ydrodynamic runs that match the relaxed haloes in the DMO runs
s described in the beginning of Section 3 . 

We take a first look at the evolution of the DM density profiles
cross redshift and as a function of the total halo mass in Fig. 4 .
or a given snapshot, we first combine the density profiles extracted 
rom the DMO variants of all simulations, and organize them in mass
ins, as annotated in the figure. We then select the density profiles
rom the matched haloes within the hydrodynamic runs. Since the 
atching technique is based on the unique IDs of the most tightly

ound DM particles, the total mass of some of the matched haloes
ay in principle fall outside the boundaries of the DMO mass bin

riginally considered. Ho we ver, in Fig. 4 , we still associate them
ith the same mass bin defined for the DMO run, to guarantee a

air comparison between the hydrodynamic and DMO simulations. 
or all haloes at the selected redshift and DMO halo mass range, we

hen take the arithmetic mean of the co-moving DM density in each
adial bin. The resulting average co-moving DM density profiles are 
epresented in Fig. 4 (bigger panels) with black squares and teal 
iamonds for the DMO and hydrodynamic simulations, respectively. 
he density profiles in the DMO run are corrected by a (1 + f b )

actor, where f b is the cosmic baryon fraction, for a fair comparison
ith the results of the hydrodynamic simulations. The error bars 
how the 16 th −84 th percentile of the DM density distribution across
ll haloes in any given radial bin. We follow the established practice
f normalizing the density profiles by the critical density of the
niverse ρc , and multiplying them by the square of the halocentric

adial distance in units of r 200c (see e.g. Schaller et al. 2015 ); this
akes it easier to infer the halo concentration, as we will explain

ater. Ho we ver, for the sake of simplicity, we will refer to both ρ( r)
nd r 2 ρ( r), properly normalized, as ‘density profile’ throughout this
aper. 
In the smaller panels of Fig. 4 , we plot the ratios between the DM

ensity profile given by the DMO runs and the hydrodynamic simu-
ations (dot–dashed grey line). We see that the relative difference is
enerally contained within 10 per cent. At z = 0, the discrepancy can
each ∼ 20 per cent around the virial radius. For M 200c ≈ 10 12 M �
nd M ≈ 10 13 M �, the density profiles in the hydrodynamic runs
eviate by more than 20 per cent from their DMO counterparts in
he innermost regions of the haloes ( r � 0 . 05 r 200c ), even at higher
edshift. Ho we ver, such dif ferences are primarily dri ven by numerical
rtefacts rather than physical reasons. It is well known that the finite
ass resolution of N -body simulations can introduce spurious effects 

n the density profiles in the central regions of haloes. With a suite of
imulations of individual Milky Way-mass haloes, Power et al. ( 2003 ) 
ound that numerical convergence is achieved at radii that contain 
nough particles such that the local two-body relaxation time-scale is 
n par with or longer than a Hubble time. This condition defines the
o-called ‘convergence radius’, which can be more easily estimated 
rom the box size and number of DM particles in a simulation thanks
o the formula introduced by Ludlow, Schaye & Bower ( 2019 ). Using
heir equations (17)–(18), we verified that in our sample of haloes the
onvergence radius is of the order of 5 per cent of the virial radius.
or this reason, we exclude data points in the region r < 0 . 05 r 200c 

rom any further analysis. Since we focus on the distribution of DM
ithin the halo only, we ignore all particles outside the virial radius
f the halo. 
We thus fit every mean density profile shown in Fig. 4 with an

FW profile, o v er the range 0 . 05 < r/r 200c < 1. The best-fitting
arameters in equation ( 2 ) are determined via χ2 minimization. For
he concentration parameter, we adopt the definition c 200c = r 200c /r s ,
here r s is the scale radius of the NFW profile. The scale radius in

he DMO and hydrodynamic simulations, normalized by the mean 
 200c in the halo mass bin considered, is shown in Fig. 4 with vertical
otted black and teal line, respectively. The corresponding NFW fits 
o the density profiles are plotted with the solid lines following the
ame colour coding. It can be seen that the scale radius corresponds
o the maximum of r 2 ρ( r). This follows directly from the definition
f the y-axis, and represents the main advantage of plotting r 2 ρ( r)
ather than the bare density profile. 

We plot the ratio of the numerical density profiles with respect
o the best-fitting NFW profile in the smaller panels of Fig. 4 . The
MNRAS 536, 728–751 (2025) 
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Figure 4. Redshift evolution of the DM density profiles within haloes of different mass within the DMO and hydrodynamic simulations considered in this 
study. Every row corresponds to a different redshift, as reported in each panel, and every column refers to a different halo mass bin, as indicated in the upper 
part of the figure. For a given redshift and halo mass bin, the upper panels show the average DM density profiles of haloes taken from the DMO runs (black 
squares), and their matched counterparts in the hydrodynamic runs (teal diamonds). The density profiles are normalized by the critical density of the Universe, 
and multiplied by the square of the halocentric distance, in units of r 200c . The error bars represent the 16th–18th percentile distribution of the density profile 
within each radial bin, across all haloes considered in the stack. To aid the readability of the figure, we omitted the lower error bar if the 16 th percentile falls 
belo w the lo wer limit of the y-axis. The thin black and teal solid lines represent, respectively, the best-fitting NFW profile (Navarro et al. 1997 ) to the average 
DM density profile in the DMO and hydrodynamic runs. The vertical dashed lines mark the NFW scale radius resulting from the fit, following the same colour 
coding. Data points in the grey-shaded area were excluded from the fit (see Section 3.2 for details). The lower panels show the ratio between the profiles in the 
hydrodynamic and DMO simulations (grey dash–dotted lines), as well as the ratio between the profiles taken from the simulations and the best-fitting NFW 

profiles (black and teal data points). Within the region where the fit was performed, the relative differences between simulation data and NFW fit remain within 
10 per cent, regardless of halo mass and redshift. The NFW-fitting functions accurately represent the density profiles in both the hydrodynamic and DMO runs. 
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elati ve dif ferences are al w ays within 10 per cent, meaning that the
FW profile describes the data within this level of accuracy. For

n y fix ed halo mass, the normalized scale radius mo v es to larger
 alues at lo wer redshift. This happens more rapidly for haloes in the
ydrodynamic simulations. Such haloes are more concentrated than 
heir DMO counterparts at high redshift for M 200c < 10 14 M �. At
ower redshift, the difference in concentration becomes smaller, and 
aloes in the smallest mass bin are less concentrated in the hydrody-
amic runs than in the DMO variants at z = 0. Instead, haloes from
oth type of simulations appear to have similar concentrations in the 
ighest mass bin. 
The density increase that we observe beyond r 200c in all panels 

ppears because the density profiles in Fig. 4 are computed from
ll particles within a given halocentric distance, and not only those 
ncluded in the FoF group. The upturn at large radii is therefore
nduced by the two-halo term, representing the contribution due to 

atter external to haloes. Ho we ver, in the remainder of this work,
e only focus on the impact of baryons on the internal structure
f DM haloes, i.e. within r 200c , focusing on the dependence of the
oncentration on halo mass and redshift. A rigorous analysis in this
ense will be the subject of the next section. 

.3 Impact of baryons on the concentration–mass relationship 

.3.1 Present-day concentration–mass relationship 

e now analyse the concentration–mass relationship in the DMO 

nd hydrodynamical simulations, for all snapshots considered. This 
ill provide us with useful insights on the impact of baryons on the

oncentration of DM haloes. 
To begin with, we focus on the DMO runs at z = 0. For each

imulation, we select well resolv ed, relax ed haloes as explained in
ection 3.2 . We then construct mass bins with equal logarithmic 
idth of 0 . 2 dex, starting from the minimum mass in the sample.

f the highest mass bin contains fewer than five haloes, we merge it
ith the previous bin. We then construct the DM density profile of all
aloes falling in each bin, and compute the av erage profile, e xactly
s we did for Fig. 4 (see Section 3.2 ). 

In the upper panel of Fig. 5 , we plot the concentration–mass
elationship of the mean density profiles given by every DMO 

imulation with data points of different colours. The horizontal error 
ars represent the width of the mass bins. We also show the 2D
istograms of the concentration–mass relationship resulting from 

tting the density profiles of individual haloes with an NFW function. 
he histograms are represented with maps following the same colour 
oding as the data points, and are o v erlaid to simultaneously display
he spread around the average concentration–mass relationship in the 
ifferent simulations. 
We then match all haloes from each simulation to their hydrody- 

amic counterparts, as explained in Section 3 , and bin the haloes
ccording to their total mass in the hydrodynamic run, following the 
ame procedure adopted for the DMO runs. The concentration–mass 
elationship for the hydrodynamic simulations is then obtained with 
he same analysis described earlier for the DMO runs, and the results
re shown in the lower panel of Fig. 5 , following the same colour
oding as in the upper panel. We reiterate that, following the method
ust described, only the mean density profile of the haloes within a
iven bin is used to estimate the concentration at the corresponding 
alo mass. We fit the profiles of individual haloes only to assess
he spread around the concentration–mass relationship, as shown in 
ig. 5 . 
The data from different simulations are consistent with one another 
n the regions of the plot where they overlap. This suggests that the
esults are robust under different box sizes and mass resolutions, 
or all runs considered. We will further quantify the degree of
umerical convergence across the different runs in Section 3.3.2 
nd in Appendix A . But Fig. 5 already indicates that we can trust the
oncentration–mass relationship o v er a halo mass range of six orders
f magnitude. 
The most obvious trend is that the concentration–mass relationship 

n the DMO simulations is monotonically decreasing with mass. This 
s a feature that has been repeatedly observed in N -body simulations
e.g. Navarro et al. 1997 ; Dutton & Macci ̀o 2014 ; Schaller et al.
015 ; Beltz-Mohrmann & Berlind 2021 ). The spread around the
verage relationship is larger at the lower mass end. This is not
urprising either, since lower mass haloes typically reside in more 
iverse environments than higher mass haloes, which leads to a 
pread in the formation time (Harker et al. 2006 ). Furthermore, due
o purely statistical reasons, lower mass haloes are more likely to
opulate the tails of the distribution of the concentration, since they
re present in greater abundance. Indeed, even at the higher mass
nd, the range of observed concentration values is larger once we
ncrease the box size, due to the larger number of massive haloes.
his can clearly be seen from the results of the TNG-300-Dark and
TNG-740-Dark simulations at M 200c ≈ 10 14 M �. 
Similar considerations regarding the average trend and scatter 

pply to the hydrodynamic simulations as well. Ho we ver, the slope
f the relationship varies more strongly with mass. For M 200c �
0 11 . 5 M �, the average concentration–mass relationship is almost 
at, and certainly less steep than in the DMO case. Abo v e such a
ass threshold, the concentration declines more rapidly with mass, 

ntil M 200c ≈ 10 13 −10 13 . 5 M �. For higher masses, the slope becomes
nce again more gentle. As expected, the aforementioned mass scales 
oughly correspond to the breaks in the hydrodynamic-to-DMO halo 
ass ratio (Fig. 2 ). This is consistent with the fact that the impact

f baryons on the mass content of haloes and their concentration are
nterconnected. 

In the remainder of the section, we will focus on the modelling of
he concentration–mass relationship, and we will discuss the possible 
hysical origins of any departure between the hydrodynamic and 
MO results in Section 4 . 

.3.2 Modelling the concentration–mass relationship 

he concentration–mass relationship is such a crucial quantity in 
he context of cosmological structure and galaxy formation that 
umerous modelling attempts have appeared in the literature. These 
nclude empirical or first-principles analytical models, as well as 
emi-analytical or fully numerical methods (e.g. Bullock et al. 2001 ;
ao et al. 2008 ; Zhao et al. 2009 ; Prada et al. 2012 ; Ludlow

t al. 2013 ; Dutton & Macci ̀o 2014 ; Ludlow et al. 2014 ; Beltz-
ohrmann & Berlind 2021 ; Shao et al. 2023 ; Shao & Anbajagane

024 ). In this section, we will therefore assess the success of
ifferent functional shapes at capturing the behaviour of the average 
oncentration–mass relationship in our simulations. 

Before testing any model for the concentration–mass relationship, 
e need to assess the statistical error in our data. We do so using

hree different methods. To begin with, the χ2 -minimization method 
or determining the best NFW fit to the mean density profile within
ach mass bin provides us with an estimate of both the mean and
tandard deviation of the concentration. Ho we ver, such a standard
eviation might be underestimating the statistical error on the average 
MNRAS 536, 728–751 (2025) 
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M

Figure 5. Concentration–mass relationship at z = 0 for relaxed haloes in the DMO and hydrodynamic simulations (top and bottom panels, respectively). The 
o v erlapping colour maps represent the probability density function of the concentration of haloes within a fixed total halo mass bin. The data points represent 
the geometric mean of the halo mass in each bin. Each colour refers to haloes taken from a different simulation; from the smallest to the largest volumes, they 
are represented with shades of green, blue, orange and purple, respectively. The data points refer to the concentration of the mean density profile of the haloes 
within the mass bin delimited by the horizontal error bars. Points with different colours refer to different simulations, as indicated in the legend. The extended 
mass range in our work shows that the inclusion of baryons suppresses the concentration of haloes for M 200c � 10 11 . 5 M �. The concentration–mass relationship 
in the hydrodynamic runs and, to a lesser extent, in the DMO runs, deviate from a pure power law. 
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oncentration in the mass bins that contain fewer haloes, where the
DF of the concentration may be deviating more strongly from a
aussian distribution. As a second estimate, we therefore compute

he standard deviation of the concentration by bootstrapping the
ensity profiles in each mass bin. We consider 1000 samples with
ize equal to the number of haloes, allowing for repetitions; such
rocedure was verified to guarantee an accurate estimate of the
ample variance in a previous similar work (Brown et al. 2022 ).
inally, as our third estimate, we compute the cosmic variance on the
oncentration parameter in each mass bin by jackknife resampling
f the haloes in a given mass bin upon dividing the simulation box
n eight octants. 

In Fig. 6 , we report the average concentration–mass relationships
lready shown in Fig. 5 . The vertical error bars represent the
NRAS 536, 728–751 (2025) 
tatistical error on the concentration arising from the NFW fit,
.e. following the first method described abo v e. The shaded areas
how the maximum between the bootstrap and cosmic variance
rrors, which we nevertheless verified to be of the same order of
agnitude for all mass bins. As expected, the error from the NFW fit

nderestimates the spread of the average concentration in the mass
ins with fewer haloes, i.e. at the higher mass end. On the contrary,
he error from the fit dominates at the lower mass end. We make the
onserv ati ve choice of considering the statistical error on the average
oncentration in each mass bin to be the maximum amongst the error
rom the fit, the bootstrap error, and cosmic variance. 

At this point, we are able to determine the best-fitting parameters
f different models for the concentration–mass relationship via χ2 

inimization. The first model that we consider is a power law, which
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Figure 6. Concentration–mass relationship at z = 0 for relaxed haloes in the DMO and hydrodynamic simulations (top and bottom panels, respectively). Data 
points represent the concentration of stacked density profiles within halo mas bins delimited with the horizontal error bars. The data point is plotted at the median 
halo mass within each bin. The vertical error bars represent the statistical error on the concentration deriving from the NFW fit. The shaded areas following 
the same colour coding as the data points show the statistical error due to cosmic variance or bootstrap re-sampling of the haloes, whichever is the largest (see 
Section 3.3.2 for details). Different best-fitting models to the data are plotted with different colours and line styles, as indicated in the legend. The first-principles 
model of Ludlow et al. ( 2016 ) provides a good match to the DMO concentration–mass relationship, but broken power-law fits are best at representing the data 
in both the DMO and hydrodynamic simulations. A pure power law is still an acceptable fit for the DMO runs, but fails at reproducing the data once baryons 
are included. 
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Table 4. Results of the AIC test on the models considered as possible fits 
to the concentration–mass relationship at z = 0. 

DMO simulations 
Model � AIC p AIC 

Power law −16 . 6 2 . 52 × 10 −4 

Broken power law 0 –
Smoothly broken power law −1 . 63 0.443 
Ludlow et al. ( 2016 ) −62 . 5 2 . 67 × 10 −14 

Hydrodynamic simulations 
Model � AIC p AIC 

Power law −483 1 . 57 × 10 −105 

Broken power law 1 –
Smoothly broken power law −3 . 88 0.144 

Notes. The columns show, starting from the left: the name of the model as 
mentioned in the text; the relative AIC value with respect to the best model 
according to the criterion; and the corresponding probability of minimizing 
the loss of information, with respect to the best model; the reduced χ2 . 
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erves as a useful baseline due to its mathematical simplicity and
idespread usage in the literature (Dutton & Macci ̀o 2014 ; Schaller

t al. 2015 ; Ragagnin et al. 2019 ; Beltz-Mohrmann & Berlind 2021 ;
agagnin et al. 2021 ). While this model appears to adequately

epresent the data in the DMO case, it is clearly o v ersimplified for the
ydrodynamic simulations. We therefore introduce a broken power
aw, which yields an excellent agreement with the DMO data, and
lso allows us to capture the flattening of the concentration–mass
elationship for M 200c � 10 11 . 5 M � observed in the hydrodynamic
uns. We also consider a smooth variant of this model, which provides
 continuous transition between the two power-law regimes across
he mass scale, offering a more realistic representation of the gradual
hanges observed in the simulations. 

On top of the three empirical functions described abo v e, we
onsider the physically moti v ated analytical model by Ludlow
t al. ( 2016 ). The model predicts the redshift evolution of the
oncentration–mass relationship from the collapsed mass histories
f DM haloes. The formalism uses the Extended Press–Schechter
heory and assumes that the characteristic density of DM haloes is
roportional to the critical density of the Universe at a given collapse
edshift. The proportionality constant is the only free parameter of the
odel, and needs to be calibrated with N -body simulations. We thus

e-calibrate such constant so that we obtain the best-fitting Ludlow
t al. ( 2016 ) model to the data of our DMO simulations. As we
an see in the upper panel of Fig. 6 , the recalibrated Ludlow et al.
 2016 ) model provides an excellent match to the data, within the
tatistical errors. Ho we ver, we cannot apply the Ludlow et al. ( 2016 )
o the hydrodynamic runs, since the underlying formalism ignores
he effects of baryons. 

To summarize, all models considered provide a reasonable descrip-
ion of the concentration–mass relationship in the DMO simulations.
o rigorously determine which function best captures the information
mbedded in the data without o v erfitting, we apply again the AIC,
s we did for the hydrodynamic-to-DMO mass ratio in Section 3.1 .
he results of the AIC test at z = 0 are shown in Table 4 . The broken
ower law is the model fa v oured by the AIC in both the DMO and
ydrodynamic simulations. These models are significantly preferred
ith respect to the simple power law even in the DMO run. The
udlow et al. ( 2016 ) model is ranked lowest according to the AIC.
he worse AIC score is mainly driven by the higher discrepancy with

he data at the higher mass end, compared to the broken power law.
o we ver, this does not mean that it is an inaccurate representation
f the data. Indeed, we reiterate that the AIC assesses the relative
NRAS 536, 728–751 (2025) 
erformance of different models to match a given data set, and not
he absolute goodness of fit. In our case, the all power-law models are
mpirical fits to best reproduce the data. On the contrary, the Ludlow
t al. ( 2016 ) model descends from first-principles considerations on
he mass collapse history of DM haloes. While we do tune its only free
arameter to best describe our data, the model itself is not designed to
pecifically reproduce the concentration–mass relationship in a given
 -body simulation. In fact, it is remarkable that a semi-analytical
odel relying on a single free parameter still provides an accurate

escription of the numerical results o v er six orders of magnitude in
he halo mass. 

We repeat our AIC analysis for all snapshots considered in this
ork. The results can be seen in Fig. 7 . Clearly, the broken power

aw is the most fa v oured model at most redshifts, both in the DMO
nd hydrodynamic simulations. For some snapshots, a pure power
aw is preferred. The smoothly broken power law is never the
est model according to the AIC, meaning that adding one extra
arameter to smooth the transition between the two legs of the
elationship does not add any meaningful information, and is thus
etter a v oided. We exclude the Ludlow et al. ( 2016 ) model from
ig. 7 because it performs consistently worse than the other fitting
unctions considered, and showing its considerably higher AIC score
ould compromise the legibility of the plot. 
We report the best-fitting parameters for the model selected by the

IC at each redshift in Table 5 . The parameters of the broken power
aw are defined as follows: 

 200c ( M 200c ) = 

⎧ ⎨ 

⎩ 

A 

(
M 200c 
M ref 

)α

if M 200c ≤ M ref 

A 

(
M 200c 
M ref 

)β

if M 200c > M ref 

, (6) 

o that A represents the concentration at the mass scale M ref 

orresponding to the break of the power law, while α and β are
he slopes in the two legs of the relationship. The pure power law is
 special case of equation ( 6 ), where α = β. In this scenario, M ref 

oes not represent a break in the concentration–mass relationship, but
imply a pivot mass scale regulating the normalization. A convenient
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Table 5. Best-fitting parameters of the model for the concentration–mass relationship in the DMO and hydrodynamic simulations, as determined by the 
AIC (see Fig. 7 ). 

z DMO simulations Hydrodynamic simulations 
A log ( M ref / M �) α β A log ( M ref / M �) α β

0 6 . 3 ± 0 . 2 13 . 71 ± 0 . 02 −0 . 083 ± 0 . 002 −0 . 13 ± 0 . 01 10 . 7 ± 0 . 2 11 . 474 ± 0 . 009 −0 . 003 ± 0 . 009 −0 . 124 ± 0 . 004 
0.5 6 . 9 ± 0 . 3 12 . 52 ± 0 . 04 −0 . 071 ± 0 . 002 −0 . 096 ± 0 . 004 9 . 1 ± 0 . 2 11 . 467 ± 0 . 007 0 . 004 ± 0 . 008 −0 . 118 ± 0 . 004 
1.0 6 . 4 ± 0 . 2 11 . 97 ± 0 . 02 −0 . 063 ± 0 . 002 −0 . 089 ± 0 . 002 7 . 8 ± 0 . 2 11 . 54 ± 0 . 01 0 . 01 ± 0 . 01 −0 . 120 ± 0 . 005 
1.5 5 . 8 ± 0 . 4 11 . 6 ± 0 . 2 −0 . 061 ± 0 . 004 −0 . 075 ± 0 . 003 6 . 8 ± 0 . 2 11 . 59 ± 0 . 01 0 . 01 ± 0 . 01 −0 . 125 ± 0 . 006 
2.0 a 4 . 58 ± 0 . 01 10 12 h −1 −0 . 064 ± 0 . 001 – 6 . 07 ± 0 . 08 11 . 701 ± 0 . 005 0 . 015 ± 0 . 006 −0 . 124 ± 0 . 006 
3.0 3 . 97 ± 0 . 08 11 . 70 ± 0 . 04 −0 . 055 ± 0 . 004 −0 . 030 ± 0 . 005 4 . 99 ± 0 . 06 11 . 987 ± 0 . 006 −0 . 016 ± 0 . 004 −0 . 074 ± 0 . 009 
4.0 a 3 . 49 ± 0 . 04 11 . 87 ± 0 . 02 −0 . 039 ± 0 . 003 0 . 01 ± 0 . 01 4 . 63 ± 0 . 04 10 12 h −1 0 . 030 ± 0 . 003 –
5.0 a 3 . 31 ± 0 . 03 10 12 h −1 −0 . 018 ± 0 . 002 – 3 . 75 ± 0 . 06 10 . 81 ± 0 . 01 0 . 032 ± 0 . 004 0 . 081 ± 0 . 005 
7.0 a 3 . 40 ± 0 . 09 10 12 h −1 0 . 008 ± 0 . 005 – 5 . 0 ± 0 . 3 10 12 h −1 0 . 09 ± 0 . 01 –

a For at least one group of simulations (i.e. DMO or hydrodynamical), the best-fitting model at these redshifts is a pure power law, therefore there are only 
two free parameters. The power law is normalized at a mass scale of 10 12 h −1 M �. 
Notes . The models considered are defined in equation ( 6 ). The parameter A represents the normalization of the relationship at the halo mass scale M ref ; for 
a pure power law, we fixed such pivot scale to 10 12 h −1 M �, therefore it is not a free parameter of the model. The parameters and represent the slopes of 
the relationship for M ≤ M ref and M > M ref , respectively. In the case of a pure power law, there is no parameter. 
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hoice for such scale M ref = 10 12 h 

−1 M �, since haloes of this mass
re probed by all simulations considered in this work. 

We verified that the best-fitting model at each snapshot considered 
ypically matches the measured concentration–mass relationship 
ithin 0 . 01 −0 . 04 dex ( ∼2–10 per cent), with higher accuracies
enerally corresponding to lower masses. On the other hand, the 
pread of the concentration–mass relationship around the mean 
see Fig. 5 ) ranges between 0.12 and 0.23 dex ( ∼32–70 per cent),
epending on halo mass and redshift. Thus, any error between the 
easured concentrations and the predictions of our fit is much lower 

han the scatter in the concentration–mass relationship. 
One might also be concerned about the fact that we combine data

ets from simulations with different mass resolutions in order to 
etermine the best-fitting parameters of our models. Indeed, there 
ppears to be an offset of up to ∼ 10 per cent in the normalization
f the concentration–mass relationship when moving to a simulation 
ith a different mass resolution (see Fig. 6 ). This is in qualitative

nd quantitative agreement with an analogous recent study on the 
oncentration–mass relationship in the IllustrisTNG simulations 
Anbajagane et al. 2022 ). In Appendix A , we explicitly verify
hat improving the mass resolution by a factor of 8 for every
imulation considered typically introduces a variation between 2 and 
0 per cent (0 . 01 −0 . 04 dex) in the normalization of the present-day
oncentration–mass relationship, with the larger relative differences 
ypically impacting higher halo masses. At higher redshift (e.g. 
 = 4), the differences shrink down to 3–6 per cent (0 . 01 −0 . 03 dex).
he impact of the numerical resolution on concentration is therefore 
omparable to, or smaller than, the accuracy of our fit. We thus
onclude that our fit is robust. 

.3.3 Evolution of the concentration–mass relationship 

aving determined the best models representing the concentration–
ass relationship in all snapshots, we can now discuss its evolution 

n the redshift range 0 < z < 7. 
We begin with the DMO simulations, showing their concentration–
ass relationships in the left panel of Fig. 8 . For each snapshot, we

erform exactly the same analysis as described in Section 3.3.1 . The
rror bars represent the statistical error on the concentration from 

tting the average density profile in each mass bin. As explained 
n Section 3.3.2 , this generally underestimates the error on the 
oncentration in the higher mass bin. We verified that the error due
o cosmic variance or bootstrapping increases the uncertainty on the 
oncentration to an extent comparable to what we found for z = 0
Fig. 6 ). We opt for not including such errors in Fig. 6 to aid the
eadability of the plot. 

At higher redshift, the normalization of the concentration–mass 
elationship decreases. This means that DM haloes of a given mass
re less concentrated at higher redshift, since DM had less time to
ccrete on to haloes and cause further collapse due to self-gravity.
he slope of the concentration–mass relationship is less steep at 
arlier times, and almost flat (if not mildly increasing) at z = 7. This
uggests that DM haloes tend to start off with the same concentration.
s time goes by, they collapse under their own gravity. Halo mergers

an then generate more massive structures, which will virialize again 
fter a certain relaxation time. Recalling that we are only considering
elaxed haloes, it is apparent that higher mass haloes have had less
ime to attract DM towards their inner regions since their last major
erger. Therefore, higher mass haloes are less concentrated, and 

ntroduce the distinct decline in the concentration–mass relationship. 
In the right panel of Fig. 8 , we plot the same data as in the left

anel, but as a function of the peak height rather than the halo
ass. The peak height is defined as δc /σ ( M 200c , z), where δc =
 . 686 represents the critical density fluctuation for collapse, linearly
xtrapolated (Peebles ; Perci v al 2005 ), and σ ( M 200c , z) denotes the
ractional variance of matter density fluctuations in linear theory, 
v eraged o v er spheres enclosing a mass M 200c . The mapping between
alo mass and peak height is therefore cosmology dependent, and 
epresents an important quantity in the study of structure formation 
nd evolution. We perform the mapping using the fitting formulae 
rovided by Ludlow et al. ( 2016 ). 
We then show the best-fitting (broken) power-law models to the 

oncentration–mass relationships at redshift z ≥ 0 . 5, as given by the
arameters listed in Table 5 . Such relationships are plotted with the
hin solid lines. In the right panel, the fitting functions are obtained
y combining the peak height-mass correspondence provided by 
udlow et al. ( 2016 ) with equation ( 6 ). At all redshifts, the best-
tting models do an excellent job of representing the concentration 
f DM haloes, both as a function of mass and of peak height. 
We repeat the analysis on the hydrodynamic runs, and report 

he results in Fig. 9 . As in the DMO run, the normalization
f the relationship decreases at higher redshift. Abo v e a mass
cale of M 200c ∼ 10 11 . 5 −10 12 M �, more massive haloes are less
oncentrated. This is again in line with what we observed for the
MNRAS 536, 728–751 (2025) 
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Figure 8. Left panel: concentration–mass relationship for relaxed haloes in the DMO simulations. Data points represent the concentration of the stacked DM 

density profiles of haloes with total mass delimited with the horizontal error bars. The data points are plotted at the median mass within each bin. The vertical 
error bars show the statistical error deriving from the NFW fit to the stacked profiles. Data points are colour coded according to the redshift considered, as 
indicated in the colour bar, while their shape refers to the different simulations, as reported in the legend inside the right panel. The solid lines represent the 
concentration–mass relationship given by best-fitting model at each redshift according to the AIC (see Fig. 7 and Table 5 ). Right panel: same as the left panel, 
except that the x-axis reports the peak height instead of the total halo mass. The broken power-law or pure power-law models are excellent fits to the data at all 
redshifts, and across the full halo mass range considered. 

Figure 9. As in Fig. 8 , but for the hydrodynamic simulations. The solid lines represent the best-fitting functions presented in this work (see Table 5 ) The 
broken power-law or pure power-law models are excellent fits to the concentration–mass relationship, but fall short of capturing the concentration-peak height 
relationship at lower masses. 
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MO simulations. But for lower masses, the concentration–mass 
elationship is essentially flat, at least for z � 3. Below ∼ 10 11 . 5 M �,
he gravitational collapse is counteracted by the outward pressure 
ntroduced by baryon-driven feedback effects, primarily as stellar 
inds and supernova explosions (Anbajagane et al. 2022 ). These 

eedback processes, together with AGN-driven winds and jets, are 
resent also at higher halo masses, but are o v erall less ef fecti ve. As
hown by Anbajagane et al. ( 2022 ), the energy loss due to gas cooling
n the TNG-300 simulation is larger than the energy output due to the
inetic AGN feedback mode in cluster-size haloes ( M � 10 14 M �).
he increased relative efficiency of cooling, together with the deeper 
ravitational potential wells, enables the continued collapse of DM 

owards the inner regions of the halo. As a result, the relative
ifference between the concentration in the hydrodynamic and DMO 

uns is smaller at the higher halo mass end (Anbajagane et al.
022 ). 
At z > 3, the concentration–mass relationship does not simply 

ecome flat, as it was the case for the DMO runs. In the hydrodynamic
imulations, the slope of the relationship is reversed at such high 
edshifts: More massive haloes are now more concentrated. This 
ollows from enhanced adiabatic contraction and subsequent star 
ormation occurring in the cores of massive haloes, which further 
ri ves additional DM to wards the centre, thereby increasing the 
oncentration. We will support this interpretation in Section 4 , where 
e will show DM, gas and stellar density profiles within haloes of
ifferent mass and at different redshift. 
The dependence of the concentration on the peak height exhibits 

imilar differences with respect to the DMO run, as a consequence 
f the different trend of the concentration–mass relationship. We 
how the best-fits to the data in both panels of Fig. 9 obtained
rom our empirical best-fitting models. The formalism successfully 
aptures the main trends observed in the hydrodynamic simulations 
or the concentration–mass relationship. Ho we ver, this is not the 
ase for the concentration-peak height relationship. This is not 
urprising, because the correspondence between halo mass and 
eak height provided by Ludlow et al. ( 2016 ) was calibrated on
MO simulations, and baryons can break a one-to-one relationship 
etween total halo mass and peak height. This effect should become 
ore important at lower redshift, when more feedback channels 

re active and contribute to the scatter in the hydrodynamic-to- 
MO halo mass ratio. Indeed, we observe a better match to 
ur numerical concentration-peak height relationship at higher 
edshift. 

To summarize, we have found a set of formulae that accurately 
aptures the modification of the concentration–mass relationship 
easured from DMO simulations in the presence of baryonic 

hysics. We have also shown that the DM distribution within haloes 
s well represented by an NFW profile both in the DMO and
ydrodynamic runs. The combination of these results means that 
ur fitting formulae can be used to predict the DM density profiles
f haloes o v er a wide halo mass and redshift range in the context of
 realistic galaxy formation model. This provides a way to correct 
he results of DMO simulations accurately, making it possible to use 
hem to compare and interpret observational data. As an example, 
ensing and, in particular, g alaxy–g alaxy lensing (Tyson et al. 1984 ;
rainerd, Blandford & Smail 1996 ; dell’Antonio & Tyson 1996 ), 

s sensitive to the overall matter distribution, where it is important 
o characterize the response of the DM within and around haloes 
n the presence of galaxy formation processes like feedback; this 
ork provides a way to account for this effect inside haloes to first 
rder. 
d  
 DI SCUSSI ON  

.1 Astrophysical implications 

n Section 3 , we showed how the concentration–mass relationship 
aries in our simulations when switching from DMO to full hydro-
ynamic runs. We will now interpret our findings within the context
f galaxy formation, focusing on the effects of baryons. 
The main conclusion of our analysis is that including baryons 

n our cosmological simulations flattens the concentration–mass 
elationship at M 200c � 10 11 . 5 M �. This is not simply caused by
umerical artefacts, because we verified that our simulations, which 
pan a wide range of box sizes and mass resolutions, provide
onsistent results o v er six orders of magnitude in halo mass (Figs 5 –
 ; see also Appendix A ). The effects that we are seeing are therefore a
onsequence of baryon-driven physics. To investigate this further, we 
ow simultaneously explore the distribution of the gaseous, stellar, 
nd DM components within haloes. 

F or consistenc y with our previous analysis, we match haloes across
he DMO and hydrodynamic runs and extract the density profiles 
s explained in Section 3 . We show their redshift evolution, for
ifferent halo mass bins, in Fig. 10 . At z ≥ 4, the density profiles
f the gaseous and stellar components are steeper in haloes with
ass M 200c � 10 12 M �, especially within 10 per cent of the virial

adius. This is a consequence of the stronger gravitational potential 
ue to the higher mass, which facilitates gas accretion. The accreted
as receives a smaller amount of energy from AGN-driven outflows 
t z ≥ 4, because the black hole accretion rate declines steeply
ith increasing redshift before z = 4 in the AGN feedback model

mplemented in the IllustrisTNG simulation (Weinberger et al. 2017 ). 
hus, at z ≥ 4, the collapsed gas cools down efficiently via adiabatic
ontraction, and this fa v ours the production of stars, which are the
ominant component within 2 per cent of the virial radius for higher
ass haloes at z ≥ 4. The combined abundance of gas and stars in the

nnermost regions of such haloes further deepens the gravitational 
otential well, thus attracting DM further towards the centre. It 
hen follows that haloes are more concentrated in the hydrodynamic 
imulations than in their DMO counterparts. 

As we can see in Fig. 10 , for M 200c � 10 12 M � and z ≥ 4, the DM
ensity profiles in the hydrodynamic simulations indeed appear to 
e more cuspy than in their DMO counterparts. This is true also
t z = 2, although the effect is less conspicuous than at higher
edshift. For M 200c ≈ 10 12 M �, we can see that the scale radius is
till smaller for the hydrodynamic run, but there is no significant
ifference with respect to the DMO variant at higher masses. This
eflects the fact that, after peaking at z ≈ 4, the AGN energy output
n the TNG galaxy formation model exhibits only a mild decrease
ntil z = 0 (Weinberger et al. 2017 ). Its sustained effect therefore
ounteracts gas cooling and star formation, hence preventing the 
alo from concentrating further. 
Moving to lower halo masses, the density profiles of all compo-

ents are flattened within ∼ 10 per cent of the virial radius even at
 = 7. This is especially evident for M 200c ≈ 10 9 . 5 M �. In this case,
he potential well set by the DM halo is shallower and, consequently,
as does not condense as efficiently as in higher mass haloes. The
esult of this is that the concentration in the DMO and hydrodynamic
ariants are similar, with the latter being slightly smaller. 

The different distribution of the gaseous and stellar components 
ithin haloes of different mass at z = 7 then explains why the

oncentration–mass relationship is monotonically increasing in the 
ydrodynamic simulations, while the concentration exhibits a weaker 
ependence on the halo mass in the DMO runs. Instead, the redshift-
MNRAS 536, 728–751 (2025) 
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M

Figure 10. Redshift evolution of density profiles of haloes in all simulations considered. Every row corresponds to a different total halo mass bin in the DMO 

run, as indicated within the left-most panel. Each column corresponds to a different redshift, as reported abo v e the top panels. The black points represent the 
comoving density profiles in the DMO run. The teal, blue, and purple data sets show the comoving density profiles of DM, gas, and stars in the matched haloes 
in the hydrodynamic runs, respectively. The vertical dashed teal and black lines mark the scale radius for the DM density profiles in the hydrodynamic and DMO 

runs, respectively. At higher redshift and for higher mass haloes, the gas and stellar density profiles are steeper. Their normalization does not appreciably change 
towards redshift, while the DM component grows more strikingly by redshift z = 0. The observed trends explain the redshift-evolution of the concentration–mass 
relationship in the DMO and hydrodynamic simulations (see Section 4.1 for details). 
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volution of the concentration is qualitatively the same regardless of 
he halo mass. At later times, all haloes tend to deplete their baryons
ue to stellar or AGN feedback processes. Therefore, they become 
rogressively more DM dominated. This can be clearly seen in Fig. 
0 : At z = 0, the relative difference between the DM profiles and
he baryonic components (particularly gas) is larger than at earlier 
edshift. Thus, the effects of baryons on the internal structure of the
M halo is more ‘diluted’ at later times. The first major consequence

s that DM haloes at a fixed mass become more concentrated, as the
xcess of DM fa v ours further collapse towards the centre of the halo.
econdly, the concentration in the hydrodynamic and DMO runs are 
enerally less discrepant at low redshift: Indeed, the respective scale 
adii are much closer, at least for M 200c � 10 11 M �. 

In conclusion, the evolution of the density profiles of DM and 
aryons within haloes of different mass is consistent with the qual- 
tative behaviour of the concentration–mass–redshift relationship in 
oth the DMO and hydrodynamic simulations considered in this 
ork. 

.2 Comparison with previous work 

n this section, we compare our main results with the findings of
revious related works. 
We begin with the halo mass ratio between the hydrodynamic and 

MO runs (Fig. 2 ). Once baryons are introduced in the simulations,
he total halo mass varies by only a few per cent for M 200c � 10 14 M �,
ut diminishes at lower masses (see also Castro et al. 2021 ). At z = 0
nd for M 200c ≈ 10 9 . 5 M �, the total mass drops by ∼ 20 per cent with
espect to the DMO run. We already mentioned in Section 3.1 that
hese results are consistent with previous work with the IllustrisTNG 

imulation (Springel et al. 2018 ). Interestingly, the y are quantitativ ely 
n broad agreement with analogous works in the literature that adopt 
ther simulations as well. For example, in the GIMIC (Crain et al.
009 ) and EAGLE (Schaye et al. 2015 ) simulations, the mass de-
reases by ∼ 25 −30 per cent at M 200c � 10 10 M � when baryons are
ncluded, while it remains essentially unchanged abo v e ∼ 10 13 . 5 M �
Sawala et al. 2013 ; Schaller et al. 2015 ). Ho we ver, the trend of
he mass ratio is qualitatively different, depending on the simulation 
onsidered. In the GIMIC simulation, the hydrodrodynamic-to-DMO 

ass ratio is monotonically increasing with halo mass (Sawala 
t al. 2013 ), while in EAGLE it resembles a smoothed multiple-step
unction. By contrast, we find sharp transitions between increasing 
nd decreasing trends around two specific mass scales ( ∼ 10 11 . 5 and 

10 13 M �). 
The diverse trends observed in the literature suggest that not only 

he presence of baryons, but even the exact modelling of baryon- 
riven astrophysics in different cosmological simulations is crucial 
n determining the matter content of haloes at different mass scales. 
his was clearly shown, for example, in the Simba (Dav ́e et al.
019 ) suite of cosmological simulations, which encompasses five 
ifferent hydrodynamic runs with varying feedback prescriptions. 
t z = 0 and ∼ 10 12 M �, AGN feedback introduces variations of up

o ∼ 25 per cent in the total halo mass with respect to a run without
ny feedback prescription, either stellar or black hole driven (Sorini 
t al. 2022 ). This is of the same order of the relati ve dif ferences that
e observe in this work. Thus, whenever trying to model baryonic 

ffects on top of the results of DMO simulations, one should al w ays
ear in mind the strong model-dependence of even the most basic 
uantities, such as the total halo mass. 
Similar considerations apply to the concentration–mass relation- 

hip. F or e xample, Duf fy et al. ( 2010 ) sho wed that the predictions
f the concentration of haloes of a given mass in simulations with
if ferent supernov a and AGN feedback prescriptions can vary up to
0 per cent. The internal structure of DM haloes is then dependent
n the complex interplay of cosmological structure formation and 
strophysical processes (e.g. Chua et al. 2017 , 2019 , 2022 ; Arora
t al. 2024 ; but see also Waterval et al. 2022 ). It is thus no surprise
hat different groups found consistently different variations in the 
oncentration–mass relationship when comparing hydrodynamic 
osmological simulations to their DMO counterparts (e.g. Schaller 
t al. 2015 ; Beltz-Mohrmann & Berlind 2021 ). A comprehensive
nalysis of the imprint of baryonic physics on the concentration–
ass relationship was recently undertaken by Shao et al. ( 2023 ),

sing the large suite of CAMELS cosmological simulations. The 
AMELS project encapsulates the main features of feedback models 
f widespread state-of-the-art simulations (EAGLE, Simba and 
llustrisTNG) in four parameters that represent the ‘intensity’ of 
ifferent feedback modes. This facilitates the comparison across 
oxes that follow different prescriptions for baryonic astrophysics. 
hao et al. ( 2023 ) showed that the concentration–mass relationship
t z = 0 deviates from a power law when including baryons. In both
imba and IllustrisTNG type of models, the relationship appears to 
e decreasing until M 200c � 10 13 M �, with an inflection point around
 200c � 10 12 M �. The IllustrisTNG models exhibit a plateau in the

ange 10 11 < M 200c / M � � 10 11 . 5 , which is perfectly in line with our
ndings. The extension to lower halo masses present in our work
onfirms the significance of the flattening of the concentration–mass 
elationship in the IllustrisTNG galaxy formation model at the lower 
ass end. 
The flattening presented in this work matches the trends ob- 

erved for the TNG-50, TNG-100, and TNG-300 simulations by 
nbajagane et al. ( 2022 ). They find that this feature appears at
 200c ≈ 10 11 . 5 M �, and extends down to M 200c ≈ 10 9 M �. In this

ange, the concentration remains steadily around c 200c ≈ 10, in 
ine with our results. Anbajagane et al. ( 2022 ) also find that the
oncentration varies by up to ∼ 25 per cent with respect to the 
MO versions of the IllustrisTNG runs considered. At intermediate 
asses, around the point of flattening of the concentration–mass 

elationship, the concentration increases in the hydrodynamic runs 
ith respect to the DMO variants, but it generally decreases at

he lower and higher mass ends. The results of both Anbajagane 
t al. ( 2022 ) and our work are qualitatively in agreement with the
arlier work by Lo v ell et al. ( 2018 ), who also found a flattening
n the concentration–mass relationship below M 200c ≈ 10 11 . 5 M �
although they used a proxy for the concentration rather than c 200c ;
ee their fig. 5). The predecessor Illustris simulation also exhibits 
 break in the concentration–mass relationship, but it occurs at a
lightly higher halo mass ( M 200c ≈ 10 12 . 1 M �). Below this scale,
he concentration mildly increases with the halo mass rather than 
eeping constant (Chua et al. 2017 ). The qualitati ve dif ferences in
he relationship between Illustris and IllustrisTNG reflects the ad- 
ustments in the underlying feedback models. It is then expected that
ther hydrodynamic simulations, with completely different feedback 
chemes, would result in significantly more different concentration–
ass relationships (e.g. Schaller et al. 2015 ). 
Comparing different DMO rather than hydrodynamic simulations 

s more straightforward, as in the absence of baryons, structure 
ormation is driven exclusively by gravity and the expansion of the
niverse. The concentration–mass relationship is therefore set solely 
y the cosmological model. A large body of literature has shown that
he concentration–mass relationship in cold DM N -body simulations 
s monotonically decreasing at z = 0 (e.g. Duffy et al. 2008 ; Dutton &

acci ̀o 2014 ; Schaller et al. 2015 ; Beltz-Mohrmann & Berlind
021 ; Ishiyama et al. 2021 ); this is consistent with our findings
MNRAS 536, 728–751 (2025) 
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M

Table 6. Power-law fit to the concentration–mass relationship in the DMO 

simulations considered in this work. 

z Model A α

This work 8 . 43 ± 0 . 03 −0 . 088 ± 0 . 001 
IllustrisTNG-Dark 9.977 −0 . 122 ± 0 . 005 

Illustris-Dark 8.846 −0 . 125 ± 0 . 004 
EAGLE-DMO 8 . 23 ± 0 . 16 −0 . 099 ± 0 . 003 

Dutton & Macci ̀o ( 2014 ) 8 . 09 ± 0 . 02 −0 . 101 ± 0 . 001 

0.5 This work 7 . 14 ± 0 . 02 −0 . 079 ± 0 . 001 
Dutton & Macci ̀o ( 2014 ) 6 . 56 ± 0 . 02 −0 . 086 ± 0 . 001 

1.0 This work 6 . 02 ± 0 . 02 −0 . 075 ± 0 . 001 
Dutton & Macci ̀o ( 2014 ) 5 . 38 ± 0 . 01 −0 . 073 ± 0 . 001 

2.0 This work 4 . 59 ± 0 . 01 −0 . 063 ± 0 . 001 
Dutton & Macci ̀o ( 2014 ) 4 . 121 ± 0 . 009 −0 . 021 ± 0 . 002 

3.0 This work 3 . 86 ± 0 . 02 −0 . 045 ± 0 . 002 
Dutton & Macci ̀o ( 2014 ) 3 . 53 ± 0 . 03 −0 . 021 ± 0 . 002 

4.0 This work 3 . 50 ± 0 . 02 −0 . 030 ± 0 . 003 
Dutton & Macci ̀o ( 2014 ) 3 . 39 ± 0 . 03 0 . 000 ± 0 . 003 

5.0 This work 3 . 32 ± 0 . 02 −0 . 016 ± 0 . 002 
Dutton & Macci ̀o ( 2014 ) 3 . 49 ± 0 . 05 0 . 027 ± 0005 

7.0 This work 3 . 41 ± 0 . 07 0 . 009 ± 0 . 005 

Notes. The definition of the parameters can be deduced from equation ( 6 ). We 
also report the best-fitting parameters to the IllustrisTNG-Dark and Illustris- 
Dark simulations found by Beltz-Mohrmann & Berlind ( 2021 ), and to the 
EAGLE-DMO simulation Schaller et al. ( 2015 ), re-normalized to the Hubble 
parameter h = 0.6774, and pivot mass scale M ref = 10 12 h −1 M � that we 
have adopted throughout this work. 
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ere. Ho we ver, there are quantitati ve dif ferences regarding the slope
nd normalization of the best-fitting power law to the present-day
oncentration–mass relationship. Although we find preference for
 broken power law, we also perform a pure power-law fit to our
umerical results in order to facilitate the comparison with previous
ork. We list the best-fitting values of the normalization and slope

n Table 6 , following the same definition of the parameters as in
quation ( 6 ). In the same table, we also report the values obtained in
ther works. Where a different choice for the pivot mass scale M ref 

as made, we have corrected the normalization A to match our own
alue of 10 12 h 

−1 M �. 
Beltz-Mohrmann & Berlind ( 2021 ) found similar slopes for the

oncentration–mass relationship in the TNG-100-Dark & TNG-300-
ark simulations and their predecessor Illustris-Dark. Ho we ver,

he normalization of the relationship in the IllustrisTNG runs is
12 per cent larger, presumably following from the slightly

ifferent cosmological model. Compared to our results, Beltz-
ohrmann & Berlind ( 2021 ) found a higher normalization and

 steeper slope for the concentration–mass relationship in the
llustrisTNG-Dark simulations. This may seem somewhat surprising,
iven that we adopted the same simulations. However, there are a few
rucial differences with respect to our analysis. First of all, Beltz-
ohrmann & Berlind ( 2021 ) match haloes between hydrodynamic

nd DMO runs via abundance matching rather than particle IDs.
econdly, we include also the TNG-50-Dark run in our work, which
llowed us to extend the analysis to lower halo masses with respect to
eltz-Mohrmann & Berlind ( 2021 ). This may impact the parameters
f the o v erall concentration–mass relationship. Finally, we consider
nly relaxed haloes, whereas Beltz-Mohrmann & Berlind ( 2021 )
ncluded all haloes abo v e 10 10 h 

−1 M �. We v erified that if we do
ot restrict ourselves to relaxed haloes, our concentration–mass rela-
NRAS 536, 728–751 (2025) 
ionship resembles more closely the findings in Beltz-Mohrmann &
erlind ( 2021 ). This comparison confirms that different techniques

or extracting the concentration–mass relationship can yield statisti-
ally significant differences in the parameters of empirical best-fitting
unctions. It is therefore important to al w ays bear in mind the details
f the underlying analysis when comparing the results from different
imulations. 

Our halo selection criteria and estimation of the mean
oncentration–mass relationship match those adopted by Schaller
t al. ( 2015 ) in an analogous work with the EAGLE simulations. We
ay therefore expect a closer agreement with their results for the
MO run. Ho we ver, we must first recall that equation ( 6 ) depends

xplicitly on the Hubble parameter through the pivot mass scale.
dditionally, the Hubble parameter is encapsulated in the definition
f the concentration through the virial radius ( c 200c = r s /r 200c ). We
hus correct the normalization parameter found by Schaller et al.
 2015 ) to match our mass pivot scale and cosmology (the same
as done for the Illustris-Dark normalization reported in Table 6 ).
pon such corrections, our normalization parameter is compatible
ithin one standard deviation with the EAGLE results. We find a

ess steep slope, which is in slight tension with Schaller et al. ( 2015 )
esults. Nevertheless, there is still agreement within three standard
eviations. This is reassuring, given the complete independence of
he two works. 

Both our results and the EAGLE predictions are slightly in-
onsistent with Dutton & Macci ̀o ( 2014 ), who utilized a set of
MO simulations with different box sizes and resolutions (Springel

t al. 2005 ; Macci ̀o et al. 2008 ; Klypin et al. 2011 ) to probe the
oncentration–mass relationship in the mass range ∼ 10 10 −10 15 M �.
hey adopted the cosmological parameters from the Planck Collab-
ration XVI ( 2014 ) data release, which are different from the Planck
ollaboration XIII ( 2016 ) cosmology embedded in the IllustrisTNG
nd MillenniumTNG simulations. Even if we correct for the different
ubble parameter, as we did for the EAGLE DMO simulation, the
iscrepancies persist at a statistically significant level. But once
gain, the details of the analysis undertaken in Dutton & Macci ̀o
 2014 ) differ from both Schaller et al. ( 2015 ) and our work. Dutton &

acci ̀o ( 2014 ) considered haloes with at least 500 particles rather
han the more restrictive 5000 threshold imposed in Schaller et al.
 2015 ) and this work, adopted a slightly different criterion for the
election of relaxed haloes, and a finer binning o v er a wider range
f radial distance when performing the NFW fit. We believe that
uch differences may introduce systematics that could account for
he discrepancies observed. 

Dutton & Macci ̀o ( 2014 ) extend their analysis up to z = 5, and
nd that the normalization of the concentration–mass relationship
ecreases at higher redshift. Furthermore, the slope of the rela-
ionship becomes less steep, and eventually changes sign abo v e
 = 4. Qualitati vely, our po wer-law fits exhibit the same pattern.
o we ver, in our case, the turning point from an increasing to
 decreasing trend of the halo concentration with mass appears
t higher redshift, z > 5. The slope that we measure at z = 7 is
ositive, albeit consistent with a flat relationship within less than
wo standard deviations. These features agree with the findings from
he Uchuu N -body simulations (Ishiyama et al. 2021 ), which also
redict a decreasing concentration–mass relationship up to z = 5 . 2,
nd a mildly increasing one at z = 7. The authors do not provide
 power -law fit, b ut rather utilize a semi-analytical model for the
oncentration–mass relationship whereby DM haloes with low peak
eight undergo rapid early growth with a universal profile, followed
y a slo w-gro wth phase where the halo remains approximately
tatic in physical coordinates (Diemer & Joyce 2019 ). Ishiyama
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t al. ( 2021 ) showed that this model successfully reproduces their
umerical results within 5 per cent. 
Dutton & Macci ̀o ( 2014 ) tested several analytical models for

he concentration–mass relationship against their numerical results 
Navarro et al. 1997 ; Bullock et al. 2001 ; Gao et al. 2008 ; Zhao et al.
009 ; Prada et al. 2012 ), and concluded that their power-law fits pro-
ided a more accurate agreement with the simulated concentration–
ass–redshift relationship. In our work, we verified that a broken 

ower law performs better at most redshifts below z = 4, according
o the AIC. We find that a pure power law is acceptable also for
he hydrodynamic simulations at z ≥ 4, but otherwise the broken 
ower law is necessary to accurately represent the flattening of the 
oncentration at the lower mass end. In general, the qualitatively 
ifferent behaviour of the concentration–mass relationship across 
ifferent hydrodynamic simulations (e.g. Schaller et al. 2015 ; Beltz- 
ohrmann & Berlind 2021 ; Shao et al. 2023 ; Shao & Anbajagane

024 ; Ragagnin et al. 2019, 2021 ) underscores how the structure of
M haloes is sensitive to the details of the galaxy formation model. 

 C O N C L U S I O N S  A N D  PERSPECTIVES  

n this study, we investigated the impact of baryons on the 
oncentration–mass relationship of DM haloes in the state-of-the-art 
llustrisTNG and MillenniumTNG cosmological simulations, which 
re equipped with almost identical galaxy formation models. Our 
uite of simulations encompasses a broad range of volumes and mass
esolutions, allowing for a detailed examination of haloes across six 
rders of magnitude in mass ( M 200c ∼ 10 9 . 5 −10 15 . 5 M �), within the
edshift interval 0 < z < 7. To the best of our knowledge, these are
he widest halo mass and redshift intervals probed by cosmological 
ydrodynamic simulations in a study on the concentration–mass 
elationship to date. By comparing hydrodynamic runs to analogous 
MO variants, we focused on the impact of baryons on the total
ass of haloes and on the redshift evolution of the concentration–
ass relationship. 
The main conclusions of our work are as follows: 

(i) We matched haloes from the DMO runs with their counterparts 
n the hydrodynamic simulations, and computed the relative variation 
f their total mass. We find that, on average, the inclusion of
aryons in the simulations does not appreciably vary the halo mass
bo v e M 200c � 10 14 M �, while the discrepancy can be as large as

20 per cent for M 200c ≈ 10 9 . 5 M � (Fig. 2 ). We fit the dependence
f the halo mass variation as a function of M 200c for all redshifts
onsidered with multiply broken power laws, and provide the best- 
tting parameters (Table 2 ). 
(ii) The concentration of haloes in the DMO simulations at z = 0

ecreases monotonically with mass. The inclusion of baryons flattens 
he concentration–mass relationship below a mass scale of M 200c ∼
0 11 . 5 M � (Figs 5 and 6 ). 
(iii) The steepness of the concentration–mass relationship de- 

reases at higher redshift for the DMO simulations, becoming almost 
at at z = 7. In the hydrodynamic runs, the concentration increases
ith mass at z > 4, and decreases thereafter, while al w ays exhibiting
 plateau at lower masses (Figs 8 and 9 ). 

(iv) The trends described abo v e are caused by the increased 
teepness and normalization of the gas and stellar density profiles 
n the inner regions of more massive haloes at high redshifts. This
ffect is largely due to the adiabatic contraction of infalling gas, 
hich promotes star formation. As a result, the higher baryonic 
ensity facilitates further DM collapse into the central regions of the 
M halo, thereby increasing the concentration (Fig. 10 ). 
(v) We tested several empirical and first-principles analytical 
odels for the concentration–mass relationship in the redshift range 
 < z < 7 (Figs 6 - 9 ). We have shown, with a rigorous information
riterion test, that the best-fitting model for the results of the DMO
nd hydrodynamic runs is a broken power law at most redshift
onsidered. A simple power law is generally sufficient to describe 
he relationship at higher redshift ( z � 4). Instead, the variation of
he concentration of DM haloes in the vast mass range considered
trongly disfa v ours the commonly utilized power -law fit at low
edshift. We provide the fitting parameters for our best-fitting models 
Tables 5 ) and for a simple power law in the DMO run, to aid
omparison with previous work (Table 6 ). 

The fitting formulae that we provide for the concentration–mass 
elationship in the DMO and hydrodynamic runs can be used to read-
ly model the density profiles of DM haloes, under the assumption
f an IllustrisTNG/MillenniumTNG galaxy formation model in the 
lanck-18 cosmology. Thus, our results can impro v e analytical and
emi-analytical halo models, as well as the results of cosmological 
MO simulations, by incorporating well-moti v ated baryonic ef fects. 
ractical applications include a more accurate interpretation of 
bservations that are sensitive to the internal structure of haloes, 
uch as g alaxy–g alaxy lensing. 

Our results qualitatively agree with the literature. We did not 
nclude haloes below M 200c ∼ 10 9 . 5 M � owing to stringent require- 
ents on the minimum number of resolution elements that guarantees 

umerical convergence of the density profiles. Adding zoom-in 
imulations with an analogous galaxy formation model would enable 
s to expand our study to wards lo wer mass haloes, hence gaining
urther insight on the impact of baryon-driven astrophysics on dwarf 
alaxies. We plan to address this limitation in future work. Another
venue for further development consists in applying our analysis to 
ther cosmological hydrodynamic simulations with different galaxy 
ormation models, which may predict significantly different effects 
n the concentration–mass relationship. Such questions certainly 
erit further exploration. 

C K N OW L E D G E M E N T S  

S thanks Simon White, Sergio Contreras, and Shaun Brown for 
elpful discussions, and is grateful for the support from the Post-
o vid Reco v ery Fund of Durham University for essential travel
onnected to the completion of this work. DS and SB acknowledge 
unding from a UK Research & Innovation (UKRI) Future Leaders 
ellowship [grant number MR/V023381/1]. LH is supported by 

he Simons Foundation through the collaboration Learning the 
ni verse. VS ackno wledges support from the Excellence Cluster 
RIGINS which is funded by the Deutsche Forschungsgemeinschaft 
nder Germany’s Excellence Strategy – EXC-2094–390783311, and 
upport from the Simons Collaboration on ‘Learning the Universe’. 
H-A acknowledges support from the Excellence Cluster ORIGINS 

hich is funded by the Deutsche Forschungsgemeinschaft (DFG, 
erman Research Foundation) under Germany’s Excellence Strategy 
EXC-2094-390783311. RK acknowledges support of the Natural 
ciences and Engineering Research Council of Canada (NSERC) 

hrough a Disco v ery Grant and a Disco v ery Launch Supplement,
unding reference numbers RGPIN-2024-06222 and DGECR-2024- 
0144. The authors gratefully acknowledge the Gauss Centre for 
upercomputing (GCS) for providing computing time on the GCS 

upercomputer SuperMUC-NG at the Leibniz Supercomputing Cen- 
re (LRZ) in Garching, Germany, under project pn34mo. This work 
sed the DiRAC@Durham facility managed by the Institute for Com- 
MNRAS 536, 728–751 (2025) 



748 D. Sorini et al. 

M

p  

c  

b  

f  

S  

o  

t  

a

D

T  

a  

t  

i

R

A
A
A  

A  

A
A  

A  

A
B
B
B
B
B
B
B
B  

B
B
B
B  

B  

B  

C  

C  

C  

C  

C
C
D  

D
D
d
D
D
D

D  

D  

D
E
F
F  

G  

G
G
G  

H
H
H  

H
H
I
K
K
K  

L
L  

L
L
L
L  

L  

L
L  

M  

M  

M
M
M  

N
N
N
N
N
O  

P
P  

P
P
P
P
P
P
P  

P  

R  

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/536/1/728/7906597 by guest on 20 January 2025
utational Cosmology on behalf of the Science and Technology Fa-
ilities Council (STFC) DiRAC HPC Facility, with equipment funded
y the Department for Business, Energy & Industrial Strategy capital
unding via STFC capital grants ST/K00042X/1, ST/P002293/1,
T/R002371/1, and ST/S002502/1, Durham University and STFC
perations grant ST/R000832/1. This work made e xtensiv e use of
he NASA Astrophysics Data System and of the astro-ph preprint
rchive at arXiv.org. 

ATA  AVAILABILITY  

he MillenniumTNG simulations will be made fully publicly avail-
ble at ht tps://www.mt ng-project .org in 2024. The data underlying
his article will be shared upon reasonable request to the correspond-
ng authors. 

E FERENCES  

kaike H. , 1974, IEEE Trans. Autom. Control , 19, 716 
nbajagane D. , Evrard A. E., Farahi A., 2022, MNRAS , 509, 3441 
ngelinelli M. , Ettori S., Dolag K., Vazza F., Ragagnin A., 2022, A&A , 663,

L6 
ngelinelli M. , Ettori S., Dolag K., Vazza F., Ragagnin A., 2023, A&A , 675,

A188 
ngulo R. E. , Pontzen A., 2016, MNRAS , 462, L1 
ngulo R. E. , Springel V., White S. D. M., Jenkins A., Baugh C. M., Frenk

C. S., 2012, MNRAS , 426, 2046 
rora N. , Courteau S., Macci ̀o A. V., Cho C., Patel R., Stone C., 2024,

MNRAS , 529, 2047 
yromlou M. , Nelson D., Pillepich A., 2023, MNRAS , 524, 5391 
agla J. S. , 2002, JA&A , 23, 185 
arnes J. , Hut P., 1986, Nature , 324, 446 
arrera M. et al., 2023, MNRAS , 525, 6312 
eltz-Mohrmann G. D. , Berlind A. A., 2021, ApJ , 921, 112 
hattacharya S. , Habib S., Heitmann K., Vikhlinin A., 2013, ApJ , 766, 32 
lumenthal G. R. , Faber S. M., Flores R., Primack J. R., 1986, ApJ , 301, 27 
ode P. , Ostriker J. P., Xu G., 2000, ApJS , 128, 561 
ose S. , Hellwing W. A., Frenk C. S., Jenkins A., Lo v ell M. R., Helly J. C.,

Li B., 2016, MNRAS , 455, 318 
ose S. et al., 2019, MNRAS , 486, 4790 
ose S. et al., 2023, MNRAS , 524, 2579 
rainerd T. G. , Blandford R. D., Smail I., 1996, ApJ , 466, 623 
rown S. T. , McCarthy I. G., Diemer B., Font A. S., Stafford S. G., Pfeifer

S., 2020, MNRAS , 495, 4994 
rown S. T. , McCarthy I. G., Stafford S. G., Font A. S., 2022, MNRAS , 509,

5685 
ullock J. S. , Kolatt T. S., Sigad Y., Somerville R. S., Kravtsov A. V., Klypin

A. A., Primack J. R., Dekel A., 2001, MNRAS , 321, 559 
astro T. , Borgani S., Dolag K., Marra V., Quartin M., Saro A., Sefusatti E.,

2021, MNRAS , 500, 2316 
hua K. T. E. , Pillepich A., Rodriguez-Gomez V ., V ogelsberger M., Bird S.,

Hernquist L., 2017, MNRAS , 472, 4343 
hua K. T. E. , Pillepich A., Vogelsberger M., Hernquist L., 2019, MNRAS ,

484, 476 
hua K. T. E. , Vogelsberger M., Pillepich A., Hernquist L., 2022, MNRAS ,

515, 2681 
ontreras S. et al., 2023, MNRAS , 524, 2489 
rain R. A. et al., 2009, MNRAS , 399, 1773 
av ́e R. , Angl ́es-Alc ́azar D., Narayanan D., Li Q., Rafieferantsoa M. H.,

Appleby S., 2019, MNRAS , 486, 2827 
ehnen W. , 2005, MNRAS , 360, 892 
elgado A. M. et al., 2023, MNRAS , 523, 5899 
ell’Antonio I. P. , Tyson J. A., 1996, ApJ , 473, L17 
iemer B. , Joyce M., 2019, ApJ , 871, 168 
olag K. , Borgani S., Murante G., Springel V., 2009, MNRAS , 399, 497 
ubois Y. et al., 2014, MNRAS , 444, 1453 
NRAS 536, 728–751 (2025) 
uffy A. R. , Schaye J., Kay S. T., Dalla Vecchia C., 2008, MNRAS , 390,
L64 

uffy A. R. , Schaye J., Kay S. T., Dalla Vecchia C., Battye R. A., Booth C.
M., 2010, MNRAS , 405, 2161 

utton A. A. , Macci ̀o A. V., 2014, MNRAS , 441, 3359 
inasto J. , 1965, TrAlm, 5, 87 
erlito F. et al., 2023, MNRAS , 524, 5591 
osalba P. , Crocce M., Gazta ̃ naga E., Castander F. J., 2015, MNRAS , 448,

2987 
ao L. , Navarro J. F., Cole S., Frenk C. S., White S. D. M., Springel V.,

Jenkins A., Neto A. F., 2008, MNRAS , 387, 536 
nedin O. Y. , Kravtsov A. V., Klypin A. A., Nagai D., 2004, ApJ , 616, 16 
o v ernato F. et al., 2010, Nature , 463, 203 
ustafsson M. , Fairbairn M., Sommer-Larsen J., 2006, Phys. Rev. D , 74,

123522 
adzhiyska B. et al., 2023a, MNRAS , 524, 2507 
adzhiyska B. et al., 2023b, MNRAS , 524, 2524 
arker G. , Cole S., Helly J., Frenk C., Jenkins A., 2006, MNRAS , 367, 1039
ern ́andez-Aguayo C. et al., 2023, MNRAS , 524, 2556 
ernquist L. , Katz N., 1989, ApJS , 70, 419 

shiyama T. et al., 2021, MNRAS , 506, 4210 
annan R. et al., 2023, MNRAS , 524, 2594 
lypin A. A. , Trujillo-Gomez S., Primack J., 2011, ApJ , 740, 102 
lypin A. , Yepes G., Gottl ̈ober S., Prada F., Heß S., 2016, MNRAS , 457,

4340 
acey C. , Cole S., 1993, MNRAS , 262, 627 
ewis A. , Challinor A., 2011, Astrophysics Source Code Library, record

ascl:1102.026. 
ewis A. , Challinor A., Lasenby A., 2000, ApJ , 538, 473 
o v ell M. R. et al., 2018, MNRAS , 481, 1950 
udlow A. D. et al., 2013, MNRAS , 432, 1103 
udlo w A. D. , Nav arro J. F., Angulo R. E., Boylan-Kolchin M., Springel V.,

Frenk C., White S. D. M., 2014, MNRAS , 441, 378 
udlow A. D. , Bose S., Angulo R. E., Wang L., Hellwing W. A., Navarro J.

F., Cole S., Frenk C. S., 2016, MNRAS , 460, 1214 
udlow A. D. , Schaye J., Bower R., 2019, MNRAS , 488, 3663 
uki ́c Z. , Stark C. W., Nugent P., White M., Meiksin A. A., Almgren A.,

2015, MNRAS , 446, 3697 
acci ̀o A. V. , Dutton A. A., van den Bosch F. C., Moore B., Potter D., Stadel

J., 2007, MNRAS , 378, 55 
acci ̀o A. V. , Dutton A. A., van den Bosch F. C., 2008, MNRAS , 391,

1940 
artizzi D. , Teyssier R., Moore B., 2013, MNRAS , 432, 1947 
ashchenko S. , Couchman H. M. P., Wadsley J., 2006, Nature , 442, 539 
erritt D. , Graham A. W., Moore B., Diemand J., Terzi ́c B., 2006, AJ , 132,

2685 
avarro J. F. , Eke V. R., Frenk C. S., 1996, MNRAS , 283, L72 
avarro J. F. , Frenk C. S., White S. D. M., 1997, ApJ , 490, 493 
avarro J. F. et al., 2010, MNRAS , 402, 21 
elson D. et al., 2019, Comput. Astrophys. Cosmol. , 6, 2 
eto A. F. et al., 2007, MNRAS , 381, 1450 
 ̃ norbe J. , Boylan-Kolchin M., Bullock J. S., Hopkins P. F., Kere ̌s D., Faucher-

Gigu ̀ere C.-A., Quataert E., Murray N., 2015, MNRAS , 454, 2092 
akmor R. et al., 2023, MNRAS , 524, 2539 
eebles P. J. E. , 1980, The Large-Scale Structure of the Universe. Princeton

Univ. Press, Princeton, NJ 
erci v al W. J. , 2005, A&A , 443, 819 
illepich A. et al., 2018, MNRAS , 473, 4077 
illepich A. et al., 2019, MNRAS , 490, 3196 
lanck Collaboration XVI , 2014, A&A , 571, A16 
lanck Collaboration XIII , 2016, A&A , 594, A13 
ontzen A. , Go v ernato F., 2012, MNRAS , 421, 3464 
o wer C. , Nav arro J. F., Jenkins A., Frenk C. S., White S. D. M., Springel V.,

Stadel J., Quinn T., 2003, MNRAS , 338, 14 
rada F. , Klypin A. A., Cuesta A. J., Betancort-Rijo J. E., Primack J., 2012,

MNRAS , 423, 3018 
agagnin A. , Dolag K., Moscardini L., Biviano A., D’Onofrio M., 2019,

MNRAS , 486, 4001 

https://www.mtng-project.org
http://dx.doi.org/10.1109/TAC.1974.1100705
http://dx.doi.org/10.1093/mnras/stab3177
http://dx.doi.org/10.1051/0004-6361/202244068
http://dx.doi.org/10.1051/0004-6361/202245782
http://dx.doi.org/10.1093/mnrasl/slw098
http://dx.doi.org/10.1111/j.1365-2966.2012.21830.x
http://dx.doi.org/10.1093/mnras/stae669
http://dx.doi.org/10.1093/mnras/stad2046
http://dx.doi.org/10.1007/BF02702282
http://dx.doi.org/10.1038/324446a0
http://dx.doi.org/10.1093/mnras/stad2688
http://dx.doi.org/10.3847/1538-4357/ac1e27
http://dx.doi.org/10.1088/0004-637X/766/1/32
http://dx.doi.org/10.1086/163867
http://dx.doi.org/10.1086/313398
http://dx.doi.org/10.1093/mnras/stv2294
http://dx.doi.org/10.1093/mnras/stz1168
http://dx.doi.org/10.1093/mnras/stad1097
http://dx.doi.org/10.1086/177537
http://dx.doi.org/10.1093/mnras/staa1491
http://dx.doi.org/10.1093/mnras/stab3394
http://dx.doi.org/10.1046/j.1365-8711.2001.04068.x
http://dx.doi.org/10.1093/mnras/staa3473
http://dx.doi.org/10.1093/mnras/stx2238
http://dx.doi.org/10.1093/mnras/sty3531
http://dx.doi.org/10.1093/mnras/stac1897
http://dx.doi.org/10.1093/mnras/stac3699
http://dx.doi.org/10.1111/j.1365-2966.2009.15402.x
http://dx.doi.org/10.1093/mnras/stz937
http://dx.doi.org/10.1111/j.1365-2966.2005.09099.x
http://dx.doi.org/10.1093/mnras/stad1781
http://dx.doi.org/10.1086/310378
http://dx.doi.org/10.3847/1538-4357/aafad6
http://dx.doi.org/10.1111/j.1365-2966.2009.15034.x
http://dx.doi.org/10.1093/mnras/stu1227
http://dx.doi.org/10.1111/j.1745-3933.2008.00537.x
http://dx.doi.org/10.1111/j.1365-2966.2010.16613.x
http://dx.doi.org/10.1093/mnras/stu742
http://dx.doi.org/10.1093/mnras/stad2205
http://dx.doi.org/10.1093/mnras/stv138
http://dx.doi.org/10.1111/j.1365-2966.2008.13277.x
http://dx.doi.org/10.1086/424914
http://dx.doi.org/10.1038/nature08640
http://dx.doi.org/10.1103/PhysRevD.74.123522
http://dx.doi.org/10.1093/mnras/stad731
http://dx.doi.org/10.1093/mnras/stad279
http://dx.doi.org/10.1111/j.1365-2966.2006.10022.x
http://dx.doi.org/10.1093/mnras/stad1657
http://dx.doi.org/10.1086/191344
http://dx.doi.org/10.1093/mnras/stab1755
http://dx.doi.org/10.1093/mnras/stac3743
http://dx.doi.org/10.1088/0004-637X/740/2/102
http://dx.doi.org/10.1093/mnras/stw248
http://dx.doi.org/10.1093/mnras/262.3.627
http://dx.doi.org/10.1086/309179
http://dx.doi.org/10.1093/mnras/sty2339
http://dx.doi.org/10.1093/mnras/stt526
http://dx.doi.org/10.1093/mnras/stu483
http://dx.doi.org/10.1093/mnras/stw1046
http://dx.doi.org/10.1093/mnras/stz1821
http://dx.doi.org/10.1093/mnras/stu2377
http://dx.doi.org/10.1111/j.1365-2966.2007.11720.x
http://dx.doi.org/10.1111/j.1365-2966.2008.14029.x
http://dx.doi.org/10.1093/mnras/stt297
http://dx.doi.org/10.1038/nature04944
http://dx.doi.org/10.1086/508988
http://dx.doi.org/10.1093/mnras/283.3.L72
http://dx.doi.org/10.1086/304888
http://dx.doi.org/10.1111/j.1365-2966.2009.15878.x
http://dx.doi.org/10.1186/s40668-019-0028-x
http://dx.doi.org/10.1111/j.1365-2966.2007.12381.x
http://dx.doi.org/10.1093/mnras/stv2072
http://dx.doi.org/10.1093/mnras/stac3620
http://dx.doi.org/10.1051/0004-6361:20053637
http://dx.doi.org/10.1093/mnras/stx2656
http://dx.doi.org/10.1093/mnras/stz2338
http://dx.doi.org/10.1051/0004-6361/201321591
http://dx.doi.org/10.1051/0004-6361/201525830
http://dx.doi.org/10.1111/j.1365-2966.2012.20571.x
http://dx.doi.org/10.1046/j.1365-8711.2003.05925.x
http://dx.doi.org/10.1111/j.1365-2966.2012.21007.x
http://dx.doi.org/10.1093/mnras/stz1103


Impact of baryons on halo structure 749 

R
R
R
S  

S
S
S
S
S
S
S
S
S
S
S
S
S
S
T
T
V
V  

V
W  

W
W
W
W
X
Z

A

A

I  

a
m  

I
t
M
t
t  

e  

b
 

l  

r
p  

r  

d
o  

s
r  

r
t
i  

m
f  

S  

o  

c

r  

e
a
i
e  

h
c  

s

r  

h  

r  

f  

i
t
r
g
s  

p  

p
 

s
r  

i
D  

t  

c  

a  

t
r
a  

r
A  

d

i
r
r
t  

d
fi

A

W
t  

h
 

t  

F  

i  

m  

l

r  

t
t  

s
r  

p  

s  

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/536/1/728/7906597 by guest on 20 January 2025
agagnin A. , Saro A., Singh P., Dolag K., 2021, MNRAS , 500, 5056 
ead J. I. , Gilmore G., 2005, MNRAS , 356, 107 
uan C.-Z. et al., 2024, MNRAS , 527, 2490 
awala T. , Frenk C. S., Crain R. A., Jenkins A., Schaye J., Theuns T., Zavala

J., 2013, MNRAS , 431, 1366 
challer M. et al., 2015, MNRAS , 451, 1247 
chaye J. et al., 2010, MNRAS , 402, 1536 
chaye J. et al., 2015, MNRAS , 446, 521 
chaye J. et al., 2023, MNRAS , 526, 4978 
hao M. , Anbajagane D., 2024, Open J. Astrophys. , 7, 29 
hao M. J. , Anbajagane D., Chang C., 2023, MNRAS , 523, 3258 
hirasaki M. , Lau E. T., Nagai D., 2018, MNRAS , 477, 2804 
omerville R. S. , Dav ́e R., 2015, ARA&A , 53, 51 
orini D. , Dav ́e R., Cui W., Appleby S., 2022, MNRAS , 516, 883 
pringel V. , 2010, MNRAS , 401, 791 
pringel V. , Hernquist L., 2003, MNRAS , 339, 289 
pringel V. et al., 2005, Nature , 435, 629 
pringel V. et al., 2018, MNRAS , 475, 676 
pringel V. , Pakmor R., Zier O., Reinecke M., 2021, MNRAS , 506, 2871 
eyssier R. , Pontzen A., Dubois Y., Read J. I., 2013, MNRAS , 429, 3068 
yson J. A. , Valdes F., Jarvis J. F., Mills A. P. J., 1984, ApJ , 281, L59 
illaescusa-Navarro F. et al., 2021, ApJ , 915, 71 
ogelsberger M. , Genel S., Sijacki D., Torrey P., Springel V., Hernquist L.,

2013, MNRAS , 436, 3031 
ogelsberger M. et al., 2014, MNRAS , 444, 1518 
ang J. , Bose S., Frenk C. S., Gao L., Jenkins A., Springel V., White S. D.

M., 2020, Nature , 585, 39 
aterval S. et al., 2022, MNRAS , 514, 5307 
einberger R. et al., 2017, MNRAS , 465, 3291 
hite S. D. M. , Frenk C. S., 1991, ApJ , 379, 52 
hite S. D. M. , Rees M. J., 1978, MNRAS , 183, 341 
u G. , 1995, ApJS , 98, 355 
hao D. H. , Jing Y. P., Mo H. J., B ̈orner G., 2009, ApJ , 707, 354 

PPENDIX  A :  C O N V E R G E N C E  TESTS  

1 Concentration–mass relationship 

n Section 3.3 , we showed that simulations with different box sizes
nd mass resolutions give consistent results for the concentration–
ass relationship across o v erlapping mass ranges (Figs 5 and 8 –9 ).

n this section, we explicitly test the convergence with respect to 
he mass resolution for the IllustrisTNG runs. Since we used the 

illenniumTNG simulation mainly for extending the upper limit of 
he halo mass range probed by hydrodynamic simulations, we will 
est the box-size independence. This is indeed the rele v ant test for
nsuring that our results for clusters and superclusters are not affected
y poor statistics. 
We show the results of our convergence tests in Fig. A1 , with

eft and right panels referring to the DMO and hydrodynamic runs,
espectively. We focus on the concentration–mass relationship at 
resent time ( z = 0), cosmic noon ( z = 2), and a suitably high
edshift ( z = 4). Every set of simulations is represented with a
ifferent colour, as represented in the legend beneath each column 
f panels. The solid lines are reserved for the fiducial run of each
imulation, i.e. TNG-50, TNG-100, TNG-300, MTNG-740, and their 
especti ve DMO v ariants. Other line styles refer to either lo wer mass-
esolution versions of the IllustrisTNG boxes, or smaller volumes of 
he MillenniumTNG series. The details of every simulation appearing 
n Fig. A1 are reported in Table 1 . The shaded regions represent the
aximum among the statistical error on the concentration arising 

rom the fit, cosmic variance, and the bootstrap error, as explained in
ection 3.3.1 . To make the figure more legible, we plot such regions
nly for the fiducial simulations, although we verified that there is a
omparable scatter for the other runs. 
For the IllustrisTNG simulations, the runs with intermediate 
esolutions match the results of the fiducial runs within the statistical
rror. Thus, the predictions on the concentration–mass relationship 
re robust. The convergence is higher for the DMO simulations, while 
n the hydrodynamic simulations the intermediate-resolution runs can 
 xhibit relativ ely larger discrepancies. Ho we ver, the scatter in the
ydrodynamic runs is also larger, and generally compatible with the 
onv ergence lev el. Thus, the results obtained from the hydrodynamic
imulations are also robust. 

Regarding the MillenniumTNG simulation, convergence with 
espect to the box size is achieved at z = 0 for both the DMO and
ydrodynamic runs, except for the highest mass haloes. This is a
eflection of the lower statistics in the higher mass bins following
rom the cutoff in the halo mass function, and underscores the
mportance of considering large boxes in order to accurately probe 
he concentration of superclusters. At z = 2, the intermediate-volume 
un exhibits adequate convergence, but the smaller 93 cMpc box 
rossly underestimates the concentration–mass relationship. The box 
ize is so limited that no halo satisfies our minimal mass cut of 5000
articles at z = 4, therefore this run does not appear in the bottom
anels. 
We note that the concentrations in the DMO runs tends to be

lightly biased towards higher values when downgrading the mass 
esolution of a simulation with a given box size by a factor of 8 from
ts highest resolution run (e.g. from TNG-50-Dark to TNG-50-2- 
ark, etc.). In the case of the hydrodynamic runs, a lower resolution

ends to decrease the concentration of haloes below the mass scale
orresponding to a flattening of the relationship ( M 200c ≈ 10 11 . 5 M �),
nd to increase concentrations at higher halo masses. In all cases,
he relative change in the normalization of the concentration–mass 
elationship ranges between ∼ 2 and ∼ 10 per cent for lower mass 
nd higher ass haloes at z = 0, respectively. This is in line with earlier
esults from an analogous study with the IllustrisTNG simulation by 
nbajagane et al. ( 2022 ). At higher redshift (e.g. z = 4), the relative
ifferences range between 3 and 6 per cent. 
To summarize, we pro v ed that we achieve good convergence 

n the concentration–mass relationship with respect to both mass 
esolution and volume. Any difference in the normalization of the 
elationship due to mass resolution is sub-dominant with respect 
o the typical accuracy of our best-fitting models (see also the
iscussion in Section 3.3.2 ). Therefore, the main conclusions and 
tting formulae presented in this work are robust. 

2 Halo mass ratio 

e now assess the convergence in the other fundamental quantity 
hat we analyse in this work, i.e. the halo mass ratio between matched
aloes across DMO runs and their hydrodynamic counterparts. 
We therefore repeat the same analysis explained in Section 3.1 on

he same simulations considered in Fig. A1 , and report the results in
ig. A2 . The conventions on line styles and colours are the same as

n Fig. A1 . The shaded regions represent the error on the geometric
ean for the fiducial runs, but we verified that there is a comparable

evel of scatter in all other runs. 
The MillenniumTNG simulation exhibits good convergence with 

espect to the box size at all redshifts. The MTNG-93 box size is again
oo small to produce reliable results, and heavily underestimates 
he mass ratio. In this run, only 15 haloes are compatible with our
election criteria at z = 4, exhibiting a hydrodynamic-to-DMO mass 
atio between 0.6 and 0.7. We omit these results from the bottom
anel of Fig. A2 to make the plot more legible. Clearly, a good
tatistics of haloes is crucial in order to obtain trustworthy estimates
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M

Figur e A1. Left panels: conver gence test for the concentration–mass relationship predicted by the DMO simulations, at three representativ e redshifts. F or the 
IllustrisTNG simulations, every colour and line style represent a different box size and mass resolution, respectively, as indicated in the legend at the bottom. For 
the MillenniumTNG simulation (purple lines), the different line styles correspond to different box sizes. The details of the run corresponding to each simulation 
label reported in the legend can be found in Table 1 . Right panels: as in the left panels, but for the hydrodynamic simulations. For both these runs and their DMO 

variants, the concentration–mass relationship is well converged with respect to box size and mass resolution, at all redshifts considered. 
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f the hydrodynamic-to-DMO mass ratio. From Fig. A2 , we conclude
hat this is certainly the case for the MTNG-740 run and its DMO
ounterpart. 

The intermediate-resolution IllustrisTNG runs are generally in
greement with the respective fiducial simulations, within the sta-
istical error. The inversions of trend of the hydrodynamic-to-DMO

ass ratio consistently occur around the same mass scales ( ∼ 10 11 . 3 ,
10 13 , and ∼ 10 14 M �) regardless of the mass resolution. Thus, such

ass scales have physical significance, and are not merely resulting
rom numerical artefacts. Ho we v er, the o v erall conv ergence is not
NRAS 536, 728–751 (2025) 
s good as in the case of the concentration–mass relationship. At
he lower mass end, the hydrodynamic-to-DMO mass ratio tends to
ecome more sensitive to the mass resolution, especially at higher
edshift. This is not unexpected, since haloes of lower mass are
epresented with a smaller number of particles, and hence more
eavily affected by mass resolution. 
It is important to note that the slower convergence in mass

esolution does not imply that our results are not trustworthy. Indeed,
e provided the best-fitting functions to the hydrodynamic-to-DMO
ass ratio by combining the data from all fiducial simulations
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Figur e A2. Conver gence tests for the hydrodynamic-to-DMO halo mass 
ratio, as shown in Fig. 2 , for three representative redshifts. The details of 
the run corresponding to each simulation label reported in the legend can be 
found in Table 1 . The hydrodynamic-to-DMO halo mass ratio is generally 
converged in the mass range probed by a given set of simulations, but high 
resolution is crucial to e v aluate the ratio at the lowest mass end. 
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ogether. This means that we can probe the higher mass haloes with
ood statistics, thanks to the larger boxes, and at the same time
nalyse the smaller haloes with the highest mass resolution provided 
y the smaller simulations. Thus, we al w ays utilize the best data
n each end of the e xpansiv e mass range that we consider, at every
edshift. This ensures the robustness of our results. 
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