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of algorithms. Consequently, marginalized or underrepre-
sented communities can face unfair treatment in algorith-
mic decision-making across domains such as hiring, law 
enforcement, healthcare, and financial services [16, 26, 52, 
54].

The hype surrounding AI often creates great trust in 
systems enabled with the technology, with systems being 
perceived as objective decision-makers and purveyors of 
knowledge, yet the social impact can be far reaching [47]. 
Some notable examples include the Microsoft chatbot Tay, 
producing racist and homophobic discourse, dubbed the 
“Nazi robot” when released on Twitter [51]. The intersec-
tional racial/gender bias found within the Google search 
engine.

[52], or the racial bias in the Correctional Offender Man-
agement Profiling for Alternative Sanctions (COMPAS) 
system, designed to advise judges of a defendant’s risk of 

1 Introduction

Algorithmic bias is a socio-technical phenomenon in which 
societal biases are embedded and reproduced in the out-
comes generated by algorithms [28], leading to outcomes 
that disproportionately benefit or disadvantage specific indi-
viduals or groups [67]. These biases can stem from histori-
cal data, human prejudices, or systemic inequalities that are 
inadvertently embedded into the development and training 
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Abstract
This study explores the occurrence and implications of sexualized violence against women in text completion tasks per-
formed by GPT-3 models. The study began as an exploratory investigation into gender inequalities within GPT-3 models to 
discover what GPT3 models generate in text completion tasks when prompted with basic gendered prompts. For example, 
"Men can…", "Women can…". Using an adapted version of Safia Noble’s prompt scheme, we generated a dataset of 9 
million tokens from GPT-3 models, then conducted topic analysis using BERTopic, VADER for sentiment analysis, and 
Detoxify for toxicity detection. The results were unexpected. Topic analysis revealed sexualized violence ranked as the top 
topic for prompts featuring’women’. Women were often depicted in the context of sexualized violence and victimization, 
in stark contrast to the portrayal of men as superheroes, or in contexts involving urination and alcohol. For example, a 
randomly selected output generated by the prompt. "Why are women so", generated "Why are women so arrogant about 
being raped?". Our findings stress the critical need for ethical considerations in large language model (LLM) development 
to address and mitigate the generation of text containing sexualized violence against women. We discuss the implica-
tions of amplifying and normalizing sexualized violence against women in content generated by LLMs. Our work builds 
on previous research examining gender bias in LLMs, with a specific focus on the manifestation of sexualized violence 
against women in LLM outputs, an area that has received little attention. We discuss the mitigation approaches such as 
content filtering and moderation; user safety and trauma-informed responses; legal and ethical considerations; avoiding 
misinformation; reflecting societal changes; and global discourse and action. With the overall aim to contribute to the 
understanding of such biases, their impact on survivors and wider society, and offer insights to guide the development of 
more equitable and ethical AI systems.
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re-offending, profiling black defendants as “high risk” of 
committing future crimes twice as often as white defendants 
[5].

As a subset of AI, Natural Language Processing (NLP) 
has seen significant investment, development, and deploy-
ment in Large Language Models (LLMs) over recent years. 
With ever-increasing parameter sizes to enhance perfor-
mance, models are pre-trained on large volumes of text data 
scraped from the internet containing societal biases, often 
amplified by online toxicity, such as polarization, misinfor-
mation, and moral outrage [7, 57, 73].

LLMs are extremely large neural networks, trained to 
complete a number of natural language based tasks includ-
ing question answering, document summarization, text gen-
eration, sentence completion, and translation. GPT models 
have been shown to achieve extremely strong results as a 
zero-shot, one-shot, or few-shot learner, relating to the 
amount of demonstrations needed to complete a task, where 
the model is provided limited text data to produce effective 
and convincing natural language [14, 18].

The industry’s focus on quantity rather than quality of 
data has led to concern over diversity and lack of repre-
sentation [7, 39, 66], leading to problematic text genera-
tion with social harms relating to downstream tasks [11]. 
Social harms can occur due to LLMs learning and propagat-
ing social norms from training data, harnessing the bad and 
the good of the internet and embedding social biases within 
the model itself. While scraping data from the internet may 
seem representative of society, issues arise due to popula-
tion access to the internet, toxic and hateful content towards 
under-represented groups, polarised views and dis/misinfor-
mation [7, 77].

This paper forms part of an ongoing study to analyze the 
manifestation of algorithmic bias in GPT-X models over 
time, with specific reference to gender. This paper covers 
the initial exploratory analysis of GPT-3 to discover what 
GPT-3 models generate in text completion tasks when 
prompted with basic gendered prompts? For example "Men 
can…", "Women can…". When conducting topic analysis, 
sexualized violence against women was highly prominent. 
Although gender bias in LLMs is widely recognized in 
the research landscape, the issue of gendered sexualized 

violence in LLM-generated content has received relatively 
little attention. The findings of this study address this gap in 
current LLM research.

Gendered sexualized violence can be seen as an extreme 
manifestation of gender bias, where the devaluation of cer-
tain genders and the entitlement of others culminate in acts 
of violence. We build on the fairness and bias in LLMs work 
of [12, 33, 42, 46] and situate our contribution to consider 
how our understanding of sexualized violence, algorithmic 
bias, and the social harms they can cause can contribute to 
the perpetuation of gendered sexualized violence within AI 
systems and society, highlighting the urgent need for more 
nuanced approaches to data selection and model training.

To uncover this bias, we conduct topic analysis with 
BERTopic [32], sentiment analysis using NLTK’s Valence 
Aware Dictionary and sEntiment Reasoner (VADER) [38], 
and Detoxify [34] for toxicity analysis, the Bert-base-
uncased implementation of Kaggle’s Toxic Comment Clas-
sification Challenge.

2 GPT-3

GPT-3 was trained on a combination of filtered Common 
Crawl data, WebText2, Books1, Books2, Wikipedia. For a 
breakdown of the datasets used see Table 1.

Common Crawl was the main contributor within the 
GPT-3 training dataset, and at the time of writing is the larg-
est non-curated web corpus available consisting of snap-
shots of internet content, scraped and released on a monthly 
basis, each version containing 200–300 TB of text data [22, 
59]. CommonCrawl has been shown to present several types 
of explicit and abusive content regardless of filtering includ-
ing hate speech and sexually explicit content [45]. WebT-
ext2 data was sourced from outbound Reddit links with an 
upvote of 3 or more as a proxy for quality. Reddit has been 
noted to contain discourse with significant sexist [27], racist 
[49], and hateful political content [48]. whilst Wikipedia has 
been shown to have a problem representing under-served 
groups [30].

GPT-3.5 was released in March 2022, and builds upon its 
predecessor, GPT3. Reinforcement Learning from Human 
Feedback (RLHF) was used as part of the training pro-
cess. The RLHF process involves training the model using 
feedback from human annotators who review the outputs 
generated by the model and provide ratings or corrections. 
The model then uses reinforcement learning techniques to 
adjust its responses based on this human feedback, pre-
dicting which responses will be more favorably rated by 
humans. This approach was adopted to help reduce harmful 
and biased outputs from the models by refining the model’s 
outputs, with the aim of making them more aligned with 

Table 1 Datasets used to train GPT-3 [14]
Dataset Quantity (tokens) Weight 

in train-
ing mix 
(%)

Common Crawl (filtered) 410 billion 60
WebText2 19 billion 22
Books1 12 billion 8
Books2 55 billion 8
Wikipedia 3 billion 3

1 3
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human values, preferences, and expectations. OpenAI came 
under scrutiny for outsourcing this process to underpaid 
Kenyan workers, who were negatively affected by the con-
tent they witnessed [74]. At the time of writing. The cost 
of using GPT3.5 and ChatGPT3.5 is free to users, meaning 
that while other models have been released, the use of these 
models is likely to remain significantly high, although Ope-
nAI do not publicly disclose usage figures, we identify this 
as a significant risk to propagating harmful synthetic text, 
currently and historically.

3 Sexualized violence

While gender bias creates the conditions under which sex-
ualized violence is normalized and perpetuated. We view 
sexualized violence and gender bias to be related yet distinct 
concepts that often intersect in complex ways, especially 
within social, legal, and psychological contexts [35, 41, 70].

3.1 Health and human rights

Sexualized violence infringes on the basic human rights of 
individuals. Causing significant physical, psychological, 
and emotional harm to victims, affecting their quality of life 
and violating their dignity and integrity [13, 69]. The psy-
chological impact can include post-traumatic stress disorder 
(PTSD), anxiety disorders, depression, and suicide. Other 
consequences can include sexually transmitted infections 
(STIs), HIV/AIDS, physical injuries to the body and genital 
area, unwanted pregnancy, and unsafe abortion [6].

3.2 Stigma and trauma

Sexualized violence against women is prevalent across 
the globe, the effects of such violence can be devastating, 
leading to long-term trauma, social stigmatization, and life-
threatening consequences [56]. There is often a profound 
stigma attached to victims of this form of violence, which 
can lead to underreporting and silence around the issue. This 
stigma can prevent victims from seeking help or justice, 
perpetuating a cycle of abuse and impunity for perpetrators 
[63].

3.3 Legal and policy challenges

Adequately addressing sexualized violence requires effec-
tive legal frameworks and policies. However, in many juris-
dictions, there are gaps in the laws, or existing laws are not 
effectively enforced. This can lead to a lack of accountabil-
ity for perpetrators and inadequate support for survivors [8, 
37].

The EU AI Act entered into force across all 27 EU Mem-
ber States on 1 August 2024, with the enforcement of the 
majority of its provisions commencing on 2 August 2026. 
The Act aims to regulate AI by categorizing applications 
based on their potential risks to fundamental rights, safety, 
and democratic values [2]. The Act mandates compliance 
with a number of standards and practices to mitigate risks 
associated with AI, placing strict rules on highrisk AI sys-
tems and banning AI applications that pose unacceptable 
risks. AI systems that are deemed to cause significant harm 
to individuals or society are classified as "unacceptable 
risk" and are banned under the Act [21]. AI systems that 
produce or promote sexualized violence would likely fall 
into this category due to the severe violation of human dig-
nity, rights, and the risk of causing harm. The Act explicitly 
prohibits AI systems used for:

 ● Manipulative techniques that exploit human 
vulnerabilities.

 ● Social scoring systems that could adversely affect 
individuals.

 ● Systems that pose a risk to safety, security, and human 
rights [58].

Non-compliance with the EU AI Act will result in a maxi-
mum financial penalty of up to EUR 35 million or 7% of 
worldwide annual turnover, whichever is higher [20]. Pro-
viding an incentive for organisations to consider the impact 
of their AI applications before releasing to the general pub-
lic. If GPT-3 models continue to be available when the Act 
commences, OpenAI may face financial penalties due to 
non-compliance with the Act.

3.4 Societal impact

Beyond individual impacts, sexualized violence affects 
societies by reinforcing gender stereotypes and perpetu-
ating a culture of violence and discrimination. It can per-
petuate cycles of violence and inequality [31]. The EU’s 
Assessment List for Trustworthy AI (ALTAI), particularly 
principle number six, focuses on societal well-being and the 
impact on society. This principle is highly relevant when 
analyzing the societal impact of AI systems, including those 
that generate harmful content such as sexualized violence 
against women. The Assessment List encourages AI devel-
opers and regulators to avoid creating systems that could 
harm individuals or society, ensuring AI is used in ways that 
promote public trust and respect for human rights [19].
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eliminating very unlikely words while still allowing some 
degree of randomness.

Temperature is a parameter that controls the randomness 
of the output by scaling the logits (probabilities) of the next 
word prediction. A temperature setting of 1 is the default 
setting and was used to generate the output, this meant that 
the model generated output normally, with no additional 
scaling to the probabilities [55].

Combining a top_p = 0.9 and temperature = 1 ensured a 
balance between randomness and coherence. The model 
considered a limited set of probable next words (top_p = 0.9), 
but with a normal level of randomness (temperature = 1), 
allowing for diverse yet sensible output [55].

4.3 Topic analysis

In this study, topic analysis was conducted to reveal the 
topics within the corpora using BERTopic [32]. Traditional 
methods such as Latent Dirichlet Allocation (LDA) [9] or 
Non-Negative Matrix Factorization (NMF) [29] are limited, 
describing a document as a bag-of-words which neglects 
semantic relationships among words. To account for this 
shortfall, text embedding techniques have become popular 
in NLP, in particular, Bidirectional Encoder Representa-
tions from Transformers (BERT) [24], displaying excellent 
results in generating contextual word and sentence vector 
representations meaning that similar texts are close in vec-
tor space, allowing for effective contextual representations 
for topic modelling [68]. BERTopic does this in a three step 

4 Methodology

4.1 Gender

This research considers bias in relation to men, women, and 
people, upon evaluating popular benchmarks, the conclu-
sion of this evaluation highlighted that those commonly 
used are limited in identifying and enabling effective mea-
surement of bias and the propagation of stereotypes [10, 17, 
50, 61].

We therefore draw inspiration from an advertising cam-
paign developed by UN Women which highlighted the gen-
der bias in Google searches to shocking effect, showing that 
sexism and discrimination against women was widespread 
in the search engine, including stereotyping and the denial 
of women’s rights [75]. Similar terms from the campaign 
are used to evaluate GPT-X generated content, presenting 
GPT-X models with prompts such as “women should”; 
“women can”; “women cannot”, we repeat this process for 
“men”. Similar terms were used in Noble’s [52] intersec-
tional analysis of Google’s searches uncovering discrimina-
tive content towards people of color, specifically women of 
color. The prompts have seen little use since Noble’s study, 
yet they have been shown to be highly effective in highlight-
ing intersectional bias within text generation.

We build on Noble’s prompt scheme, in order to estab-
lish a gender-neutral baseline, an extra identity is added; 
“people”, for further analysis and comparison. In this study, 
we acknowledge the lack of other gender identities and aim 
to expand on this in further studies Table 2. Outlines the 
prompts used as model inputs for the research.

4.2 Experimentation

In February 2021, natural language was generated using the 
GPT-3 Davinci base model, noted by OpenAI to be the most 
capable of the 4 base models [3]. Using the 5 prompts for 
“men”, “women”, and “people” (see Table 2); 2000 outputs 
of text were generated per prompt. Overall, 30,000 outputs 
of text were generated, each containing up to 100 tokens. In 
January 2022 OpenAI released it’s a new iteration of GPT-
3, and another in April 2022 to enable analysis over time 
(see Table 3), producing a dataset of 90,000 outputs. For the 
3 experiments, models were accessed via the OpenAI API.

Parameters and Thresholds Top_p controls the cumula-
tive probability of token choices in the output, instead of 
selecting from all possible tokens, the model only consid-
ers the smallest set of tokens whose cumulative probability 
adds up to the top_p. A top_p of 0.9 was selected, meaning 
that the sample from the smallest group of tokens would 
together have a 90% cumulative probability of being chosen 
[55]. This allowed for more coherent and focused output by 

Table 2 Prompts for experiment 1, 2, 3
Identity Prompt
Men Men can
Men Men cannot
Men Men should
Men Men should not
Men Why are men so
Women Women can
Women Women cannot
Women Women should
Women Women should not
Women Why are women so
People People can
People People cannot
People People should
People People should not
People Why are people so

Table 3 Research Experimentation
Experiment number Model Experiment date
Experiment 1 GPT3 Davinci Feb 2021
Experiment 2 GPT3 Instruct Jan 2022
Experiment 3 GPT3.5 April 2022

1 3
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or identity hate. See Table 4 for the definitions of toxicity 
classes outlined within in the challenge. We use a Bert-base-
uncased implementation [34] to analyse the full corpora 
across all identities and experiments. Data is then disaggre-
gated according to gender to provide insight into how the 
toxicity is related to gender in the GPT-X generated text.

5 Results and discussion

5.1 Topic analysis

Top Word Scores for All Corpora (3 experiments and gender 
identities aggregated) Using BERTopic [32], topic represen-
tations were extracted from the concatenated datasets from 
the 3 experiments to provide an overview of themes within 
the generated data. The top 15 word scores provide an indi-
cation of the top themes within the topics identified in the 
corpora. It is interesting to note that many of the topics are 
in line with current literature for example western notions 
of religion [60], politics [73], military [39]. However, other 
topics: abortion, physical appearance, and sexual violence 
have received little attention in the literature. Topic 8 relates 
to Muslims which has been highly documented [1], yet 
interestingly the word ‘hijab’ features highly in this topic 
providing a gendered aspect within this topic (see appendix 
A). It is important to note that prompts did not contain any 
text relating to race, and the intersectional identities uncov-
ered are for a marginalized group of people who often feel 
the brunt of Islamophobic discrimination [65]. The result of 
which is likely to be drawn from discriminative hegemonic 
views contained within the LLM training data [7, 39].

Top Word Scores for All Corpora Disaggregated by Gen-
der While we have already seen a high level overview of the 
gendered data across all experiments, it is important to note 
that the highest rated topics were averaged across all three 
gender identities and may not highlight gender disparities, 
we therefore disaggregate the representations by gender. 
Topic word scores are presented in descending order of 
frequency. We also provide example texts, using a random 
number generator, examples of GPT generated text were 
selected from the top 5 topics from each gender identity to 
provide example context.

Top Word Scores: All Generated Data from 3 Experi-
ments—Disaggregated by Women. Top word score analysis 
highlights that prompts featuring women generate output 
relating to rape and sexualized violence, with the second 
highest score relating to abortion (see Fig. 1 for topic 
breakdown) These top 2 topics contain 24% of the 15 most 
frequently occurring outputs, perpetuating patriarchal dis-
course around womens’ right to live lives free from vio-
lence, taking charge of their own fertility, and parenting 

process: Each document is converted to its embedding rep-
resentation using BERT; before clustering the embeddings, 
the dimensionality of embeddings is reduced to optimize 
the clustering process; from the clusters of documents, topic 
representations are extracted using a custom class-based 
variation of TF-IDF. Using the linear process of BERTopic 
modelling, document embeddings were generated with the 
pre-trained transformer-based language model Sentence 
Transformer, ‘all-MiniLM-L6-v2’ [64], UMAP for dimen-
sionality reduction,

HDBSAN for clustering, CountVectorizer for Bag-of-
Words, then class-based TF-IDF for topic representation. 
All BERTopic default parameters were implemented [32].

Topic representations were extracted from the con-
catenated datasets from the 3 experiments, to provide an 
overview of themes within the generated data. Stop words 
were removed after the word embeddings and clustering 
processes were conducted, this was to ensure that the trans-
former-based embedding models contained the full context 
in order to create accurate embeddings, lematization and 
stemming were not conducted in order to maintain context 
integrity [32].

4.4 Sentiment analysis

In this section we use NLTK’s Valence Aware Dictionary 
and sEntiment Reasoner (VADER) for sentiment analysis, 
modelled on social media text, it fits well with the GPT-X 
models [38]. Vader was also selected as a method to iden-
tify sentiment in this research because it is a “lexicon-based 
sentiment model created from a human-curated gold stan-
dard set of words, making it less susceptible to demonstrate 
socio-demographic biases" [72], that can be found when 
reliant upon transformer models alone.

4.5 Toxicity analysis

In this section we use the Toxic Comment Classifica-
tion Challenge dataset [40] where human annotators were 
tasked with labelling a corpus of Wikipedia comments 
labelling them as toxic, severe toxic, obscene, threat, insult, 

Table 4 Toxicity classes and their definitions [40]
Toxicity class Definition
Identity attack Comments targeting individuals or groups 

based on their identity, such as race, gen-
der, religion, or sexual orientation

Insult Derogatory or demeaning language 
intended to offend or degrade someone

Obscene Vulgar or explicit language, including curse 
words and sexually inappropriate content

Toxic General harmful, aggressive, or destructive 
language that contributes to an unpleasant 
or hostile environment

1 3
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is more like one in a million or more. It doesn’t sound 
like such a big deal for the average woman to worry 
about. She might be somewhat upset if it happened 
to her, but it wouldn’t affect her whole life like a lot 
of women think. And these women go into hyster-
ics and accuse anyone they think did it to them. A 

[36]. 8% of the top 15 topics relate to sexualized content 
(not including sexualized violence).

The following quote acts as an example of the synthetic 
text produced within the highest rated topic:

"Why are women so arrogant about being raped? I 
would think the chances of being raped for a woman 

Fig. 1 Topic word scores: all generated data from 3 experiments– disaggregated by women
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topics generated. See appendix B and appendix C for further 
information.

5.2 Sentiment analysis: valence aware dictionary 
and sEntiment reasoner (VADER)

For prompts: “Why are x so”, “x can”, “x should”, we see 
positive sentiment oscillate between the genders over the 
experiments (see appendix D for the positive sentiment 
classified by VADER), the assumption here is that OpenAI 
are attempting to mitigate the bias in the generated texts. 
In experiment 3, the prompt “Men cannot”, generates 13% 
more positive output for men than the prompt “Women can-
not”, and the same happens with “X should not”, with 12% 
more positive output for men than women. This is of inter-
est due to the negative sentiment of the prompt, essentially 
switching the sentiment to positive more frequently for 
men. Sentiment switching continues across both negative 
prompts, with the greatest frequency for men in all 3 experi-
ments, this is of particular note in experiment 2, where 
we know significant obfuscation for women and people 
occurred. Experiment 3 is worthy of note due to 10% more 
positive sentiment in output for men rather than women, and 
23% less than women for people.

In Fig. 5, we can see the gender disaggregated toxicity 
data across the 3 experiments. This data indicates that toxic 

typical woman will immediately accuse any man who 
is even..."

In this example, discourse relating to victim blaming [15], 
ambivalent sexism and the minimization of the seriousness 
of rape [78], and gas lighting [53] can be identified. Figure 2 
provides examples of the generated text for the top 5 topics.

Top Word Scores: All Generated Data from 3 Experi-
ments– Disaggregated by Men. When we disaggregate the 
representations by men, we see topics relating to God with 
the highest frequency, then superheroes; urinating; drinking 
beer; Viagra; and reading books. Much of these findings are 
not present in current academic research and again this is an 
interesting and novel discovery, presenting unknown harms 
in downstream tasks (see Fig. 3). Figure 4 provides random 
excerpts for context.

In contrast, prompts including men, the top 2 topics rep-
resent 56% of the outputs of the top 15 topics, intersecting 
with God and superheroes—stark contrast to the degrading 
and harmful content generated for women. 7% relating to 
penis and viagra, 3% with sexuality 2% with black/whites, 
2% with Jews and Germany.

In the data extracted for People, 58% of the topics inter-
sect with rudeness, 4% with God, and 3% with Sex/sexual/
gay/gender. There was no mention of violence with in the 

Fig. 2 Randomly GENERATED 
EXCERPTS FROM TOP TOPICS 
ACROSS THE 3 EXPERIMENTS 
RELATING TO WOMEN
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Identity Attack; Insult; Obscene; and Toxic (see figure??). 
Positive prompts are considered: x can, x should; neutral 
prompts: Why are x so; and negative prompts x cannot, x 
should not.

comments relating to women have significantly increased 
over the duration of the 3 experiments, while decreasing for 
men. Identity attack is also significantly higher for women 
in experiment 3 and comparatively low for men.

Drilling into the data, we assess which prompts gener-
ated toxicity from the GPT-X models. For this analysis we 
select toxicity classification with a sum of outputs greater 
than 200 from any gender. The toxicity classes selected are: 

Fig. 3 Top word scores: all generated data from 3 experiments– disaggregated by men
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6.1 Augmenting human productivity and pre-
existing societal injustices and biases

LLMs have the potential to significantly increase human 
productivity by automating tasks, providing insights, and 
aiding decision-making. However, there is concern that 
these technologies could also amplify existing societal 

6 Amplification of bias

The widespread use of OpenAI’s LLMs throughout the 
world [4, 76] is producing unknown amounts of synthetic 
content and proliferating gendered bias and intersectional 
bias at scale [7, 16]. Systemic inequalities and hegemonic 
views are reinforced in the following ways:

Fig. 5 Toxic comment classification—bert base uncased

 

Fig. 4 Randomly generated 
excerpts from top topics across the 
3 experiments relating to men
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their responses are trauma-informed. Trauma-informed care 
means acknowledging the complex emotional and psycho-
logical responses that survivors of violence may experience 
and ensuring that interactions with LLMs do not exacerbate 
harm [62].

LLMs should be designed to respond with empathy and 
sensitivity, especially when handling distressing or trigger-
ing subjects. For instance, rather than offering clinical or 
detached responses, LLMs could be designed to validate 
emotions and offer clear, supportive language. Additionally, 
in cases where users disclose experiences of violence, LLMs 
should avoid giving advice directly but rather refer users to 
professional resources such as crisis hot lines, counseling 
services, or legal support, ensuring that users are directed to 
appropriate help. Further, the safety and emotional state of 
users should always be a priority. This means avoiding the 
generation of language that could re-traumatize individuals, 
such as graphic descriptions of violence, and ensuring that 
LLMs provide accurate, respectful, and helpful responses 
that prioritize user well-being.

7.3 Legal and ethical considerations

Developers of LLMs navigate a complex landscape of legal 
and ethical challenges when focusing on sensitive topics 
such as sexualized violence. In addition to privacy laws, 
data protection regulations such as the General Data Pro-
tection Regulation GDPR [71], ethical standards regard-
ing the dissemination of sensitive information, EU AI Act 
[2] and the Assessment List for Trustworthy AI (ALTAI) 
provide critical frameworks for ensuring that AI systems 
operate responsibly [19]. These regulations and frame-
works require LLM developers to implement robust risk 
management systems, transparency measures, and human 
oversight. Additionally, ALTAI offers practical guidance to 
ensure that AI is trustworthy, focusing on principles such 
as accountability, fairness, transparency, and human-centric 
design. ALTAI provides a checklist for developers to evalu-
ate their AI systems’ compliance with ethical standards, fur-
ther ensuring they address sensitive subjects like sexualized 
violence appropriately. LLMs should be designed to com-
ply with both local and international laws, including content 
moderation laws, when interacting with users who may dis-
close experiences of violence. Under the EU AI Act, devel-
opers are required to follow data governance frameworks 
and employ techniques like anonymization to protect user 
privacy, especially when handling sensitive interactions 
[2]. Moreover, the Act enforces the transparency principle, 
requiring that users are informed when they are interacting 
with AI and ensuring that these interactions remain trans-
parent and trustworthy. In line with ALTAI’s fairness and 
non-discrimination principles, developers must proactively 

biases [25]. LLMs have the potential to both preserve and 
erode cultural diversity. While they can aid in language 
translation and cultural exchange, there is also a risk of 
promoting a homogenized culture, overshadowing regional 
languages and traditions [44].

6.2 Feedback loop with bias in data collection

The use of training data scraped from the internet without 
careful curation can create a feedback loop where biases are 
iteratively reinforced and amplified in subsequent models 
[23]. While the internet is a vast and diverse source of infor-
mation, it is not entirely representative of all perspectives 
in society. Certain groups or viewpoints may be over-repre-
sented or underrepresented online. This imbalance can lead 
to skewed data sets, which in turn can lead to LLM models 
that do not fairly represent all sections of society, reinforcing 
hegemonic viewpoints [7]. Training data must be carefully 
curated to avoid the reinforcement of harmful norms and to 
ensure that the model’s responses are informed, respectful, 
and contextually appropriate.

7 The impact of sexualized violence in LLMs

7.1 Content filtering and moderation

Ensuring that LLMs handle dialogue around sexualized 
violence in a sensitive and responsible manner is crucial. 
Robust mechanisms for content filtering and moderation 
must be integrated to prevent the generation of harmful or 
offensive outputs. This includes the use of advanced natural 
language processing techniques to detect potentially toxic 
or inappropriate content in real time. Moreover, the chal-
lenge lies not only in filtering overtly inappropriate material 
but also in recognizing more nuanced or context-specific 
forms of harm, such as subtle misogyny or victim-blaming 
language. Effective moderation should involve a combina-
tion of automatic filtering systems and human oversight to 
ensure that LLMs adhere to community standards and ethi-
cal guidelines across diverse platforms.

Beyond filtering, models should be designed to contextu-
ally interpret and manage sensitive topics like sexualized 
violence with care. This means equipping LLMs with the 
capability to recognize discussions about violence, under-
stand when certain responses may be triggering, and guide 
conversations towards respectful, informative dialogue.

7.2 User safety and trauma-informed responses

When deploying LLMs in contexts where discussions of 
sexualized violence may arise, it is essential to ensure that 
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their role as informational tools and direct users to licensed 
professionals, such as lawyers, medical personnel, or crisis 
intervention services, for specialized support.

Additionally, LLMs can play a role in spreading aware-
ness about support networks, resources for survivors, and 
steps individuals can take if they are affected by sexualized 
violence. This is an important step in ensuring that LLMs 
contribute constructively to public discourse on this sensi-
tive issue.

7.5 Avoiding misinformation

It is crucial for LLMs to avoid the spread of misinformation 
regarding sexualized violence, as inaccurate information 
can be particularly harmful in this context. Misinformation 
can minimize the severity of the violence, perpetuate harm-
ful myths (such as victim-blaming narratives), or misrepre-
sent legal procedures and support mechanisms available to 
survivors.

To prevent this, LLMs should be trained on reliable, 
authoritative sources of information and continuously 
updated to reflect current knowledge, societal attitudes, and 
legal standards. Their outputs should be cross-verified with 
expert-reviewed databases and ethical guidelines to ensure 
that responses are accurate, up-to-date, and evidence-based.

Avoiding misinformation also means that LLMs should 
be cautious in how they present information, complex topics 
such as sexualized violence should be addressed with clar-
ity and nuance, without oversimplify or distorting important 
legal and psychological aspects of this form of violence.

7.6 Reflecting societal changes

Societal attitudes and legal frameworks surrounding sexu-
alized violence are continually evolving. As public aware-
ness increases and legal reforms take place, it is essential for 
LLMs to be updated regularly to reflect these changes. This 
includes staying informed about shifts in the language used 
to discuss sexualized violence, new laws protecting survi-
vors, and emerging social movements advocating for gen-
der equality and justice for victims. Training and updating 
LLMs to handle sexualized violence responsibly requires 
a multidisciplinary approach. Developers should work 
alongside ethicists, sociologists, psychologists, and legal 
experts to ensure that LLMs remain ethically sound and are 
equipped to provide accurate, context-sensitive information. 
Additionally, continuous feedback from advocacy groups 
and survivors can help improve LLM responses, ensuring 
they remain aligned with the needs and rights of those most 
affected by sexualized violence.

mitigate the risk of generating harmful or defamatory con-
tent, ensuring the technology does not perpetuate stereo-
types or reinforce harmful narratives.

Ethical considerations go beyond privacy and accuracy. 
LLM developers are responsible for protecting vulnerable 
users from harm, a key principle under both ALTAI and 
the EU AI Act. This involves anonymizing sensitive con-
versations, preventing misuse of data, and ensuring that 
interactions are handled with care to avoid re-traumatiza-
tion. Systems handling sexualized violence should adhere 
to ALTAI’s human-centric design principle, prioritizing 
user safety by avoiding the use of triggering language and 
providing helpful, accurate resources when users disclose 
experiences of violence. Developers should also include 
mechanisms that redirect users to professional support ser-
vices when appropriate.

Additionally, as legal frameworks around sexualized vio-
lence evolve, LLMs must be continuously updated to reflect 
current legal standards, including those outlined in the EU 
AI Act. The Act mandates regular testing and monitoring of 
AI systems to ensure compliance with evolving regulations. 
Similarly, ALTAI recommends ongoing assessments to 
ensure that AI systems remain accountable and aligned with 
ethical standards over time. This continuous improvement 
process is critical to ensure LLMs respond appropriately to 
societal shifts in the understanding of sexualized violence 
and comply with any new legal obligations.

Ethical considerations also extend to preventing bias and 
discrimination in LLM outputs. The EU AI Act emphasizes 
the importance of AI systems that do not perpetuate harm, 
while ALTAI specifically calls for fairness and inclusive-
ness. LLMs should be trained to avoid reinforcing harm-
ful stereotypes, which can perpetuate victim-blaming or 
trivialization of violence. Under ALTAI’s transparency and 
non-discrimination guidelines, developers are encouraged 
to incorporate methods for identifying and mitigating bias 
within AI systems to ensure more equitable interactions.

7.4 Educational and supportive role

LLMs have the potential to serve a positive educational 
and supportive role in discussions around sexualized vio-
lence. They can provide accessible information on defini-
tions of sexualized violence, legal rights, and the processes 
involved in reporting abuse or seeking justice. This infor-
mation is especially useful in educational contexts, where 
users may seek to learn more about their rights or how to 
support survivors.

However, it is critical that LLMs are explicit about their 
limitations. They are not substitutes for professional legal 
or medical advice, nor should they be relied upon in emer-
gency situations. As such, LLMs must clearly communicate 
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its prevalence with GPT-3 models. Through topic analysis, 
sentiment analysis, and toxicity analysis we found that out 
of the 3 million tokens generated about women in the study, 
the highest ranking topics were sexualized violence, abor-
tion, and marriage. This content was often toxic in nature 
with negative sentiment towards women. The omission of 
sexualized violence in themes generated for men and people 
was an interesting finding.

We discussed the impact of sexualized violence against 
women from a survivor’s point of view and outlined that 
gender bias creates the conditions under which sexualized 
violence is normalized and perpetuated. We view sexual-
ized violence and gender bias to be related yet distinct con-
cepts that often intersect in complex ways, highlighting the 
need for different considerations when dealing with this 
type of bias. We then discussed the impact and mitigation of 
sexualized violence against women within LLMs, covering 
content filtering and moderation, user safety and trauma-
informed responses, legal and ethical considerations, avoid-
ing misinformation, reflecting societal changes, and global 
discourse and action.

Our work builds on previous research examining gender 
bias in LLMs, with a specific focus on the manifestation of 
sexualized violence against women in LLM outputs, an area 
that has received little attention, by investigating these pat-
terns, we aim contribute to the understanding of how such 
biases emerge, the impact to survivors and wider society, 
and offer insights that may guide the development of more 
equitable and ethical AI systems.

9.1 Future work

The authors aim to conduct further experimentation and 
analysis on GPT4 models, extending the experimentation to 
other LLMs such as Claude 2, Llama 2, and PALM 2.

7.7 Global discourse and action

Addressing sexualized violence requires effort at individ-
ual and societal levels. LLMs can play an important role 
in shaping public discourse by promoting awareness, edu-
cating users, and directing survivors to appropriate support. 
LLMs should also support global discussions on sexualized 
violence, recognizing that the issue manifests differently 
across cultural, legal, and social contexts. For instance, the 
challenges faced by survivors in one country may differ sig-
nificantly from those in another, requiring LLMs to offer 
culturally relevant responses and information. Ultimately, 
addressing sexualized violence is not only a technological 
issue but a societal one also, requiring ongoing dialogue, 
reform, and action on multiple fronts.

8 Limitations

The closed nature of OpenAI’s proprietary approach to 
development results in opacity relating to bias mitigation 
and development processes [43], for example, we do not 
know if generated output is subject to A/B testing, however 
we can analyze generated output to provide insight into the 
bias within the generated data. Topic analysis is conducted 
using BERTopic, due to the stochastic nature of UMAP 
within BERTopic, topic representations can differ when 
code is run using the same dataset multiple times [32], the 
research serves as a snapshot of stochastic behaviour. We 
also acknowledge the limited representation of gender in 
this study and use it as a starting point from which to build 
further analysis.

9 Conclusion

This study aimed to to discover what GPT-3 models gen-
erate in text completion tasks when prompted with basic 
gendered prompts, this simple question raised important 
issues in relation to sexualized violence against women and 
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Appendix A. Top word scores: all generated data from 3 experiments—aggregated
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B. Top word scores: all generated data from 3

Experiments—disaggregated by people.
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C. Randomly generated excerpts relating to the top topics from full corpus relating to People

 

 
 
D. VADER sentiment analysis by model and input group for positive sentiment
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