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The world of nanoscales in fluidics is the frontier where the continuum of fluid mechanics

meets the atomic, and even quantum, nature of matter. While water dynamics remains

largely classical under extreme confinement, several experiments have recently reported

coupling between water transport and the electronic degrees of freedom of the con-

fining materials. This avenue prompts us to reconsider nanoscale hydrodynamic flows

under the perspective of interacting excitations, akin to condensed matter frameworks.

Here we show, using a combination of many-body theory and molecular simulations,

that the flow of a liquid can induce the flow of another liquid behind a separating wall,

at odds with the prediction of continuum hydrodynamics. We further show that the

range of this “flow tunneling” can be tuned through the solid’s electronic excitations,

with a maximum occurring when these are at resonance with the liquid’s charge den-

sity fluctuations. Flow tunneling is expected to play a role in global transport across

nanoscale fluidic networks, such as lamellar graphene oxide or MXene membranes. It

further suggests exploiting the electronic properties of the confining walls for manip-

ulating liquids via their dielectric spectrum, beyond the nature and characteristics of

individual molecules.
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INTRODUCTION

Nature does many exquisite things with water and ions at small scales. This stunning observa-

tion is a source of inspiration, and a strong motivation to explore fluidic transport in nanometric

confinement. And, indeed, over the last ten years, a cabinet of curiosities of unconventional

nanoscale flow properties has been unveiled in nanofluidic studies.1–3 This prompted many to

revisit the standard frameworks of fluid dynamics. While confining walls are merely considered as

boundary conditions for hydrodynamics, they are actually ‘jiggling and wiggling’ matter, being

themselves the locus of fluctuations and excitations such as phonons,4–6 plasmons,7,8 etc. In

particular, while the dynamics of liquid water are essentially classical at the molecular scale—

grounding our understanding of water transport in classical physics—the confining surfaces may

host delocalized electrons, whose behavior should be described within quantum mechanics. Many

experimental studies have now hinted at a non-trivial coupling between the classical water dy-

namics and the quantum dynamics of these electrons. Prominent examples include: flow-induced

electronic currents,9–12 the modification of liquid wetting by substrate metallicity,13 heat trans-

fer from graphene electrons to the fluid environment,14 anomalies in hydrodynamic friction at

water–carbon interfaces7,8,15–22 and its subtle difference with insulating materials.23

These findings have shifted perspectives on nanoscale hydrodynamics, prompting a departure

from the traditional notion that the solid only acts as a static potential for the liquid molecules,

to consider instead the liquid–solid interaction at the level of collective charge density fluctua-

tions. Specifically, polar liquids such as water carry dielectric fluctuations from their collective

intermolecular motions, spanning three orders of magnitude in the terahertz (THz) frequency

range of the spectrum.24 For carbon-based materials such as graphene and its multilayers, the

THz frequency range is where low-energy electronic surface plasmon modes lie.25,26 Describing

water’s interaction with these fluctuations is greatly simplified if its dielectric modes are formally

quantized: the corresponding elementary excitations have been dubbed “hydrons”.10,14 The ex-

citation perspective for the collective water modes—inspired by many-body condensed matter

physics—is at the root of the fluctuation-induced (or “quantum”) friction theory, which has

successfully explained several of the phenomena mentioned above7,8,10,27 and therefore holds the

potential to reveal and explain new physics.

Here, we show that, as water on one side of a solid wall is driven, the water’s excited hydron

modes interact with collective modes in the solid substrate. As a result, a flow is induced in
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the water on the other side of the wall, at odds with the prediction of classical hydrodynamics.

We dub this phenomenon “flow tunneling”. We develop a complete theoretical and numerical

description of flow tunneling, elucidating the role of the solid’s electronic properties in the hydron

transmission process, and assessing its potential as a new principle for manipulating nanoscale

liquid flows.

FLOW TUNNELING THROUGH A PASSIVE WALL

The system we consider throughout is shown schematically in Fig. 1A, and comprises a liquid

water slab on one side of N two-dimensional solid layers (“fluid A”), with another slab of liquid

water on the other side (“fluid B”). Before investigating the role of interactions between the

solid’s and fluid’s collective modes in mediating flow tunneling, we begin with a simpler question:

To what extent does a driven flow in fluid A directly induce a flow in fluid B? To this end,

we consider the case where the solid layers have no internal degrees of freedom, and interact

with the fluids only via a static potential. Taking the solid layers to lie in the (x , y) plane,

and assuming that fluids A and B flow with in-plane uniform velocities vA and vB , respectively,

we ask whether there is a net momentum transfer (or force) from fluid A to fluid B . Such

a force would originate from fluctuating Coulomb interactions between water slabs across the

passive solid, and its computation in the framework of classical stochastic dynamics would be

extremely involved.28,29 However, it can be readily estimated within an excitation perspective,

using a quantum representation of the system.

The thermal charge fluctuations in each slab result in a fluctuating Coulomb potential acting

on the other slab, that can be decomposed into evanescent plane waves of the form ϕq,ω(r, t) =

ϕ0e
−qde i(qr−ωt), where r lies in the (x , y) plane and d is the separation between the outermost

solid layers. The elementary bosonic excitations of these modes are the hydrons, in the same

way that photons are elementary excitations of the electromagnetic field; ϕq,ω is then effectively

the wavefunction of a hydron. By analogy, since the hydron wavefunctions of fluids A and B

overlap, water excitations can “tunnel” between the two fluids. The hydron transmission rate is

then given by the canonical Landauer formula:

ΓA→B =
1

2πℏ
∑
q

∫
dE (f Aq (E )− f Bq (E ))Tq(E ), (1)

where fq(E ) is the average number of hydrons of wavevector q and energy E and Tq(E ) ∝ e−2qd is
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the dimensionless transmission coefficient, which (as a first approximation) scales as the squared

overlap of the hydron wavefunctions. If vA = vB = 0, f Aq (E ) = f Bq (E ) = nB(ω = E/ℏ), the

Bose-Einstein distribution at temperature T , and there is no net hydron transmission from A

to B . Now, if vA − vB = ∆v ̸= 0, the Bose-Einstein distributions experience a Doppler shift

ω 7→ ω − q · vA,B , so that ΓA→B is non-vanishing. This means that there is indeed a force,

or net momentum transfer from A to B , since a hydron of wavevector q carries a quantum of

momentum ℏq. To linear order in ∆v, and assuming a single energy scale ℏω0 ≪ kBT for the

hydrons, this force (per unit area) is given by

Fhh

A
≈ ω0

2π

1

A
∑
q

(ℏq) [nB(ω0 − q ·∆v)− nB(ω0)] e
−2qd

≈ 3kBT

16π2ω0d4
∆v. (2)

Fhh is the driving force for the flow tunneling effect: it induces the flow of fluid B in response

to the flow of fluid A. In the steady state, Fhh is balanced by the classical (roughness-induced)

friction Fcl = −λclAvB exerted on fluid B by the solid wall, so that

vB =
λhh

λhh + λcl
vA, (3)

where we have defined the hydron–hydron friction coefficient as λhh = Fhh/(A∆v). The quan-

tum formalism has enabled us to obtain a first quantitative estimate for flow tunneling with

minimal computations. The final result, however, describes a purely classical effect: Planck’s

constant is absent from Eq. (2). We may therefore assess the validity of our description using

classical molecular dynamics (MD) simulations, where λhh is directly measured. As shown in the

Supplementary Information (SI, Fig. S4), our prediction in Eq. (2) matches the simulation results

at large separation d between the slabs upon setting ω0 = 0.3 THz, which is roughly the water

Debye frequency. A more accurate analytical result that takes into account the full structure of

the water fluctuation spectrum (SI Sec. IV) agrees with the simulation at arbitrary d .

Although qualitatively at odds with classical hydrodynamics, we find that, quantitatively, this

form of flow tunneling through a passive solid is extremely short-ranged. For example, even

assuming small roughness-based friction (e.g. λcl ≈ 2.1 · 104 N · s · m−3 for graphene), we find

that vB is less than 1% of vA for d ≳ 5 Å, and thus negligible in all practical situations. We now

show that the excitations of an “active” solid (Fig. 1C) drastically enhance the amplitude and

range of flow tunneling, to the extent that it may become experimentally measurable.
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The notion that the excitations of a solid wall can mediate momentum transfer between

two liquids was in fact suggested more than 50 years ago by Andreev and Meierovich.30 They

considered phononic excitations, whose ability to transfer momentum is limited by the acoustic

impedance mismatch between the liquid and the solid: the predicted tunneling efficiency vB/vA

is at most ∼ 10−5, whatever the solid thickness (see SI, Sec. IV C). Here, we show that the

physics are very different in the case of electronic excitations, leading to tunneling efficiencies up

to vB/vA ∼ 1.

MOLECULAR SIMULATIONS OF “ACTIVE” FLOW TUNNELING

Friction forces that arise from the dynamical coupling between the electronic excitations of

the solid and charge density fluctuations in the liquid are nonadiabatic in nature. Such effects

are beyond the Born-Oppenheimer approximation typically employed in molecular simulations,

making the prospect of modeling these with explicit electronic dynamics, on time and length

scales relevant to the problem at hand, a daunting task. Recently, however, a classical molecular

dynamics scheme was shown to capture the most salient aspects of fluctuation–induced quantum

friction.8 Here, we extend this approach to investigate “active” flow tunneling, before providing

a detailed, yet more general, theoretical account.

The solid wall is modeled as a stack of N layers (with thickness d = (N − 1)d0 where d0

is the spacing between two adjacent layers), with each layer being composed of Lennard–Jones

atoms arranged in a honeycomb lattice. Electron dynamics are mimicked by giving each atom a

positive charge, and attaching to it a fictitious Drude particle of equal and opposite charge via a

harmonic spring (Fig. 2A).31,32 Relaxation processes in the solid (electron-phonon and impurity

scattering, umklapp processes33) are taken into account implicitly through an effective damping

rate γ for the Drude oscillators. This gives the solid prototypical charge fluctuations described

by a single plasmon-like mode at a frequency ωp, which can be adjusted by tuning the mass of

the Drude particle. While the Drude model is a crude representation for a realistic plasmon and

its dispersion behavior, it allows us to capture the essential physics since its principal mode can

be tuned to overlap in frequency with the water’s surface response (Fig. 2B), thereby controlling

the degree of dynamical coupling between the solid and the liquid. As seen in Fig. 2C, as ωp

approaches the THz regime from above, the total solid–liquid friction increases from its “classical”

surface-roughness value λcl: this extra contribution is the fluctuation-induced (quantum) friction
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λqf .
7,8 Momentum transfer from the liquid to the solid is therefore enhanced by matching the

frequencies of their respective charge fluctuations.

We then performed non-equilibrium molecular dynamics simulations with a pressure gradient

applied to fluid A, and measured the resulting non-equilibrium steady state flow velocities in

both fluids A and B . In the absence of Drude oscillators, no induced flow in fluid B could be

measured for a solid thicker than a single layer, in line with our prediction in Eqs. (2) and (3).

However, when the Drude frequency was set in the range of water’s Debye modes, we observed a

large induced flow even through much thicker solids, up to N = 7 layers (Fig. 2D). For example,

vB ≈ 0.1 vA for a 2 nm thick (N = 7) solid with ωp = 0.1THz and relaxation rate γ = 10−3 THz.

The induced velocity vB scaled linearly with the driven velocity vA in the investigated range (Fig.

2D).

Our simulations thus reveal that the coupling to the solid’s charge fluctuation modes does not

simply take momentum away from fluid A through friction. Momentum is in fact accumulated

in those modes, and part of it is transmitted to fluid B , resulting in flow tunneling. The amount

of momentum accumulation is sensitive to the relaxation rate γ, with faster relaxation leading

to weaker flow tunneling (Fig. 2E). While in our simulations, the Drude particles themselves

do not flow, in a real solid, there would be propagation of both collective plasmons and single

electrons. The latter would induce an electric current parallel to the surface, akin to the Coulomb

drag phenomenon.34 We finally note that the momentum transfer is measured to be important

in spite the fluid flow being transverse to the direction of momentum transfer across the layers,

a point further confirmed by the theoretical modelling.

MANY-BODY QUANTUM THEORY OF FLOW TUNNELING

Guided by the simulation results, we now develop a theory of flow tunneling through an active

solid. Within our formally quantum picture, flow tunneling through a passive solid amounted

to coherent hydron transport between the two fluids – it was therefore described by a Landauer

formula. The active solid now plays the role of a ”junction” placed between the two hydron

reservoirs (the fluids). As highlighted by the strong dependence of the simulation results on

the relaxation parameter γ, the hydron transport through this junction cannot be considered

coherent, and its description therefore requires going beyond the Landauer formalism. In order

to account for decoherence, we model the solid by a layered structure in our simulations. The
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hydrons are transported coherently between the layers, but they can undergo inelastic scattering

(i.e., decoherence) within each of the layers. Technically, we use the Keldysh formalism of

perturbation theory, which has proven to be an asset in the study of non-equilibrium solid-liquid

systems.7,10 Our computation is fully detailed in the SI, Sec. III-V; here, we outline the main

steps.

The system is described in terms of the fluctuating charge densities n(r, t) of both the liquid

slabs and the solid layers. It is governed by the Hamiltonian comprising all Coulomb interactions:

between the water and the solid, between the two water slabs and between the different solid

layers. To keep the computations tractable, we assume that a solid layer interacts only with its

nearest neighbors (Fig. 3A). Our goal is to evaluate the average Coulomb force exerted by the

N th solid layer on the fluid slab B , in the non-equilibrium state where fluid A flows at velocity

vA:

FNB =

∫
drNdrB⟨nN(rN , t)V (rN − rB)n(rB , t)⟩, (4)

where rN and rB are the spatial coordinates in layer N and fluid slab B , respectively, and V is

the Coulomb potential. To this end, we formally quantize the charge densities as free Gaussian

fields – this is an approximation that amounts to neglecting interactions between excitations.

The liquid and the solid are then fully characterized by their charge density correlation functions,

which can be evaluated starting from the microscopic model of one’s choice. In the following,

we will describe the solid by the correlation function of the Drude oscillator model, to allow

for direct comparison with the simulations. However, one could model each solid layer as a 2D

electron gas with appropriate electron-electron and electron-phonon interactions (accounting for

decoherence), so as to describe realistic solid-state systems that cannot be treated classically,

such as few-layer transition metal dichalcogenides or MXenes.

The model defined in this way is in fact integrable (the Hamiltonian is quadratic in the charge

densities), so that the non-equilibrium state of the system can be determined exactly using the

Keldysh formalism. In practice, we perturbatively expand the average in Eq. (4) in powers of

the Coulomb interaction, and exactly resum the infinitely many terms of this expansion. The

basic building blocks of the expansion are the surface response functions g of each of the water

slabs and solid layers. These are appropriately normalized charge density correlation functions:

g(q,ω) ∼ Vq⟨nqn−q⟩ω, where Vq = e2/(2ϵ0q) is the Fourier-transformed Coulomb potential

and the nq are charge density operators. Precise definitions of these quantities are given in the

SI, Sec. III.C. In the Keldysh formalism, these correlation functions possess three components
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(gR , gA, gK ), corresponding to different time orderings of the operators. In the non-interacting

equilibrium state, the Drude response function of a solid layer is

gR
eq, Drude =

ω2
pf (q)

ω2
p − ω2 − 2iγω

, (5)

and the water surface response function is modeled, following Ref. 7, as a sum of two Debye

peaks:

gR
eq, Water =

∑
i=1,2

fi(q)

1− iω/ωD,i
. (6)

The values of the parameters and expressions of the functions f (q) are given in the SI, Sec. IV.

The imposed flow in the fluid A and the induced flow in the fluid B are described, as before,

by a Doppler shift in the non-equilibrium water surface response function versus its equilibrium

expression: g(q,ω) = geq(q,ω − q·vA,B). The expansion proceeds in two steps. First, the

non-equilibrium response functions of the N solid layers are determined by solving a series of

Dyson equations, accounting for the inter-layer coupling via the electrostatic interactions and

decoherence process throughout the solid. These equations have a very simple diagrammatic

representation (Fig. 3B) – since the Hamiltonian is quadratic in the density operators – and they

are algebraic in Fourier space. For example, the renormalisation of the layer i + 1 by the layer i

for the retarded component is given by gR
i+1 = gR,eq

i+1 + gR,eq
i+1 gR

i g
R
i+1, and the expression for the

Keldysh component is given in the SI, Sec. III D. Then, the expansion of Eq. (4) is carried out

in terms of those response functions, yielding the force acting on the B fluid across the N layers

of material:

FNB

A
=

∫
dq

(2π)2
(ℏq)(ΓNB(q)− ΓBN(q)) (7)

with

Γab(q) =

∫
dω

4iπ

Im
[
gR
a (q,ω)

]
gK
b (q,ω)

|1− gR
a (q,ω)g

R
b (q,ω)|2

. (8)

Eqs. (7) and (8) are our main theoretical result, which has general validity beyond the particular

Drude model of the solid we have considered so far. It is a far-from-equilibrium generalization of

quantum friction,7 which echoes the Landauer formula in Eq. (1). For true interacting electrons,

our result is valid at the level of a self-consistent Hartree approximation. FNB depends on both vA

and vB and can be expanded to linear order in these velocities, defining two friction coefficients:

FNB/A = λdrivevA − λqfvB. The coefficient λqf is the fluctuation-induced (quantum) friction
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coefficient between the fluid slab B and the N th solid layer at equilibrium. The coefficient λdrive

accounts for the ”remote drag” exerted by fluid A on fluid B – its expression is cumbersome (see

SI Sec. V), but we provide in the following a scaling estimate that allows us to draw practical

conclusions.

Physically, the solid gives momentum to the liquid, but then takes some of it back through

quantum friction. Fluid B is also subject to an additional force due to direct hydron tunneling

(λhh) if the solid is thin, and to the classical roughness-based friction (λcl) on the N th layer.

Momentum conservation then imposes

vB =
λdrive + λhh

λqf + λcl + λhh
vA. (9)

Eq. (9) is our theoretical prediction for the flow tunneling effect. In Fig. 3C, we compare

the theoretical predictions against simulation results. Given the simplifying assumptions in the

theoretical model (i.e., nearest-neighbor interactions between graphene layers, and a harmonic

approximation for water’s dielectric fluctuations) the agreement is remarkable, and suggests

Eq. (9) captures the essential physics of the flow tunneling effect.

CONDITIONS FOR OPTIMAL FLOW TUNNELING

Having established a theoretical framework, we may now assess the precise role of the solid’s

electronic properties in determining the range of flow tunneling. Fig. 3D shows the prediction for

the tunneling efficiency vB/vA as a function of the Drude plasmon frequency ωp, at fixed γ = 10−2

THz. Interestingly, it exhibits a maximum at ωp ∼ 0.3 THz where the Drude frequency is in

resonance with the water Debye frequency (see Fig. 2B). Moreover, we observe that at small ωp

the flow tunneling efficiency decreases with increasing number of solid layers N , while at large

ωp it is nearly independent of N for N ≤ 7.

These features can be understood if flow tunneling is represented as the transmission of

discrete excitations – hydrons – between fluid A and fluid B . In Eq. (9) the friction coefficient

λdrive is effectively the rate at which the solid injects momentum-carrying hydrons into fluid B .

Hydrons are injected into the solid from fluid A with a rate λqf . However, they only reach fluid

B if they are not scattered during their residence time τ inside the solid, which happens at a

rate γ. If the solid is moderately thin, hydrons reach the opposite boundary quickly, and τ is the

time it takes for a hydron to exit into fluid B : τ ≈ τsl ∼ λ−1
qf . For thicker solids, most hydrons
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get scattered on their way from A to B so that τ ∝ N , and we may define a mean free path

ℓ according to γτ ≡ d/ℓ. Altogether (and assuming N > 1 so that λhh can be neglected) we

obtain an asymptotic expression for the tunneling efficiency, valid for thick solids:

vB
vA

≈ λqf

λqf + λcl
e−(γτsl+d/ℓ), (10)

with τsl and ℓ both depending on the Drude frequency ωp and relaxation rate γ. For thin solids

(small N , as in our simulations), we obtain a more accurate scaling expression that accounts for

the discreteness of the layers (SI Sec. V. D), but the data is still well described by Eq. (10) (Fig.

S6F). Within the Drude model of the solid, λqf is a strictly decreasing function of ωp (Fig. 3D):

hydron injection into the solid is most efficient for lower Drude frequencies. However, the hydron

mean free path is shorter for lower ωp (Fig. 3D): lower frequency modes take longer to transmit

their excitations to the next layer. The thicker the solid, the more flow tunneling is favored by

higher plasmon frequencies. This trade-off between hydron injection rate and mean free path

accounts for the ’resonant’, bell-shaped dependence of the tunneling efficiency on ωp.

Going further, the result in Eq. (10) allows us to draw general conclusions regarding the range

of flow tunneling. This range is limited by the scattering rate γ of excitations inside the solid:

flow can in principle tunnel through an arbitrarily thick solid if there is no dissipation inside.

This is never the case in practice, and no tunneling is observed if the solid is thicker than a few

times the mean free path ℓ. For d ≳ ℓ, the tunneling efficiency decreases exponentially with d

(see Fig. 3C at low ωp): the hydron transport is diffusive. However, the mean free path can

sometimes become very large (Fig. 3D at large ωp). Then, it is realistic to have d ≪ ℓ, and the

hydron transport becomes ballistic. The tunneling efficiency is then limited by the solid-liquid

crossing time τsl ∼ λ−1
qf : hydrons are scattered as they wait in the solid to cross into fluid B .

vB/vA is then independent of d as seen in Fig. 3D at high Drude frequencies. But in both the

diffusive and the ballistic regimes, the tunneling efficiency is ultimately determined by comparing

the residence time of an excitation inside the solid to its inelastic scattering (or dephasing) rate.

We have thus identified the three qualitative determinants of flow tunneling: hydron injection

rate, hydron mean free path ℓ, and hydron exit rate τ−1
sl , which combine to predict the tunneling

efficiency in Eq. (10). We may now discuss the possibility of flow tunneling in a realistic solid-liquid

system – such as two slabs of water separated by a graphene multilayer – based on these three

ingredients. Within our model, the hydron injection rate is set by the quantum friction coefficient

λqf . However, this ignores electron-phonon coupling in the solid and the resulting phonon drag
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effect,10 which effectively replaces λqf by ∼ λcl in Eq. (10). Because the electron-phonon and

electron-hydron scattering rates typically have similar values,10 we further expect γτsl ∼ 1.

Therefore, the one key determinant of the tunneling efficiency is in fact the hydron mean free

path, for which our theory may provide a quantitative estimate (SI Sec. V.D): in the Drude model

framework, we find the phenomenological scaling ℓ ≈ ℓ0
√

ωp/γ, with ℓ0 = 0.26 nm. Ignoring

dispersion effects, the graphene plasmon mode may be approximately described by ωp = 100 THz

and γ = 0.6 THz,35 yielding ℓ ≈ 4 nm. We note that this is likely an underestimation, as it

ignores electron transport perpendicular to the graphene layers. Overall, we may expect non-

negligible flow tunneling through a 10 nm thick graphene wall, which can be readily obtained in

nanofluidic systems using, e.g., van der Waals assembly.

CONCLUSIONS

Using a combination of many-body quantum theory and molecular simulations, we have shown

that the flow of one liquid can induce the flow of another liquid through a solid wall of nanoscale

thickness – a phenomenon termed ’flow tunneling’. Classical hydrodynamics have so far been

found to hold surprisingly well down to 1 nm wide channels. Our prediction implies that, in systems

of multiple channels, the classical framework of hydrodynamics may qualitatively break down if the

walls separating the channels are thinner than ∼ 10 nm. The physical origin of this breakdown lies

in the coupling of the liquid charge fluctuations to the solid wall’s electronic excitations. Beyond

the fundamental importance of flow tunneling as an effect beyond hydrodynamics, this property

is expected to be at play in global transport across nanoscale fluidic networks, in particular across

membranes made of lamellar materials such as graphene oxides or MXenes.36,37 Flow tunneling

is also a new and promising lever for manipulating liquids at the nanoscale via their dielectric

spectrum, and not based on the nature and characteristics of individual molecules.
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FIGURE LEGENDS/CAPTIONS

Fig 1:

Principle of flow tunneling and role of the solid wall (A). Schematic of the system under

study. Two water slabs A and B , flowing at velocities vA and vB , are separated by a solid wall

of thickness d . (B) When the wall is “passive” and only acts as a static potential, water on

both sides of the solid can interact via fluctuating Coulomb forces. Direct momentum transfer

between two slabs, however, is negligible so the resulting flow tunneling effect is very small. (C)

When the wall is “active” through fluctuations in the solid coming from the electronic degrees

of freedom (i.e. plasmons), the range and amplitude of flow tunneling can increase significantly

due to the fluid–solid–fluid coupling.

Fig 2:

Molecular simulations of flow tunneling. (A) Schematic representation of system simulated

with Drude oscillators, used as a classical proxy for the quantum electron dynamics. (B) The

surface excitation spectra as measured in simulations of each component in a N = 3 system:

water slab A, each solid layer and water slab B going from top to bottom. Here, the wavevector

is q0 = 2.5 nm−1 and the Drude frequency is ωp = 0.5 THz. The vertical lines indicate the other
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tested frequencies for the Drude oscillators. (C) The total solid–liquid friction corresponding to

the different Drude frequencies ωp chosen for a system with N = 3, compared to result for a

single water slab on a single graphene sheet in Ref. 8. The similarity of the results indicates that

the friction is essentially determined by the interaction with the first solid layer. (D) Induced

velocity through N = 3 layers of solid vB versus imposed velocity vA for the different Drude

frequencies ωp, and fixed relaxation rate γ = 10−3 THz. (E) Tunneling efficiency vB/vA as a

function of the number of layers N for different relaxation rates γ and fixed Drude frequency

ωp = 0.5 THz (in blue) and through a passive solid (in gray). From our simulations, the standard

error was obtained from splitting the trajectory into at least three blocks.

Fig 3:

Quantum theory of flow tunneling. (A) Diagram representing the momentum fluxes in the

liquid–solid–liquid system. Momentum can be transferred from fluid A to fluid B sequentially

through the N solid layers, or through direct hydron tunneling if the solid is thin. The processes

that dissipate momentum are represented by the horizontal arrows. (B) Dyson equation for the

surface response function of layer a renormalized by the interactions with layer b. A thin line

represents a bare response function (in blue for a and gold for b) while the black thick lines

represent the renormalized response function of a. (C) Tunneling efficiency vB/vA as a function

of the number of layers for different Drude frequencies ωp and a relaxation rate of γ = 10−2 THz.

Top: simulation data. From our simulations, the standard error was obtained from splitting the

trajectory into at least three blocks. Bottom: theoretical prediction. (D) Tunneling efficiency

vB/vA (top) as a function of the Drude frequency ωp for a relaxation rate of γ = 10−2 THz.

There is an optimal Drude frequency because of the trade-off between the two quantities plotted

at the bottom: the quantum friction coefficient (in blue) and the hydron mean free path inside

the solid (in gold).
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