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ABSTRACT
In this work we study the convergence to equilibrium for a (potentially) degenerate nonlinear and nonlocal McKean–Vlasov equation. We
show that the solution to this equation is related to the solution of a linear degenerate and/or defective Fokker–Planck equation and employ
recent sharp convergence results to obtain an easily computable (and many times sharp) rates of convergence to equilibrium for the equation
in question.

© 2024 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(https://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0170283

I. INTRODUCTION
A. Background

In this work we consider the following McKean–Vlasov type equation

∂tρ(x, t) = div[Cxρ(x, t) + (∫
Rd

K ⋅ (x − y)ρ(y, t)dy)ρ(x, t) +D∇ρ(x, t)], (1)

where t ∈ (0,∞), x ∈ Rd, and C, K, D are d × d constant matrices that correspond to the drift, interaction and diffusion phenomena of the
system, respectively.

Equation (1) is nonlinear and nonlocal in a typical way of McKean–Vlasov type of equations - that is, via an interaction term which
is presented as a convolution with a kernel given by k(x, y) = K ⋅ (x − y). For simplicity, we will write Kx instead of K ⋅ x from this point
onwards.

McKean–Vlasov PDEs, originally proposed by McKean in his 1966 work1 where he explored connections between a wider class of
Markov processes and non-linear parabolic equations, have been shown to have a strong connection to systems of interacting particle/agents
by means of the so-called mean field limit approach. In particular, it can be shown that (1) arises naturally as the mean-field limit of the
following interacting particle system

dXi(t) = −CXi(t) dt −
1
N

N

∑
j=1

K(Xi(t) − Xj(t))s dt +
√

2D dWi(t) (2)

with i = 1, . . . , N and where {Wi(t)}i=1,...,N are d-dimensional standard independent Wiener processes. Indeed, as can be seen in the classical
works,1–3 the particle system described by (2) satisfies the propagation of chaos property, i.e., as N goes to infinity any fixed number of
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particles in the system become independent, and the limiting Stochastic Differential Equation (SDE) that describes an average particle in (2) is
given by

dX̄(t) = −CX̄(t) d −K(X̄(t) − E(X̄(t)) dt +
√

2DdW(t). (3)

The law of this limiting particle is a weak solution to our McKean–Vlasov equation (1).
Systems such as (2), describing the evolution of N interacting particles where every particle moves under the influence of an external force,

an interacting force (Curie–Weiss type interaction) and a stochastic noise, have many applications in physics, biology and social sciences.
Such systems have been investigated intensively in the literature and their study remains a very active field. In particular, the McKean–Vlasov
equation (1) has been considered recently in Refs. 4 and 5 in the context of interacting diffusions driven by (non-Markovian) colored noise.
For additional information on the topic we refer the reader to recent review works.6,7

The goal of our presented work is to consider degenerate and defective McKean–Vlasov type of equations and utilise recent study of
similar Fokker–Planck equation to conclude easily computable (and many times sharp) rates of convergence to equilibrium for (1).

B. The setting of the problem
We would like to start and emphasise that our main focus in this paper is the long time behavior of the solution to (1) and not its existence,

uniqueness and regularity. The well-posedness and smoothness of the solution to general McKean–Vlasov equations under certain restricted
Hörmander conditions (which are slightly stronger than the assumptions of this work), has been shown in Ref. 8 in the one dimensional case.
For additional information and settings we refer the interested reader to Refs. 9–11. We will assume from this point onwards that the solution
to our equation exists, is unique, and is smooth with finite first moment. We will, in fact, find an explicit and smooth solution to the problem
under relatively mild conditions on the initial datum. Thus, in our setting, the uniqueness of solutions to (1) will be enough (see Remark II.2
in Sec. II).

The study of the long time behavior for (1) which we will present here is heavily motivated by (and relies on) recent works on the
Fokker–Planck equation (which in our setting can be viewed as (1) with no interaction term, i.e., K = 0) such as Refs. 12–15. Due to the par-
ticular structure and type of McKean–Vlasov equation we consider here, we are able to allow for more degeneracies and find an explicit
rate of convergence to the equilibrium of the system under our underline “distance” - the Boltzmann entropy. This will not only pro-
vide a different approach to this study than those found in recent work on more general (over-damped) McKean–Vlasov equations and
Vlasov–Fokker–Planck equations (such as Refs. 10 and 16–18), but will also explicitly show the impact of C, K, and D on the convergence
rate.

Following on the above, we present some important notions from the recent studies of Fokker–Planck equations which will allow us to
state our main theorem.

Definition I.1. The (relative) Boltzmann entropy of a non-negative measurable function f : Rd
→ R+ with respect to a positive measurable

function g : Rd
→ R+, both of which of unit mass, i.e.,

∫
Rd

f (x)dx = ∫
Rd

g(x)dx = 1,

is defined as

ℋ( f ∣g) = ∫
Rd

f (x) log(
f (x)
g(x)

)dx.

Remark I.2. The Boltzmann entropy plays a fundamental role in many of the studies of convergence to equilibrium for various physically,
biologically, and chemically motivated equations. While it is nonlinear and not a distance in nature, the Csiszár–Kullback–Pinsker inequality
states that for any unit mass f and g as above we have that

∥ f − g∥L1
(Rd
)
≤
√

2ℋ( f ∣g)

which reassures us that the entropy is enough to give us “reasonable” convergence. The requirement that both f and g will be of unit mass is
very natural in numerous equations which describe the evolution of a probability density of a physical, biological, or chemical phenomenon.
The McKean–Vlasov equation is slightly different due to the (quadratic) interaction term but, as we will mention shortly, we are always able to
assume that our solution has a unit mass by scaling the interaction matrix K and using the fact that mass is conserved under (1) (see Remark
I.7).

Definition I.3. Let 𝒜 and ℬ be d × d matrices. We say that the pair (𝒜,ℬ) is an admissible pair, or admissible in short, if:

(A) ℬ is positive semi-definite with
1 ≤ rank (ℬ) ≤ d.
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(B) 𝒜 is positively stable, i.e., all its eigenvalues have positive real part.
(C) There exists no non-trivial 𝒜T-invariant subspace of ker (ℬ).

It is worth to mention that condition (C) in the above definition has been shown to be equivalent to Hörmander condition for the
following operator12

L𝒜,ℬ f = div(𝒜x f +ℬ∇ f ),

associated to the Fokker–Planck equation
∂t f (x, t) = div(𝒜x f +ℬ∇ f ).

Condition (C) guarantees that the dynamics can’t be trapped in a direction where the diffusion is degenerate as the drift will push it away
from this direction.

In the subsequent analysis, we will relate the solution of the McKean–Vlasov equation (1) to that of the above Fokker–Planck equation
with 𝒜 being a linear combination of C and K and ℬ = D.

Lastly, we introduce a new notion for matrices that will prove to be very useful in our current study.

Definition I.4. We say that a square matrix 𝒜 is almost-positively stable if each of its eigenvalue satisfies

(i) Its real part is positive, or
(ii) It is zero. In this case, the algebraic and geometric multiplicity of the zero eigenvalue are equal.

Remark I.5. From the definition it is simple to see that if 𝒜 is a d × d almost-positively stable matrix then its associated Jordan matrix, J,
must be of the form

J = (
0r×r 0r×(d−r)

0(d−r)×r J′(d−r)×(d−r)
) (4)

where J′ is, in general, a Jordan matrix with no zero entries on its diagonal. Consequently, denoting by {v1, . . . , vd} the basis of generalised
eigenvectors of 𝒜 such that ker𝒜 = span{v1, . . . , vr} (which can be inferred from J and the appropriate similarity matrix) we see that the linear
operator

Pker𝒜(
d

∑
i=1

αivi) =
r

∑
i=1

αivi (5)

defines a projection on ker𝒜.19 Moreover, the space

V ∶= span(I − Pker𝒜) = span{vr+1, . . . , vd} (6)

is an 𝒜− invariant subspace and the Jordan form associated to 𝒜∣V is given by J′. We can conclude from this that A∣V is, in fact, positively stable.

With these definitions and remark at hand, we are ready to state our main theorem.

Theorem I.6. Consider the McKean–Vlasov equation (1) with drift, interaction, and diffusion matrices C, K, and D respectively. Assume
that the pair (C +K, D) is admissible and that C is almost-positively stable.

Let ρ(t) be the solution to the McKean–Vlasov equation with a unit mass initial datum ρ0 ∈ L1
+(Rd

)20 that has a finite first moment and
for which the existence of a unique smooth solution to the problem is guaranteed. Denote by

m1 ∶= ∫
Rd

xρ0(x)dx, (7)

s(t) ∶= (e−Ct
− e−(C+K)t

)m1 (8)

and
ρ∞(x) ∶=

1

(2π det𝒦)
d
2

e−
1
2 xT𝒦x, (9)

with 𝒦 being the unique positive definite solution to the continuous Lyapunov equation

2D = (C +K)𝒦 +𝒦(C +K)T.
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Let
μ := min{Re λ ∣ λ is an eigenvalue of C +K}, (10)

and

ν ∶=
⎧⎪⎪
⎨
⎪⎪⎩

min{Re λ ∣ λ ≠ 0 is an eigenvalue of C}, C ≠ 0,

0, C = 0.
(11)

Then s(t) converges to s∞ ∶= PkerCm1 and there exists an explicit constant c > 0 that depends only on C, K, and D, such that

ℋ(ρ(t)∣ρ∞(⋅ − s∞)) ≤ cℋ(ρ0∣ρ∞)(1 + t2n1)e−2μt

+ c[(1 + tn2)e−νt
∣(I − Pker C)m1∣ + (1 + tn1)e−μt

∣m1∣]

[(1 + (1 + tn1)e−μt
)∣Pker Cm1∣ + (1 + tn2)e−νt

∣(I − Pker C)m1∣]

(12)

where PkerC is the projection on the kernel of C, and n1 and n2 are the maximal defect of all eigenvalues associated to μ and ν respectively.21

The result above can be compared to the work of Villani22 where the author has shown that under certain conditions the isotropic and
spatially homogeneous Landu equation for Maxwellian molecules can be recast as a Fokker–Planck equation.

Remark I.7. The keen reader would notice that we have required a unit mass initial datum ρ0. It is immediate to see that under the
assumption of the existence of a smooth solution, ρ(t), the mass is a conserved quantity23, i.e.,

m0(t) ∶= ∫
Rd

ρ(x, t)dx = ∫
Rd

ρ0(x)dx = m0.

The McKean–Vlasov equation (1), is not invariant under mass scaling. This is due to the interaction term. Replacing ρ(t) by ρ̃(t) = ρ(t)/m0,
however, yields a unit mass solution to the McKean–Vlasov equation

∂t ρ̃(x, t) = div[Cxρ̃(x, t) + (∫
Rd
(m0K)(x − y)̃ρ(y, t)dy)ρ̃(x, t) +D∇ρ̃(x, t)],

which is governed by the matrices C, m0K, and D. We can thus apply our main theorem in this case as long as the associated matrices satisfy the
required conditions.

Remark I.8. The reader might notice that our expression for the rate of convergence of the solution under the Boltzmann entropy functional,
inequality (12), seems quite cumbersome. The reason we kept it as such and didn’t estimate it more crudely is to not only get a better explicit
bound, but also to showcase the impact of the drift matrix C on the result. In particular, if ker C = {0}we get a much improved rate of convergence
and we find that s∞ = PkerCm1 = 0, i.e., we find that the equilibrium to (1) is the same as that for the Fokker–Planck equation with drift matrix
(C +K) and diffusion matrix D.

C. Organisation of the paper
We start the body of our work finding an explicit solution to our Eq. (1) in Sec. II, relying on known results from the study of

Fokker–Planck equations. Section III will be dedicated to showing the main result of our paper followed by a short discussion about our
results and future research in Sec. IV.

II. SOLVING THE MCKEAN–VLASOV EQUATION
The goal of this section is to provide an explicit solution to our McKean–Vlasov equation (1).
Our main result for this section is:

Theorem II.1. Consider the McKean–Vlasov equation (1) with drift, interaction, and diffusion matrices C, K, and D respectively. Assume
that the pair (C +K, D) satisfies condition (C) of Definition I.3, i.e., that there is no (C +K)T-invariant subspace of ker D. Then, a unit mass
solution to the equation with initial datum ρ0 ∈ L1

+(Rd
) ∩ Lp

(Rd
), where p ∈ (1,∞] , is given by

ρ(x, t) = f C+K,D
FP (x − s(t), t), (13)
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with f 𝒜,ℬ
FP (x, t) being the (unique) smooth solution to the Fokker–Planck equation

∂t f (x, t) = div[𝒜x f (x, t) +ℬ∇ f (x, t)] (14)

where t ∈ (0,∞), x ∈ Rd, f (x, 0) = ρ0(x), and s(t) is defined as (8).

Remark II.2. Theorem II.1 will guarantee that we have an explicit expression to our solution to (1) as long as we know that ρ0 ∈ L1
+(Rd

) ∩

Lp
(Rd
) and that the solution is unique.

Remark II.3. Much like we’ve noted in Remark I.7, the above theorem can easily be modified for the case we are considering a general
solution to the problem by replacing the matrix K with m0K, where m0 is the mass of the solution.

Proof of Theorem II.1. To emphasise the point that the mass doesn’t matter, we will provide the general proof of this theorem, i.e. we
assume that m0 > 0 is arbitrary.

We start by assuming that our solution is smooth and decays fast enough and rewrite (1) as

∂tρ(x, t) = div[C xρ(x, t) +Kx(∫
Rd

ρ(y, t)dy)

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
=m0

ρ(x, t) −K(∫
Rd

yρ(y, t)dy)ρ(x, t) +D∇ρ(x, t)].
(15)

This motivates us to explore the momentum of our solution

m1(t) ∶= ∫
Rd

xρ(x, t)dx.

Using (15) together with the conservation of mass, we see that for any i = 1, . . . , d

d
dt

m1,i(t) = ∫
Rd

xi∂tρ(x, t)dx

= ∫
Rd

xi div[(C +m0K)xρ(x, t) − (∫
Rd
(Ky)ρ(y, t)dy)ρ(x, t) +D∇ρ(x, t)]dx

= −∫
Rd
((C +m0K)x)iρ(x, t)dx + (∫

Rd
(Ky)iρ(y, t)dy)∫

Rd
ρ(x, t)dx

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
=m0

−
d

∑
j=1

di,j∫
Rd
∂xj ρ(x, t)dx

= −∫
Rd
(Cx)iρ(x, t)dx = −

d

∑
j=1

ci,j∫
Rd

xjρ(x, t)dx = −(Cm1(t))i.

We conclude that
d
dt

m1(t) = −Cm1(t)

and consequently,
m1(t) = e−Ctm1(0) ∶= e−Ctm1. (16)

The above allows us to rewrite (15), and as a result (1), as

∂tρ(x, t) = div[(C +m0K)xρ(x, t) −Ke−Ctm1ρ(x, t) +D∇ρ(x, t)]. (17)

which could be recast as a Fokker–Planck equation with a “transport part”

∂tρ(x, t) +Ke−Ctm1 ⋅ ∇ρ(x, t) = div[(C +m0K)xρ(x, t) +D∇ρ(x, t)]. (18)

Defining
ρ̃(x, t) := ρ(x + s(t), t)
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for a function s(t) which we will soon find, and denoting y(x, t) = x + s(t) we find that

∂t ρ̃(x, t) = ∂tρ(y(x, t), t) +∇yρ(y(x, t), t) ⋅
ds
dt
(t)

= ∂tρ(y(x, t), t) +Ke−Ctm1 ⋅ ∇yρ(y(x, t), t) + (
ds
dt
(t) −Ke−Ctm1)∇yρ(y(x, t), t)

= divy[(C +m0K)y(x, t)ρ(y(x, t), t) +D∇yρ(y(x, t), t)] + (
ds
dt
(t) −Ke−Ctm1) ⋅ ∇yρ(y(x, t), t)

= divx[(C +m0K)xρ̃(x, t) +D∇xρ̃(x, t)] + (
ds
dt
(t) −Ke−Ctm1 + (C +m0K)s(t)) ⋅ ∇yρ(y(x, t), t).

Thus, if
ds
dt
(t) = Ke−Ctm1 − (C +m0K)s(t) (19)

we conclude that ρ̃(x, t) solved the Fokker–Planck equation (14) with drift matrix 𝒜 = C +m0K and diffusion matrix ℬ = D.
It is easy to verify that a general solution to (19) is given by

sG(t) =
1

m0
(e−Ct

− e−(C+m0K)t
)m1 + e−(C+m0K)tsG(0)

As was discussed in Ref. 12, the conditions on the pair (C +m0K, D) guarantee the existence of a unique smooth solution to the
Fokker–Planck equation

∂t ρ̃(x, t) = divx[(C +m0K)xρ̃(x, t) +D∇xρ̃(x, t)] (20)

as long as the initial datum is in L1
+(Rd

) ∩ Lp
(Rd
) for some p ∈ (1,∞] . We conclude that

ρG(x, t) = ρ̃(x − sG(t), t) = f C+m0K,D
FP (x − sG(t), t), (21)

is a candidate for a smooth and strongly decaying solution to (1). By choosing sG(0) = 0, i.e., considering the function

ρ(x, t) = f C+m0K,D
FP (x − s(t), t)

where

s(t) =
1

m0
(e−Ct

− e−(C+m0K)t
)m1, (22)

we see that
ρ̃(x, 0) = ρ(x + s(0), 0) = ρ(x, 0) = ρ0(x) ∈ L1

+(R
d
) ∩ Lp

(Rd
)

and consequently have managed to find a potential solution. Plugging this function back in (1) completes the proof. ◻

Remark II.4. The verification that (21) is indeed a solution to (1) relies on the explicit form of f C+m0K,D
FP . It was shown in Ref. 12, the

solution of the Fokker Planck equation (14) when the pair (𝒜,ℬ) is admissible is given explicitly by

f 𝒜,ℬ
FP (x, t) =

1

(2π det Q (t))
d
2
∫

Rd
e−

1
2 (x−e−𝒜t y)TQ(t)−1

(x−e−𝒜t y)ρ0(y) dy, (23)

where the convolution kernel Q (t) is given by

Q (t) ∶= 2∫
t

0
e−𝒜sℬe−𝒜

T sds.

We leave the proof to the Appendix as it is a straightforward calculation.

With an explicit expression of the solution to the McKean–Vlasov equation, one that is intimately connected to a Fokker–Planck
equation, we can start considering the question of convergence to equilibrium.
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III. ABOUT THE CONVERGENCE TO EQUILIBRIUM
The main result shown in the previous section - namely the fact that a solution to our McKean–Vlasov equation (1) is nothing but a

“transported” solution to an appropriate Fokker–Planck equation - allows us to utilise recent sharp results about convergence to equilibrium
in the setting of Fokker–Planck equations, in particular those achieved in the work of Monmarché,13 to conclude explicit and quantitative
convergence to equilibrium in (1).

We begin our section by quoting the main convergence to equilibrium result from:13

Theorem III.1. Consider the Fokker–Planck equation

∂t f (x, t) = div[𝒜x f (x, t) +ℬ∇ f (x, t)]

where the pair (𝒜,ℬ) is admissible. Let f (⋅, t) be the solution to the above equation with a unit mass initial datum f 0 ∈ L1
+(Rd

) ∩ Lp
(Rd
) for

some p ∈ (1,∞] and let
η := min{Re λ ∣ λ is an eigenvalue of 𝒜}.

Then, there exists an explicit c > 0 that only depends on 𝒜 and ℬ such that

ℋ( f (t)∣ f∞) ≤ cℋ( f 0∣ f∞)(1 + t2n
)e−2ηt

where n is the maximal defect of all eigenvalues associated to η and where

f∞(x) ∶=
1

(2π det Q )
d
2

e−
1
2 xTQx,

with Q being the unique positive definite solution to
2ℬ = 𝒜Q +Q𝒜T.

The above theorem and Theorem II.1 provide us with the following result:

Theorem III.2. Consider the McKean–Vlasov equation (1) with drift, interaction, and diffusion matrices C, K, and D respectively. Assume
in addition that the pair (C +K, D) is admissible and that the equation admits a unique solution. Let ρ(⋅, t) be the solution to the equation with
initial unit mass datum ρ0 ∈ L1

+(Rd
) ∩ Lp

(Rd
) for some p ∈ (1,∞] . Then, following on the notations for s(t), ρ

∞
, μ, and n1 from Theorem I.6

we have that
ℋ(ρ(t)∣ρ∞(⋅ − s(t))) ≤ cℋ(ρ0∣ρ∞)(1 + t2n1)e−2μt (24)

for an explicit c > 0 that only depends on C, K, and D.

Proof. Following on Theorem II.1 we have that

ℋ(ρ(t)∣ρ∞(⋅ − s(t))) =ℋ( f C+K,D
FP (⋅ − s(t), t), ∣ρ∞(⋅ − s(t)))

=ℋ( f C+K,D
FP (t)∣ρ∞) ≤ cℋ( f 0∣ρ∞)(1 + t2n1)e−2μt ,

where we have used the fact that a time translation in the spatial variable doesn’t change the value of the relative entropy and Theorem III.1.
◻

Theorem III.2 assures us that the solution to (1) will “stabilise,” in a sense, as long as (C +K, D) [or (C +m0K, D) to be more general] is
an admissible pair. The profile function, however, given by ρ∞(⋅ − s(t)) is not time independent in general. It is not surprising, however, that
if s(t) converges as time goes to infinity then a true equilibrium (which is by definition stationary) emerges.

We present the following technical lemma to show that under the conditions of Theorem I.6 this is always the case.

Lemma III.3. Let 𝒜 and ℬ be d × d matrices such that (𝒜 +ℬ) is positively stable. Define the operator

ξ(t) ∶= e−𝒜t
− e−(𝒜+ℬ)t.

Then ξ(t) has a limit as t goes to infinity if and only if 𝒜 is almost-positively stable and in that case

lim
t→∞

ξ(t) = Pker𝒜.

Moreover, if we denote by
α := min{Re λ ∣ λ is an eigenvalue of 𝒜 +ℬ},
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and

β ∶=
⎧⎪⎪
⎨
⎪⎪⎩

min{Re λ ∣ λ ≠ 0 is an eigenvalue of 𝒜}, 𝒜 ≠ 0,

0, 𝒜 = 0.

Then for any x ∈ Rd

∣ξ(t)x − Pker𝒜x∣ ≤ c𝒜(1 + tn2)e−βt
∣(I − Pker𝒜)x∣ + c𝒜+ℬ(1 + tn1)e−αt

∣x∣, (25)

where c𝒜 > 0 and c𝒜+ℬ > 0 are explicit constants that depend only on 𝒜 and ℬ, and n1 and n2 are the maximal defect of all eigenvalues
associated to α and β respectively (n2 is defined to be zero when 𝒜 = 0).

Proof. To show the desired result, we start by considering single r × r Jordan block matrix of the form

J =

⎛
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

λ 1 0 . . . 0 0
0 λ 1 . . . 0 0
⋮ ⋮ ⋮ ⋮ ⋮ ⋮

0 0 0 . . . λ 1
0 0 0 . . . 0 λ

⎞
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

A well known result from the theory of ODEs states that we can find an explicit constant cJ such that24

∥e−Jt
∥ ≤ cJ(1 + tr

)e−λt.

The above implies that for any matrix 𝒞 with a Jordan form

𝒥 =
⎛
⎜
⎜
⎝

𝒥1 0 . . . 0
⋮ ⋮ ⋮ ⋮

0 0 . . . 𝒥 l

⎞
⎟
⎟
⎠

we have that
∥e−𝒞t

∥ ≤ cS∥e−𝒥t
∥ ≤ cS max

i=1,...,l
c𝒥 i
(1 + tri)e−λit (26)

where cS is a constant that depends on the similarity matrix taking 𝒞 to 𝒥.
We can thus conclude that, with the notation of the lemma, if 𝒜 +ℬ is a positively stable matrix then

∥e−(𝒜+ℬ)t∥ ≤ c𝒜+ℬ(1 + tn1)e−αt. (27)

Next we notice that the definition of Pker𝒜 (5), for an almost-positively stable matrix imply that

e−𝒜t
− Pker𝒜 = e−𝒜t

(I − Pker𝒜).

Consequently, if we consider the 𝒜−invariant space V ∶= span(I − Pker𝒜) on which 𝒜 is positively stable (see Remark I.5), we find that (26)
implies that for any x ∈ Rd

∥e−𝒜tx − Pker𝒜x∥ = ∥e−𝒜t
(I − Pker𝒜)x∥

≤ ∥e−𝒜t
∣V∥∣(I − Pker𝒜)x∣ ≤ c𝒜(1 + tn2)e−βt

∣(I − Pker𝒜)x∣.
(28)

Since
∣ξ(t)x − Pker𝒜x∣ ≤ ∣e−𝒜tx − Pker𝒜x∣ + ∣e−(𝒜+ℬ)tx∣

the desired inequality follows directly from (27) and (28). ◻

Remark III.4. Lemma III.3 and the conditions for Theorem I.6 guarantee that s(t), which is given by (8), will converge to s∞ = PkerCm1 as
time goes to infinity. Moreover, using the notations of Theorem I.6

∣s(t) − s∞∣ ≤ c(1 + tn2)e−νt
∣(I − Pker C)m1∣ + c(1 + tn1)e−μt

∣m1∣, (29)

for any appropriate explicit constant c > 0.
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It is worth to mention that s(t)may converge under less restrictive conditions than the ones imposed in Theorem I.6. For instance, if m1 = 0
then s(t) = 0 for all time regardless of C and K.

We are now ready to prove our main theorem.

Proof of Theorem I.6. We start by noticing that

ℋ(ρ(t)∣ρ∞(⋅ − s∞)) = ∫
Rd

ρ(x, t) log(
ρ(x, t)

ρ∞(x − s∞)
)dx

=ℋ(ρ(t)∣ρ∞(⋅ − s(t))) + ∫
Rd

ρ(x, t) log(
ρ∞(x − s(t))
ρ∞(x − s∞)

)dx.
(30)

Since
ρ∞(x − s(t))
ρ∞(x − s∞)

= e−
1
2 [(x−s(t))T𝒦(x−s(t))−(x−s∞)T𝒦(x−s∞)]

= e(s(t)−s∞)T𝒦xe−
1
2 [s(t)

T𝒦s(t)−sT
∞
𝒦s∞] = e(s(t)−s∞)T𝒦xe−

1
2 (s(t)−s∞)T𝒦(s(t)+s∞),

where we have used the fact that for any symmetric matrix 𝒜

(x − y)T𝒜(x + y) = xT𝒜x − yT𝒜y,

we conclude that
ℋ(ρ(t)∣ρ∞(⋅ − s∞)) =ℋ(ρ(t)∣ρ∞(⋅ − s(t)))

+ ∫
Rd
(s(t) − s∞)T𝒦xρ(x, t)dx

−
1
2
(s(t) − s∞)T𝒦(s(t) + s∞)∫

Rd
ρ(x, t)dx

=ℋ(ρ(t)∣ρ∞(⋅ − s(t))) + (s(t) − s∞)T𝒦e−Ctm1

−
1
2
(s(t) − s∞)T𝒦(s(t) + s∞)

(31)

where have used the conservation of (unit) mass and (16).
Consequently, using the fact that 𝒦 is positive definite and as such there exists κ > 0 such that 𝒦 ≤ κI, we find that

ℋ(ρ(t)∣ρ∞(⋅ − s∞)) ≤ℋ(ρ(t)∣ρ∞(⋅ − s(t)))

+
κ
2
∣s(t) − s∞∣(∣Pker Cm1∣ + ∣(e−Ct

− Pker C)m1∣)

+
κ
2
∣s(t) − s∞∣2 + κ∣s∞∣∣s(t) − s∞∣.

(32)

Using Theorem III.2, inequality (29), the facts that s∞ = PkerCm1 and

∣(e−Ct
− Pker C)m1∣ ≤ cC(1 + tn2)e−νt

∣(I − Pker C)m1∣

we find that
ℋ(ρ(t)∣ρ∞(⋅ − s∞)) ≤ cℋ(ρ0∣ρ∞)(1 + t2n1)e−2μt

+ c[(1 + tn2)e−νt
∣(I − Pker C)m1∣ + (1 + tn1)e−μt

∣m1∣]

[(1 + (1 + tn1)e−μt
)∣Pker Cm1∣ + (1 + tn2)e−νt

∣(I − Pker C)m1∣]

for an appropriate constant c > 0, which is the desired result. The proof is now complete. ◻

IV. FINAL REMARKS
While our main estimate, inequality (12), seems complicated, it gives us an easily computable and explicit rate of convergence to equi-

librium. It is clear from the proof of our theorems, that various additional conditions on the drift, interaction, and diffusion matrices will
allow us to refine our proofs and get better rates of convergence. For example, in the case K = 0 we find that s(t) = s∞ = 0 (as expected).
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Consequently, the rate of convergence to equilibrium, according to Theorem III.2, is given by (1 + t2n1)e−2 μt , which is a better rate than the
one we’ll get from (12).

We would like to emphasise that the method we presented here can deal with many degenerate cases, such as the case C = 0. In that case,
as long as the pair (K, D) is admissible, we find that

ℋ(ρ(t)∣ρ∞(⋅ − s∞)) ≤ cℋ(ρ0∣ρ∞)(1 + t2n1)e−2μt
+ c(1 + tn1)e−μt

∣m1∣.

This showcase the importance of the interaction term, governed by K, as in this instance a part of it takes the role of a drift which allows us to
attain an equilibrium.

Another point we would like to mention is that the identity

ℋ(ρ(t)∣ρ∞(⋅ − s∞)) =ℋ(ρ(t)∣ρ∞(⋅ − s(t)))

+ (s(t) − s∞)T𝒦e−Ctm1 −
1
2
(s(t) − s∞)T𝒦(s(t) + s∞),

which was shown in the proof of our main theorem, Theorem I.6, shows that the optimal rate of convergence to equilibrium is determined by
the profile convergence, ℋ(ρ0∣ρ∞)(1 + t2n1)e−2μt , and the optimal rate of convergence of s(t) to s∞. As

s(t) = (e−Ct
− e−(C+K)t

)m1,

we immediately see the significant impact of C and K, as well as the interplay between them, on the convergence. As an example we notice
that since

∣s(t) − s∞∣ ≤ c(1 + tn2)e−νt
∣(I − Pker C)m1∣ + c(1 + tn1)e−μt

∣m1∣,

when C is not positively stable (but is almost positively stable), the above will dominate the convergence to equilibrium.
We would like to note that the methodology presented in this worked relied heavily on the fact that the interaction kernel was of a

linear form, i.e., that k(x, y) = K(x − y). This allowed us to recast our McKean–Vlasov equation as a standard Fokker–Planck equation with
a “transportation” term. It is not clear to us if a more complicated interaction kernel will allow for similar manipulation which will result in
more general Fokker–Planck equation but it is a direction we intend to explore.

Lastly, we would like to mention that it would be interesting to investigate whether or not the result attained in this work can be achieved
via a process of mean field limit from the particle system associated to the McKean–Vlasov equation (1).
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APPENDIX: THE VERIFICATION OF OUR SOLUTION

In this short appendix we will show that the function

ρ(x, t) = f C+m0K,D
FP (x − s(t), t),

with f 𝒜,ℬ
FP defined as in (23) and s(t) defined in (8), is a solution to our McKean–Vlasov equation (1).
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Since
1

(2π det Q (t))
d
2
∫

Rd
xe−

1
2 (x−e−𝒜t y)TQ(t)−1

(x−e−𝒜t y)dx = e−𝒜ty

we have that
K∫

Rd
x f C+m0K,D

FP (x − s(t), t)dx = Ks(t)∫
Rd

f C+m0K,D
FP (x, t)dx

+K∫
Rd

x f C+m0K,D
FP (x, t)dx = Ks(t)∫

Rd
ρ0(y)dy +K∫

Rd
e−(C+m0K)tyρ0(y)dy

= m0Ks(t) +Ke−(C+m0K)tm1 = K(e−Ct
− e−(C+m0K)t

)m1

+Ke−(C+m0K)tm1 = Ke−Ctm1.

Consequently
K∫

Rd
(x − y) f C+m0K,D

FP (y − s(t), t)dy = m0Kx −Ke−Ctm1

and we find that ρ(x, t) satisfies

∂tρ(x, t) = ∂t f C+m0K,D
FP (y(x, t), t) −∇y f C+m0K,D

FP (y(x, t), t) ⋅
ds
dt
(t)

divy((C +m0K)y(x, t)ρ(x, t) +D∇xρ(x, t)) − (Ke−Ctm1 − (C +m0K)s(t))∇y f C+m0K,D
FP (y(x, t), t)

= divy(((C +m0K)y(x, t) − (Ke−Ctm1 − (C +m0K)s(t)))ρ(x, t) +D∇xρ(x, t))

= divy(((C +m0K)(y(x, t) + s(t)) −Ke−Ctm1)ρ(x, t) +D∇xρ(x, t))

= div(((C +m0K)x −Ke−Ctm1)ρ(x, t) +D∇xρ(x, t))

= div(Cxρ(x, t) + (m0Kx −Ke−Ctm1)ρ(x, t) +D∇xρ(x, t))

div(Cxρ(x, t) + (∫
Rd

K(x − y)ρ(y, t)dy)ρ(x, t) +D∇ρ(x, t)),

where we have used the notation y(x, t) = x − s(t). This shows the desired result.
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