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The development of demand plans involves the integration of demand forecasts, service-
level prerequisites, replenishment constraints, and revenue projections. However, em-
pirical evidence has brought to light that forecasters often fail to distinguish between
demand forecasts and demand plans. More specifically, forecasters frequently incor-
porate service-level requirements into their demand forecasts, even when explicitly
instructed not to do so. This study endeavors to investigate the potential moderating im-
pacts of product perishability and the presence of sales promotions on this phenomenon.
Our findings reveal that sales promotions can meaningfully moderate the influence of
service levels, since individuals tend to exhibit an elevated propensity for overforecasting
during promotional periods when service levels are high. Surprisingly, no compelling
evidence is found for the moderating effect of product perishability.

© 2024 The Author(s). Published by Elsevier B.V. on behalf of International Institute of
Forecasters. This is an open access article under the CC BY license

(http://creativecommons.org/licenses/by/4.0/).
1. Introduction and background

In a demand-driven supply chain, a ‘‘demand plan’’
erves as the foundation for most tactical and strategic
upply chain decisions. The demand plan encompasses
1) demand forecasts, (2) service-level requirements and
eplenishment constraints, and (3) revenue projections.
mong these, demand forecasts hold particular signif-
cance. Demand forecasts are prepared by forecasters
ho gather information about the market (sales his-
ory and trends as well as contextual information such
s the type/scale of sales promotions) to prepare their
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best sales prediction, which is a probability distribution
that illustrates the possible sales scenarios (Goodwin &
Fildes, 1999; Sanders & Ritzman, 1992). Subsequently,
the demand forecast serves as an essential component
for the demand planning process, which enables the re-
lease of the forecast to further planning and execution
activities such as master planning, purchasing, allocation
planning, and collaborative planning (Fahimnia, Pour-
nader, Siemsen, Bendoly, & Wang, 2019). Importantly,
forecasters rely primarily on historical data (i.e., previous
sales, promotional data, and information related to special
events and market dynamics) to develop demand fore-
casts, while demand planners consider a range of other
factors (i.e., service-level requirements, product perisha-
bility, inventory obsolescence, and storage and shipping
constraints) to prepare their demand plan.

The process of generating demand forecasts often em-
ploys statistical forecasting methods, primarily relying on
ring in demand forecasting: The moderating impact of retail promotions
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historical data extrapolation. However, forecasters sup-
plement these statistical tools with their expertise and
intuition to incorporate the impact of contextual factors.
These contextual factors relate to any event that could
potentially prompt sudden fluctuations in demand, such
as internal/external interruptions or competitors’ actions
(Abolghasemi, Hurley, Eshragh, & Fahimnia, 2020). This
human intervention in the forecasting process is com-
monly referred to as ‘‘judgmental forecast adjustments’’.
The judgment of the forecaster plays a crucial role in the
forecasting process. Evidence shows that the rate at which
forecasters adjust statistical forecasts at the SKU level can
vary significantly across different contexts. While Franses
and Legerstee (2009) reported adjustment rates around
90% in a pharmaceutical company, more recent studies
suggest a broader range and provide more detailed in-
sights. For instance, Fildes, Goodwin, and De Baets (2023)
found that over 56% of forecasts were adjusted upwards,
indicating a tendency towards positive adjustments de-
pending on the dataset and industry. Many companies
even employ a specific type of decision support system,
namely, a forecasting support system (FSS), which com-
bines a statistical forecasting approach with judgment
from forecasters within the organization (Fildes, Goodwin,
& Lawrence, 2006). In fact, managers may have access
to information (e.g., potential promotional campaigns or
competitor performance information) that is challenging
to incorporate into a statistical model (Trapero, Pedre-
gal, Fildes, & Kourentzes, 2013). Consequently, through
judgmental adjustments, this type of information can be
incorporated into the statistical model, which can en-
hance forecasting accuracy. Improvements in bias due to
adjustments range from 37.5% to 77.5%, and improve-
ments in forecast value added (FVA) range from 16.5% to
84.4% across different datasets (Fildes et al., 2023). These
observations align with the findings of previous stud-
ies (Fildes & Goodwin, 2021; Fildes, Goodwin, Lawrence,
& Nikolopoulos, 2009; Syntetos, Nikolopoulos, & Boylan,
2010).

Our years of interactions with forecasters in the fast-
moving consumer goods (FMCG) industry have revealed
the pivotal role played by human judgment in forecasting,
even when statistical forecasting tools are available. Sur-
vey results corroborate these observations, underscoring
the importance of judgmental forecasting in various in-
dustry contexts (Diermann & Huchzermeier, 2017; Hofer,
Eisl, & Mayr, 2015; Klassen & Flores, 2001; Sanders &
Manrodt, 1994, 2003). Previous studies have reinforced
the effectiveness of judgmentally made or judgmentally
adjusted forecasts when individuals are adequately in-
formed and/or trained (Alvarado-Valencia, Barrero, Önkal,
& Dennerlein, 2017; Arvan, Fahimnia, Reisi, & Siemsen,
2018; Brau, Aloysius, & Siemsen, 2023; Harvey & Reimers,
2013; Ibrahim, Kim, & Tong, 2021; Seifert, Siemsen, Ha-
dida, & Eisingerich, 2015).

In applying judgment, it is essential for forecasters
to differentiate between useful and irrelevant informa-
tion. One piece of information that has been shown to
unduly influence the forecasters is target service levels.

While demand forecasts should solely consider contextual
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information, such as promotions and special events, in-
formation related to service levels should be disregarded.
Yet there is compelling evidence of a hidden anchor
effect pertaining to service-level consideration in judg-
mental forecasting. Fahimnia, Arvan, Tan, and Siemsen
(2023) demonstrated that demand forecasters evidently
do account for service levels in their predictions, even
when they are clearly instructed to focus on the most
likely value of demand and incentivized to minimize the
forecast error. In a series of laboratory experiments, the
authors established that this anchoring effect is driven
particularly by service-level information, and not some
other anchor.

Another critical factor in forecasting is the influence
of promotional activities, which add complexity by chal-
lenging forecasters to manage many variables, often with
limited data. This complexity underscores the necessity
of discerning essential information, especially when bal-
ancing service-level objectives with promotional activi-
ties (Fildes, Ma, & Kolassa, 2022). We contend that the
consideration of service-level targets may be even more
pronounced during promotional periods. Promotions are
not always profitable, and in fact evidence from the FMCG
industry indicates a significant increase in stockout rates
during promotional periods (ECR Australia, 2010). Conse-
quently, demand planners understandably take service-
level information more seriously during promotional pe-
riods. Forecasters often ignore service-level targets, as
their main focus is on the accuracy of forecasts rather
than maintaining these levels (Oliva &Watson, 2011). This
tendency is even more pronounced during promotional
periods when the benefits of promotional information
for forecasting accuracy (Lei et al., 2023; Ma & Fildes,
2021; Ma, Fildes, & Huang, 2016) lead them to further
overlook service-level targets. Our extensive experience
collaborating with forecasters in the FMCG industry does
not align with this perspective. We argue that the service-
level anchor reported by Fahimnia et al. (2023) would be
even more pronounced during promotional periods.

Accurate forecasting is especially crucial for businesses
selling products with limited shelf lives, as inaccuracies
can lead to environmental damage and financial losses
from disposing of unsold goods (Eiglsperger et al., 2024;
Huber, Gossmann, & Stuckenschmidt, 2017). FMCGs in-
clude perishable items that deteriorate quickly or have
an expiration date. Maintaining a high service level for
these products often results in excessive inventory left-
overs when sales are overestimated (Van Donselaar, Pe-
ters, Jong, & Broekmeulen, 2016). In this respect, we also
argue that product perishability may play a moderating
role in factoring service-level information in demand fore-
casting. Forecasters tend to overforecast when informed
about high service levels, yet overforecasting perishable
products prompts waste and sales markdowns. Given that
waste considerations are paramount in inventory deci-
sions, forecasters may be similarly influenced by prod-
uct perishability information when making judgmental
forecasts (Sanders & Ritzman, 2001a). There is a dearth
of evidence in the existing literature on whether prod-
uct perishability can impact the overforecasting behavior

induced by high service-level targets.
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Our aim in this paper is to contribute to this liter-
ature by investigating whether the established impact
of service-level targets on demand forecasts (Fahimnia
et al., 2023) is moderated by sales promotions and prod-
uct perishability information. The primary questions we
wish to address in this paper are as follows: (1) To what
extent does the presence of sales promotions moderate
the impact of service-level considerations in demand fore-
casting? (2) To what extent does product perishability
moderate the impact of service-level considerations in
demand forecasting?

To address these questions, we designed a laboratory
experiment that mimics the demand forecasting
process in two large FMCG companies in Australia. Empir-
ical data related to sales history and promotional events
were gathered from these companies. The data were
manipulated to produce a unique time series (statistically
replicable) for each subject. We collected data from 313
subjects who were fresh graduates (less than 15%) and
experienced forecasters (over 85%) in Australia and the
Netherlands.

2. Literature and hypothesis development

The target service level acts as a crucial bridge be-
tween forecasts and order quantities. Particularly when
facing uncertain demand, maintaining an adequate ser-
vice level is a primary concern for managers and planners.
To achieve this, managers can determine and implement
an optimal inventory strategy, such as holding safety
stock, supported by accurate demand forecasts. Accurate
forecasting is especially critical for addressing newsboy
problems, which involve determining the optimal inven-
tory level for perishable products with uncertain demand
in a single production or procurement setting. Managers
can reduce the risk of overstocking or inventory short-
ages by developing forecasting models tailored to specific
problems (Artto & Pylkkänen, 1999) or by implementing
schemes for updating forecasts (Lee, 2008; Tiwari, Patil, &
Shah, 2011). These approaches help in meeting the target
customer service level (Syntetos, Boylan, & Disney, 2009).
Inventory and order managers, therefore, combine de-
mand forecasts with the target service levels to determine
optimal order quantities. In practice, this process often
requires addressing various challenges and complexities.

In demand-driven supply chains, sales and operations
planning (S&OP) serves as the central organizational
mechanism for integrated planning (tactical and strate-
gic supply-chain decision making), integrating decision
making with demand forecasts. In the S&OP literature,
accurate forecasting is identified as a crucial component
for facilitating integrated planning (Ivert & Jonsson, 2010;
Kaipia, Holmström, Småros, & Rajala, 2017; Nakano, 2009;
Oliva & Watson, 2011). S&OP teams deal with devel-
oping an aggregate plan aimed at meeting forecasted
demand by adjusting production rates, inventory levels,
labor levels, and other controllable variables, in accor-
3

dance with the target customer service level (DuHad-
way & Dreyfus, 2017; Heizer, Render, & Munson, 2017).
Though forecasting and planning are both future-oriented
decision-making processes, forecasting focuses on accu-
racy (Alvarado-Valencia & Barrero, 2014), while planning
takes a more comprehensive approach, considering var-
ious factors, constraints, and limitations to ensure ef-
fectiveness (Hogarth & Makridakis, 1981). Service-level
consideration falls within the realm of planning rather
than forecasting (Sodero, 2022). In other words, service
levels should be incorporated during the planning stage
within S&OP, leaving the forecasting stage unaffected by
service-level information.

Human intervention in forecasting (known as judg-
mental forecasting or judgmental forecast adjustment)
comes with personal biases (Harvey & Fischer, 1997;
Önkal, Goodwin, Thomson, Gönül, & Pollock, 2009).
Anchoring (Tversky & Kahneman, 1974), wishful thinking
(Morlock, 1967), illusions of control (Langer, 1975), and
hindsight bias (Fischhoff, 1975) are examples of these
biases. Judgmental adjustments are typically employed
when contextual information, such as expected reactions
from competitors, is challenging to incorporate into the
statistical forecast (Perera, Hurley, Fahimnia, & Reisi,
2019). Research confirms the effectiveness of human
intervention in forecasting (Alvarado-Valencia & Barrero,
2014; Alvarado-Valencia et al., 2017; Arvan et al., 2018;
Broeke, Baets, Vereecke, & Baecke, 2019; De Baets &
Harvey, 2020a, 2020b, 2020c, 2020d; Fildes & Goodwin,
2007, 2021; Harvey & Reimers, 2013; McCarthy, Davis,
Golicic, & Mentzer, 2006; Perera et al., 2019; Seifert et al.,
2015; Syntetos et al., 2010).

For example, in their survey of 149 forecasters, Fildes
and Goodwin (2007) demonstrated that only 25% of fore-
casts rely exclusively on statistical methods, and that
it is common for forecasters to make subjective adjust-
ments to quantitative forecasts. Furthermore, their results
highlight the significance of judgment in forecasting, evi-
denced by the majority of respondents acknowledging its
importance, and 34% emphasizing that judgment is cru-
cial. A synthesis of existing surveys summarized by Srogi-
nis, Fildes, and Kourentzes (2023) showed that around
40% of responses indicate the use of judgmentally ad-
justed statistical forecasts, confirming the ongoing impor-
tance of combining statistical methods with contextual
insights. Alvarado-Valencia and Barrero (2014) conceptu-
alized research on judgmental forecasting and concluded
that the use of heuristics and the reliance on computer-
generated suggestions are key human behaviors influ-
encing the forecasting task. Broeke et al. (2019) studied
the variability of judgmental forecast adjustments across
different time horizons and their influence on forecast ac-
curacy. They discovered that adjustments made closer to
the sales point tend to increase in size and positivity, but
these changes do not consistently enhance forecast accu-
racy. Their findings highlight the context-specific nature
of the effectiveness of such adjustments. Fildes, Goodwin,
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Önkal, and Thomson (2009) conducted an empirical in-
vestigation into the effects of judgmental adjustments on
computer-generated forecasts within supply chain plan-
ning across four companies. They analyzed over 60,000
forecasts and found that larger adjustments generally lead
to improvements in accuracy, while smaller adjustments
usually result in diminishedaccuracy. Similarly, Syntetos
et al. (2010) investigated the effects of judgmental ad-
justments on statistical forecasts, focusing on their impact
within inventory forecasting. Their study, which utilized
data from the pharmaceutical industry, demonstrated that
such adjustments not only improve forecast accuracy but
also significantly influence stock levels and service levels.

The primary objective in demand forecasting revolves
around minimizing error, and as such, all units of fore-
cast error should appear the same to a forecaster. How-
ever, it has been shown that forecasters inadvertently use
loss functions to compare the cost of underforecasting
with the cost of overforecasting, particularly when influ-
enced by service-level information. Empirical studies by
Fildes and Goodwin (2007) revealed that the majority of
forecasters (63.9%) consider underforecasting to be more
costly. Separately, Fildes (2006) found that forecasters
overforecast demand by an average of 24.7%.

Fahimnia et al. (2023) demonstrated that service levels
act as implicit anchors in demand forecasting. They are
not explicit anchors because service levels are expressed
as percentages whereas forecasts tend to be in units of
product. They act as implicit anchors because they may
lead forecasters to consider a portion of the probability
distribution different from the mean or the median; point
forecasts may thus not represent the median of a distri-
bution but may become upward- or downward-biased,
depending on the target service level. A service-level tar-
get1 above 50% anchors decision makers in an area of the
underlying demand distribution higher than the median.
Service levels in the FMCG context are well above 50%.
In our experiment, we considered a Type I service-level
target of 98.5% as a ‘‘high service-level target’’.2 The low-
est service level we have observed in this industry is 85%;
therefore, we refer to a service-level target of 85% as a
‘‘lower service-level target’’ or ‘‘service-level target that
is perceived as low’’ in the FMCG industry. This definition
and distribution between high and low service levels is
essential in our study given that we used experienced
forecasters and supply chain practitioners as participants
in our experiments. This is not how high and low service
levels were defined by Fahimnia et al. (2023). With this
background, we hypothesize:

H1 A. A high service-level target creates overforecasting
bias.

H1B. The higher the service-level target, the more pro-
nounced the overforecasting bias.

Service-level information has the potential to play a
more significant role during promotional periods. The

1 Note that we focus on Type I service levels in our research because
this is a commonly applied concept in the context of FMCG.
2 This is the service-level requirement used by the retailers from

whom we collected the data for our experiments.
4

impact of promotions has also been extensively studied
in the forecasting literature (De Baets & Harvey, 2018;
Fildes, Goodwin, Önkal, & Lawrence, 2019; Hewage, Per-
era, & De Baets, 2022; Ma et al., 2016; Sroginis et al.,
2023; Trapero, Kourentzes, & Fildes, 2015). Trapero et al.
(2015), for instance, proposed a forecasting model utiliz-
ing principal component analysisto efficiently handle pro-
motional challenges in demand forecasting. This model
outperformed traditional expert and statistical forecasts
by accurately predicting sales for products with limited
history through data pooling. Trapero et al. (2013) exam-
ined the accuracy of managerial adjustments to forecast
during promotions, using data from a manufacturing com-
pany. They observed that while judgmental adjustments
have the potential to enhance forecast accuracy during
promotions, the magnitude of these adjustments is fre-
quently too large, negatively affecting the overall accu-
racy. De Baets and Harvey (2020a) investigated the effec-
tiveness of various forecasting support strategies in the
context of time series affected by sporadic promotions.
In contrast to Trapero et al. (2013), they found that un-
derforecasting during promotions and overforecasting in
normal periods are prevalent, regardless of the forecasting
method. Notably, the study also found that providing
forecasters with optimal statistical forecasts which fully
incorporate promotional effects significantly enhances ac-
curacy by almost eliminating biases and reducing random
error by 20%.

Sroginis et al. (2023) explored the role of human judg-
ment in adjusting promotional forecasts, focusing on the
utilization of contextual and model-based information.
Their findings show that forecasters often rely on model-
based benchmarks, such as recent promotional uplifts and
current statistical forecasts, sometimes ignoring impor-
tant contextual information about past promotions. The
study further revealed that when working with promo-
tional forecasting models, forecasters often misinterpret
information, leading to excessive adjustments and re-
duced accuracy. Fildes et al. (2019) studied the challenges
of forecasting sales promotions within supply chains, em-
phasizing the complexity of adjusting baseline forecasts
with judgmental inputs. The study found that giving fore-
casters promotional information with unclear value can
harm forecast accuracy, indicating a need to redesign
forecasting systems to only include clear, relevant infor-
mation to enhance accuracy.

Promotions are an important part of the marketing mix
in the FMCG industry (Hewage et al., 2022), as a con-
siderable portion of sales occur during cyclic promotions.
Even for medium-size enterprises, the costs associated
with unmet service levels during promotions can amount
to millions of dollars (Craig, Dehoratius, & Raman, 2013).
Nonetheless, promotions are not always profitable, with
only about 18% of promotions falling into that category
(Srinivasan, Pauwels, Hanssens, & Dekimpe, 2004). A sur-
vey of the FMCG industry carried out by Efficient Con-
sumer Response Australasia (ECRA) reported that stockout
rates significantly surge in promotional periods, making
promotions less profitable than they are perceived to be

(ECR Australia, 2010). Although maintaining service levels
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in promotions is a logical consideration in demand plan-
ning and S&OP, a forecaster who is repeatedly exposed
to this information may naturally place greater emphasis
on target service levels during promotional periods (while
service-level information should be entirely ignored re-
gardless of promotions). We develop our next hypothesis
on this basis:

H2. Service-level targets influence forecasts more strongly
during promotional periods than regular periods.

Forecasting for perishable products, particularly in the
food industry, introduces additional complexities (Per-
era et al., 2019). Studies focusing on product perisha-
bility in the field of forecasting research are relatively
rare (Fildes et al., 2022). Van Donselaar et al. (2016)
examined the effect of relative price discounts on the
sales of perishable products during promotional periods
and found that consumer responses to promotions vary
significantly, due to differing shelf lives. Khosrowabadi,
Hoberg, and Imdahl (2022) discovered that adjustments
to AI-generated demand forecasts are common for per-
ishable products, especially during promotions or unusual
weather conditions. While large positive adjustments of-
ten lack accuracy, large negative adjustments generally
improve it. Surprisingly, planners do not, on average,
enhance forecast accuracy through their adjustments. Un-
derforecasting risks lost sales and reputational damage,
while overforecasting prompts waste and sales mark-
downs. Food manufacturers and retailers have grappled
with the consequences, as food waste remains a major
concern in supply chains, with an estimated 50% of all
food produced being wasted before and after reaching
the consumer (Lundqvist, De Fraiture, & Molden, 2008).
Food chain experts attribute a substantial portion of this
waste to forecasting and planning inadequacies (Mena,
Adenso-Diaz, & Yurt, 2011), a hot discussion topic in
the media and in executive publications/seminars/forums.
Waste consideration is imperative in the classic newsven-
dor problem (Petruzzi, 1999) where optimal inventory
decisions depend on waste generation, lost sales, hold-
ing costs, and capacity constraints (Qin, Wang, Vakharia,
Chen, & Seref, 2011).

Given the significant implications of perishability for
organizations, especially food producers, forecasters are
likely influenced by product perishability when making
judgmental forecasts. This influence can counteract the
overforecasting behavior induced by high service-level
targets (see Sanders & Ritzman, 2001b). Therefore, we
hypothesize:

H3. High service-level targets lead to less overforecasting
for perishable products.

Section 3 presents the design of our laboratory experi-
ment, which will be employed in Section 4 to collect data
and test these hypotheses.

3. Experimental design

One major strength of experimental research is its abil-
ity to facilitate observations in simplified, controlled con-
ditions, as opposed to the complexity of natural settings.
Despite criticisms about its limited ability to generalize
to real-world contexts (i.e., having external validity; Thye
5

(2014)) or to reveal all aspects of the behavior (Franses,
2013), empirical studies (e.g., Dipboye & Flanagan, 1979;
Locke, 1986) have shown that experimental results can
indeed be broadly applicable. Controlled laboratory ex-
periments are the most common research approach in the
literature on judgmental forecasting (Arvan et al., 2018;
Bendoly, Donohue, & Schultz, 2006). An important aspect
of our experiment is that we used a mix of students
(15%) and experienced forecasters (85%) from the FMCG
industry as participants.

The experiment was devised in partnership with prac-
titioners who have daily engagement in forecasting tasks.
They reviewed and refined the task description, time se-
ries formatting, and other aspects through multiple iter-
ations before the actual experimental began. During our
preliminary tests (prior to each experiment), we explicitly
informed the participants that they would be engaging
in a demand forecasting task. We emphasized the need
to disregard all external factors typically considered in
demand planning tasks. These test runs provided an op-
portunity for participants to pose questions and gain clar-
ity on the task at hand before the commencement of the
actual experiment.

The experiment began by providing all subjects with
general information about the case industry and their
role as forecasters. The difference between demand fore-
casting and demand planning and supply-chain decision
making was explicitly reinforced in the task description
(Fig. A.1 in Appendix A illustrates an example of the task
description). More precisely, all subjects were adequately
notified—through written and verbal instructions—that
their forecasts should reflect only the most likely value
for product demand in the forthcoming week based on
the historical sales data and possible sales promotions,
and that their rewards will depend on the accuracy of
their forecasts. They were also told that their forecasts
would then be forwarded to other departments where
additional factors—including internal/external constraints
and requirements—would be taken into consideration to
make related supply chain decisions.

Each subject was assigned to one of six treatment
groups (Fig. 1). In Treatment 1 (T1) and Treatment 2 (T2),
no service level information is revealed to the subjects,
and the forecasts were made for a nonperishable product
(shelf life of 9 months in T1) and a perishable product
(shelf life of 1 day in T2). Treatment 3 (T3) aimed to
test the impact of high service level (testing H1A). In
this treatment, forecasts were made for a nonperishable
product, and the subjects were informed about a high
service level of 98.5%. In Treatment 4 (T4), the forecasts
were still for a nonperishable product, but the subjects
were informed of a lower service level requirement of
85% (testing H1B). Finally, Treatments 5 (T5) and 5 (T6)
were characterized by forecasting for a highly perishable
product (testing H3) in which the service level was either
igh (T5) or low (T6).
A total of 368 subjects prepared four forecasts each

Table 1). For each forecast, a subject was provided with
0 weeks of sales data with both normal and promo-
ional weeks. The promotional weeks were highlighted
s ‘‘Promo’’. The subjects were asked to provide their
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Fig. 1. Overview of treatment design.
Table 1
Initial statistics of the number of subjects and their overall performance.
Treatment No. of subjects Percentage forecast bias MAPE

Mean Median Mean Median

Treatment 1
(no SL,
nonperishable)

60 Nonpromotional
period

−0.3% −0.6% 5.45% 4.60%

Promotional
period

−1.2% −0.2% 3.52% 2.95%

Treatment 2
(no SL,
perishable)

55 Nonpromotional
period

−0.7% −0.7% 4.47% 3.47%

Promotional
period

−4.6% −5.9% 7.41% 7.24%

Treatment 3
(high SL,
nonperishable)

63 Nonpromotional
period

+3.4% +1.9% 6.21% 4.29%

Promotional
period

+7.2% +7.2% 7.72% 7.35%

Treatment 4
(lower SL,
nonperishable)

62 Nonpromotional
period

−3.9% −4.7% 6.44% 5.88%

Promotional
period

−2.9% −2.9% 4.20% 3.75%

Treatment 5
(high SL,
perishable)

63 Nonpromotional
period

+5.1% +4.7% 5.69% 5.02%

Promotional
period

+5.9% +5.7% 7.64% 6.51%

Treatment 6
(lower SL,
perishable)

65 Nonpromotional
period

+2.0% +1.4% 5.27% 4.41%

Promotional
period

−5.4% −7.0% 9.93% 9.36%
forecasts for week 31 and instructed to base their forecast
solely on historical data and potential sales promotions.
In two out of four attempts, the subjects forecast for a
promotional period (testing H2). That is, for half of their
6

forecasting tasks, participants were specifically predicting
sales outcomes for a week marked by promotional ac-
tivities. Subjects were told they could assume that the
impacts of promotions on sales are independent from
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each other. Additional information, tailored specifically
to each treatment group, about product shelf life and
retailers’ service levels was provided to the forecasters.

The experiment started with a set of questions to col-
lect demographic information from the subjects related to
their gender (male: 60%; female: 40%), age (18–25 years:
22%; 26–30 years: 34%; 31–35 years: 33%; 36–45 years:
10%; 46–55 years: 1%), qualifications (postgraduate: 49%;
bachelor/honors: 43%; other: 8%), forecasting experience
(1–2 years: 28%; 2–5 years: 28%; 5–10 years: 7%; less
than 1 year: 18%; more than 10 years: 5%; no experience:
14%), and related work experience (1–2 years: 25%; 2–
5 years: 14%; 5–10 years: 7%; less than 1 year: 18%;
more than 10 years: 13%; no experience: 23%). At the
end of the experiment, the subjects were asked to state
the factors they considered when making the forecasts.
The options consisted of (1) historical sales data, (2) past
promotional information, (3) upcoming promotions, (4)
product shelf life, (5) retailer service level, (6) seasonality
in the past sales, (7) trends in the past sales, (8) noise
(sudden fluctuations) in the past sales, and (9) personal
industry insights.

For each forecast, a subject received a unique historical
sales dataset. We used real data from two huge food and
beverage companies to generate the historical sales data.
The sales data and promotional information for the non-
perishable product (nine-month shelf life) were obtained
from a large beverage company. Data for the perishable
product (one-day shelf life) were obtained from a large
bread manufacturing company. The characteristics of the
real datasets were replicated in all sales data. Such param-
eters as noise, frequency of promotions, and the impact of
promotions on sales uplift were estimated to replicate the
real data characteristics. Therefore, each subject received
four unique datasets to produce four forecasts (two pro-
motional and two nonpromotional weeks). Below are the
equations used to produce the required datasets (Kremer,
Moritz, & Siemsen, 2011):

St = µt + ϵ + xt (β + δ) (1)

µt = µt−1 (2)

S.t. :

N∑
t

xt = f (3)

In Eq. (1), St and xt represent sales in week t and
the binary promotion variable in week t , respectively. ϵ
and δ are normally distributed independent random vari-
ables with zero mean, resembling random noise affecting
demand and promotions, respectively. The promotional
impact is shown by β . Eq. (2) calculates the seed for
generating random sales figures. The constraint ensures
that only f promotions happen in the entire forecasting
horizon, where f has a Poisson distribution. All parame-
ters in Eqs. (1), (2), and (3) were estimated from the real
sales data.

The normative benchmark forecast is used as a base-
line to evaluate the effectiveness of judgmentally ad-
justed forecasts. Comparing the adjusted forecasts to this
benchmark allows us to assess whether the adjustments
improve forecast accuracy. To encourage their efforts, we
gave monetary incentives to all subjects. All participants

received a show-up fee of $5 as well as an additional

7

payment of up to $10 depending on the accuracy of their
forecasts (total payments between $5 and $15). The mean
absolute percentage error (MAPE) was used to assess the
accuracy of the forecasts (Broeke et al., 2019; Fildes &
Goodwin, 2007; Fildes, Goodwin, Lawrence, & Nikolopou-
los, 2009; McCarthy et al., 2006). The MAPE was calcu-
lated using Eq. (4), where FN

t and Ft are the normative
benchmark forecast and the judgmentally adjusted fore-
cast, respectively, for period t , and n is the total number
of forecasts:

MAPE = 100

∑
t

⏐⏐⏐ FNt −Ft
FNt

⏐⏐⏐
n

(4)

The normative benchmark forecast (FN
t ) that we used

is the average of historical data from previous nonpromo-
tional periods (i.e., the series presented to each subject).
For the forecasts in promotional periods, we adjusted
this benchmark by adding the population mean of the
uplift factor used, in order to reduce noise in the outcome
metric (see Fahimnia et al., 2023). Calculating forecasting
performance using this approach in behavioral experi-
ments with stationary data is common (e.g., Cerqueira,
Torgo, & Mozetič, 2020; Lee & Siemsen, 2016). Our analy-
ses and results remained consistent regardless of whether
errors were calculated as deviations from actuals or de-
viations from the normative benchmark. This approach
ensures that our analysis adheres to established methods
and maintains consistency.

4. Analysis

4.1. Data collection and initial statistics

The data for testing our hypotheses were collected in
15 experimental sessions consisting of three sessions for
each of the five treatments. As stated above, each subject
made four forecasts (two for a promotional period, and
two for a nonpromotional period). To ensure the robust-
ness of our statistical analysis, we systematically identi-
fied and excluded outliers from our dataset. Outliers were
defined based on the interquartile range (IQR) method.
Specifically, data points below the first quartile (Q1) mi-
nus 1.5 times the IQR or above the third quartile (Q3)
plus 1.5 times the IQR were considered outliers and re-
moved. Table 1 presents the number of subjects and their
overall performance. For example, 60 subjects completed
Treatment 1, generating 240 data points (120 each for
nonpromotional and promotional periods). Additionally,
a more detailed analysis that disaggregates performance
metrics such as the MAPE and percentage forecast bias
for individual subjects can be found in Appendix B, under
Fig. B.1.

Statistical forecast bias is defined as the degree, on
average, by which a forecast deviates from the actual sales
point. Various metrics have been introduced to statisti-
cally measure the forecast bias. We adopted the metric
introduced by Petropoulos, Fildes, and Goodwin (2016),
which calculates the relative deviation from the norma-

N
tive benchmark forecast (Ft ) detailed in Section 3. The



ARTICLE IN PRESS
B. Fahimnia, T. Tan and N. Tahirov International Journal of Forecasting xxx (xxxx) xxx

b
d
a

4

p
f
t
i

Fig. 2. Percentage forecast bias at various service levels.
percentage forecast bias was calculated using Eq. (5), un-
der the assumption that FN

t > 0. This measure is scale-
free and easy to interpret. A percentage bias of 0% means
there is no deviation from the normative benchmark fore-
cast. Negative and positive numbers imply underforecast-
ing and overforecasting, respectively.

Percentage forecast bias = 100(
Ft
FN
t

− 1)% (5)

We depict in Fig. 2 the percentage forecast bias at
various service levels in the presence and absence of
promotions. Service-level requirements significantly af-
fect the forecast bias (when other factors are averaged
out); see Fahimnia et al. (2023) for empirical support.
This effect is significant, as supported by the ANOVA test
presented in Table 2. Furthermore, promotions are also
shown to have a significant influence on forecast bias.
Additionally, a separate ANOVA test analyzing forecast
accuracy is shown in Table 3, further underscoring the
influence of promotions on forecast outcomes. The inter-
action effect between the service level and promotions
is also significant in both analyses. Although perishability
information alone does not lead to a significant impact on
forecast bias, the interactions between ‘‘service level and
perishability’’ and ‘‘promotions and perishability’’ do have
significant impact on both forecast bias and accuracy.
Note that to ensure the independence of observations,
we averaged the two promotional and nonpromotional
forecasts for each subject, which resulted in two indepen-
dent observations per subject. Degrees of freedom (df1:
etween-subject degrees of freedom; df2: within-subject
egrees of freedom) for the repeated-measures ANOVA
re indicated in Tables 2 and 3.

.2. Hypothesis testing

The following section presents the results of our hy-
othesis testing, specifically analyzing the impact on the
orecast bias using t-tests. The overall findings, including
-ratios and p-values from these tests, are summarized
n Table 4. The table outlines how service levels, sales
8

promotions, and product perishability influence forecast
bias, detailing the effects and interactions among these
key factors.

Comparing the forecast bias in high service level treat-
ments with no service level treatments (i.e., T3 vs. T1,
and T5 vs. T2), we found that revealing a high service
level requirement to the subjects resulted in a highly
significant forecast bias: A high service level requirement
results in overforecasting. Accordingly, H1A is supported.

Comparing the forecast bias in treatments with lower
service levels to no service level treatments (i.e., T4 vs.
T1 and T6 vs. T2) indicates that a service level of 85%
has an insignificant impact on forecast bias. Because most
retailers perceive a service level of 85% as (very) low, we
found it no surprise that it triggers no overforecasting.
Nevertheless, this result supports H1B because only the
higher service level is associated with overforecasting
bias.

The forecast bias comparison between forecasting for
promotional and nonpromotional weeks in T3 and T4
shows that the presence of sales promotions moderates
the effect of service level information on forecast bias:
When the service level is high (T3), the subjects are more
biased toward overforecasting when forecasting for pro-
motional weeks. In contrast, when the service level is low
(T4), there is more of a tendency to underforecasting in
the promotional weeks, as plotted in Fig. 3. Accordingly,
H2 is supported.

The results do not confirm the moderating impact of
product perishability on service-level consideration. The
significant forecast bias caused by high service-level re-
quirements remained statistically unchanged when the
product shelf life was changed from nine months to one
day, as plotted in Fig. 4. When the product shelf life was
changed in the low service-level scenario, the changes in
the percentage forecast bias were not meaningful either.
Accordingly, H3 is not supported.

Our analysis of the demographic data collected from
all subjects before the experiment found no connection
between qualifications (i.e., last obtained degree) and av-
erage forecast bias, but there was a slight moderation
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Table 2
ANOVA test results for percentage forecast bias (over- vs. underforecasting).
Factor df1 df2 F p-value

Service level 2 355 97.03 <.0001∗∗∗

Perishability 1 355 0.00 0.99
Promotions 2 355 10.56 0.001∗∗

Service level: Perishability 1 355 3.16 0.04∗

Service level: Promotions 2 355 20.55 <.0.0001∗∗∗

Perishability: Promotions 1 355 39.14 <.0.0001∗∗∗

Service level: Perishability: Promotions 2 355 3.94 0.02

*p ≤ 0.05; ** p ≤ 0.01, ***p ≤ 0.001.
Table 3
ANOVA test results for forecast accuracy (MAPE).
Factor df1 df2 F p-value

Service level 2 355 8.77 0.0002∗∗∗

Perishability 1 355 12.57 0.0004∗∗∗

Promotions 2 355 12.38 0.0005∗∗∗

Service level: Perishability 1 355 5.49 0.004∗∗

Service level: Promotions 2 355 1.10 0.33
Perishability: Promotions 1 355 47.11 <.0001∗∗∗

Service level: Perishability: Promotions 2 355 11.03 <.0001∗∗∗

*p ≤ 0.05; ** p ≤ 0.01, ***p ≤ 0.001.
Table 4
Outcomes of statistical tests to examine the developed hypotheses.
impact on service-level consideration (F = 2.72, p-value
0.07). Nevertheless, we noticed a significant difference

etween undergraduate and postgraduate degree holders
n consideration of a high service level: Subjects with
ndergraduate degrees did not overforecast as much as
hose with postgraduate degrees (t-ratio = −2.59, p-value

0.01). This is supported by research in the existing
iterature showing that formal education has a negative
ffect on forecasting performance, or is, at best, a non-
ontributor (Šindelář, 2016). Related industry experience
lso has a moderating impact on service-level considera-

ion. Junior forecasters (1–5 years of industry experience)

9

are more biased in demand forecasting than inexperi-
enced subjects. However, we also noted that subjects
with more substantial industry experience (5+ years) per-
formed comparably to fresh graduates (t-ratio = −1.773,
p-value = 0.3910).

4.3. Discussion

In this paper, we extended the study of Fahimnia
et al. (2023) to further explore the extent to which de-
mand forecasters take service-level requirements into ac-
count when developing their base forecasts. Our findings

reaffirm the anchoring effect of service-level information
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Fig. 3. Impact of promotions on percentage forecast bias at various service levels.
Fig. 4. Impact of product perishability on percentage forecast bias at various service levels.
nitially identified by Fahimnia et al. (2023). Despite ex-
licit instructions, the forecasters in our experiments
vidently factored in service-level information when
reparing their demand forecasts. The percentage forecast
ias when a high service level was required turned out to
e 9% higher than that when a required service level is
erceived as low (105.4% for a high service level vs. 96.6%
or a low service level).

We further investigated whether sales promotions and
roduct perishability information moderate the impact
10
of service-level information. It turned out that in pro-
motional periods, when the service level is high, the
subjects display a stronger bias toward overforecasting,
but when the service level is lower, the tendency is
toward underforecasting. This behavior may be attributed
to how the service level is perceived as an indicator of
a retailer’s performance (a high service level implying a
better-performing retailer). The subjects did not seem to
trust a retailer with lower service-level targets to run suc-
cessful promotional campaigns, and accordingly tended to
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underforecast the demand. Conversely, they raised their
forecasts when dealing with retailers perceived as having
higher service levels, expecting successful promotions
with them. Accordingly, in promotional periods, the per-
centage forecast bias exhibited a difference of over 9.4%
under varying service-level requirements (106.5% during
promotional periods vs. 97.1% during nonpromotional
periods).

However, we did not find evidence for the moderating
impact of product perishability on service-level consid-
eration. This is contrary to common expectations, partic-
ularly in light of the growing global concerns about food
waste and the anticipated influence on human
judgment. Forecasters tend to rightfully disregard per-
ishability information in forecasting, while service-level
anchoring persists (H1A/H1B in our study; and Fahimnia
et al., 2023) and the impact is even further amplified
during promotional periods (H2). One plausible hypothe-
sis is that the correlation between a short shelf life and
waste generation may not be immediately evident, or
the economic/environmental implications may be unclear
to the forecasters. Empirical testing of such hypotheses
could be a promising avenue for future research in this
area.

The qualification and experience of the subjects did
not consistently produce significant effects on the re-
sults. Prior studies have found no significant difference
between using student subjects and practitioner subjects
(Bolton, Ockenfels, & Thonemann, 2012). For instance,
Fahimnia et al. (2023) incorporated both students and
practitioners in their experiments and found no signif-
icant variation in outcomes. We used practitioners to
ensure that our subjects possessed the relevant expe-
rience and foundational knowledge in the field. While
qualifications had a negative impact on overforecasting
under high service-level requirements (resulting in higher
forecast bias), industry experience had a positive effect.
Interestingly, subjects with substantial industry experi-
ence (5+ years) demonstrated a proficiency on par with
fresh graduates in distinguishing between demand fore-
casting and demand planning. Overall, we believe that our
findings are robust to the subjects’ demographics.

5. Conclusions

The demand plan is a critical input in the sales and
operations planning (S&OP) process. Demand planners
utilize demand forecasts developed by forecasters, along
with factors such as service levels, stock levels, and sup-
ply/shipping constraints, to prepare their demand plans.
This collaborative process is particularly essential under
uncertain conditions like new product launches or pro-
motions. However, in real-world business environments,
demand forecasters face significant challenges in devel-
oping accurate forecasts, due to a lack of information,
unexpected market events, or deviations from their pri-
mary tasks (DuHadway & Dreyfus, 2017). For instance,
11
traditional point-of-sale (PoS) information sharing can
be costly and is typically only useful in specific settings
where traditional demand planning is inadequate, such
as during product launches, promotions, and seasonal
peaks (Kaipia et al., 2017). Therefore, developing new
data-sharing procedures tailored to specific industries can
significantly enhance forecasters’ ability to achieve accu-
rate forecasting. In the S&OP process, it is crucial to match
supply and demand by incorporating demand information
from forecasters who consider marketing dynamics like
promotions. This ensures integrated operations planning
and significantly impacts a firm’s performance (Sodero,
2022).

The demand forecast, as the fundamental input into
the demand plan, should not take a loss function into
account because its sole purpose is to provide the best
possible estimate of sales. Demand forecasting requires
sales history, but these data alone are insufficient due
to the multitude of internal and external variables im-
pacting sales, including special events and promotional
strategies. Therefore, integrating human intervention into
forecasts seems inevitable, as such factors are not easily
quantifiable in statistical forecasting models.

This study can be extended in various ways, presenting
an opportunity for future research. Our study focused
on exploring the presence and attributes of judgmental
forecast adjustments, rather than their impact on fore-
cast accuracy when combined with statistical forecasts,
a topic extensively studied in the literature (e.g., Broeke
et al., 2019; Fildes, Goodwin, Lawrence, & Nikolopoulos,
2009; Syntetos et al., 2010). Judgmental forecasting is
subjective by definition, with inherent limitations such
as inconsistency and bias. Research has shown that judg-
ment can be unreliable, leading to inconsistency (i.e., un-
systematic deviations from the optimal forecast; Stew-
art (2001)). Strategies such as limiting the use of judg-
ment in forecast adjustments have been used to mit-
igate these issues (Sanders & Ritzman, 2001a; Webby,
O’Connor, & LaWrence, 2001). However, empirical evi-
dence suggests that managers frequently and significantly
deviate from statistical forecasts, without necessarily im-
proving forecast accuracy, due to factors such as the
diverse and dynamic nature of loss functions (Franses,
2013; Petropoulos et al., 2016), data characteristics and
complexity (Baecke, De Baets, & Vanderheyden, 2017;
Lawrance, Goodwin, O’Connor, & Önkal, 2006), the exper-
tise effect (Mary E. Thomson & Macaulay, 2004), special
events (Goodwin & Wright, 2010; Nikolopoulos, Litsa,
Petropoulos, Bougioukos, & Khammash, 2015), individual
differences (Eroglu & Croxton, 2010; Eroglu & Sanders,
2020), and lack of support from top managers (Fildes &
Goodwin, 2007; Goodwin, 2000). Employing a systematic
and well-structured approach in judgmental forecasting
can help mitigate such limitations. Strategies such as
employing checklists of relevant information categories,
maintaining records of forecasts (Harvey, 2001), defining
rational loss functions, and engaging in group forecasting

(i.e., as group forecasting can leverage collective expertise



ARTICLE IN PRESS
B. Fahimnia, T. Tan and N. Tahirov International Journal of Forecasting xxx (xxxx) xxx
and diverse perspectives, potentially reducing individ-
ual biases and inconsistencies) can be utilized (Lawrance
et al., 2006; Lawrence, O’Connor, & Edmundson, 2000).
There are, however, contradictory findings regarding the
presentation of data. Some studies have suggested that
providing data in graphical form may better estimate
trends, while others advocate for tabular formats to re-
duce bias (Desanctis & Jarvenpaa, 1989; Dickson, DeSanc-
tis, & McBride, 1986; Harvey, 2001; Harvey & Bolger,
1996; Lawrance et al., 2006; Lawrence, 1983)). Trends
are often better estimated from graphical presentations,
but these can also encourage inconsistency and overfore-
casting compared to tabular formats. In light of these
findings, future research could extend our work by con-
sidering more realistic loss functions, by exploring various
modes of task presentation (i.e., tabular and graphical
formats), and by incorporating group forecasting methods
into experimental designs.

Given our findings that product perishability does not
play a moderating role in demand forecasts, future re-
search should examine how forecasters perceive and in-
tegrate perishability into their decision-making processes,
considering external factors like weather, promotion, and
competitive market dynamics (Chen & Ou, 2009). Further-
more, experimental studies could investigate the impact
of providing forecasters with varying degrees of perisha-
bility information, including differences in shelf life (Van
Donselaar et al., 2016), consumer freshness preferences,
and environmental considerations. This approach could
unveil how such information influences forecast accuracy.

Another potential avenue for future research is to con-
sider a more detailed experimental setting to examine
various measures of forecast accuracy, a subject that re-
mains debated (Fildes et al., 2023). Given that different
metrics may yield diverse results due to factors such as
the size and granularity of historical data, experimental
conditions (e.g., the number and demographics of sub-
jects), and various industry domains (Davydenko & Fildes,
2016; Fildes & Goodwin, 2007), employing a complex
experimental design with large sample sizes and different
assigned roles or task decomposition (Lee & Siemsen,
2016) for subjects across various industry datasets could
enhance the robustness and validity of our findings. Incor-
porating triangulation and benchmarking with multiple
methods (e.g., AvgRelMAE and GMRAE) for measuring
forecast accuracy would further this goal.

Furthermore, with the observed bias pertaining to
service-level requirements, and the moderating effects
of promotions, the critical question is how to address
this matter in judgmental forecasting. Further research is
needed to explore potential solutions, such as designing
a platform or forecasting support system (FSS) that (1)
visually informs demand forecasters about the utiliza-
tion of their forecasts in supply chain decision-making,
including demand planning and S&OP, and (2) ensures
that demand forecasters are exposed to a personalized set
of information that helps mitigate personal biases. Given
12
the recent advancements in technology, the use of FSSs
is growing, which introduces new managerial challenges
such as adapting to a company’s needs (Asimakopoulos &
Dix, 2013), changing user expectations from the FSS, and
managing increasing amounts of data and types of contex-
tual information (Webby, O’Connor, & Edmundson, 2005).
Although numerous studies have addressed the techno-
logical aspects and capabilities of FSSs, as well as their
impact on statistical forecast accuracy (e.g., Fildes et al.,
2006; Fildes, Goodwin, Lawrence, & Nikolopoulos, 2009;
Goodwin, Fildes, Lawrence, & Konstantinos, 2007), very
few studies have investigated FSSs from an organizational
perspective. This includes the interaction among FSS users
and other stakeholders involved in forecasting, as well as
strategies that improve the quality of judgmental adjust-
ments. A recommended approach to enhance judgment
utilization is to introduce restrictions (Goodwin, Fildes,
Lawrence, & Stephens, 2011). A critical aspect of improv-
ing demand forecasting is to understand when manual
adjustments are necessary, instead of relying solely on
forecasts generated through statistical models or artificial
intelligence. Given the pivotal role of loss functions and
human interventions in demand planning, there may be
a need to minimize or even eliminate the use of hu-
man judgment in demand forecasting by automating the
incorporation of various events.

Data and code availability

The data and code necessary to reproduce the works
presented in the paper is made available at https://doi.
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Appendix A

See Fig. A.1.

Appendix B. Performance of individual subjects across
different treatments

Metrics: MAPE-P (mean absolute percentage devia-
tion for promotional period), MAPE-NP (mean absolute
percentage deviation for nonpromotional period), BIAS-P
(forecast bias for promotional period), BIAS-NP (forecast
bias for nonpromotional period).
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Fig. A.1. An example of the task description presented to subjects.
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Fig. B.1. Comprehensive analysis of subject performance by treatments.
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