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A B S T R A C T

A general-purpose formal charge polarizable force field for cementitious systems, CementFF4, is presented. The 
force field includes the following species: Ca, Si, O, H, Al, Zn, OH− and H2O. The force field is a significant 
extension of previous force fields and is validated by comparison of structural features, elastic constants, reaction 
enthalpies, and vibrational density of states to experimental and ab initio values for known crystals. Particular 
attention is given to the tobermorite 14 Å structure, due to its similarity to the main hydration phase of Portland 
cements, calcium silicate hydrate. The results are in very good agreement with experimental and ab initio data 
over the entire range of simulated properties (less than 5 % deviation on structural properties and less than 10 % 
on mechanical properties for non-hydroxide minerals).

1. Introduction

Concrete is a composite material composed of aggregates, anhydride 
and hydrated phases. At the nanoscale it has a complex, multicompo-
nent, porous, and disordered structure. This complex structure controls 
many aspects of cement hydration, such as dissolution of anhydride 
phases, growth of hydrated phases as well as ion transport through the 
cement paste matrix [1–3]. Given that this complexity imposes con-
straints on the capabilities of experimental techniques, researchers are 
increasingly employing computational material science methods to un-
cover the fundamental mechanisms of cement hydration [2,4–7]. So far 
molecular modeling of bulk structures has helped elucidate the struc-
tural, mechanical, and thermal properties of anhydride and hydrated 
phases [8–14]. The investigation of interfaces can give an insight into 
the reactivity and hence the dissolution mechanism [5]. A long-standing 
challenge remains the study of the main hydration phase, calcium sili-
cate hydrate (C-S-H). Due to the nanocrystalline nature of C-S-H, the 
proposed molecular models need to be of nanometer size [5,15,16], 
which hinders the use of ab initio methods, such as density functional 
theory.

The framework of classical molecular dynamics (MD) provides a 
good approximation of the physical world to explore the bulk 
[2,10–13,17,18] as well as the surface [7,15,19–21] properties of 
cementitious materials at the molecular level. However, the accuracy of 
MD simulations is determined by the accuracy of the underlying force 
field (FF), which is a collection of empirical interatomic potentials that 
describes the forces between atoms. For a detailed review of interatomic 
potentials, we refer the reader to the excellent review of Müser et al. 
[22]. In cementitious systems, several FFs have been developed and 
used, each with its advantages and limitations [23].

No FF is truly versatile, transferable and without limitations. For 
example, the popular general FF CSH-FF (the further refined version of 
ClayFF, tailored for simulations of calcium silicate hydrates) [24–26] 
does not have bond and angle parameters in silica parametrization. Due 
to missing angle parameters, the required partial charges of oxygens are 
higher than predicted by DFT, which can lead to unphysically strong 
electrostatic interaction, consequently overpredicting adsorption phe-
nomena on surfaces [22,27]. A common practice is to use rigid surfaces 
or frozen bulk structures when investigating interfacial phenomena 
[21,28–30], because the FFs fail to maintain the desired surface 
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structure. This limits the mobility induced by the vibration of surface 
atoms, which again influences adsorption phenomena as well as slip 
along a surface [31,32]. However, non-general FFs were developed to 
address these issues, such as the Interface Force Field (IFF) [33,34]. 
These FFs are precisely fitted to a small set of structures, therefore 
limited in transferability. The shared disadvantage of all these FFs is the 
lack of polarization.

Valavi et al. [35] recently published the Erica FF2, a formally 
charged polarizable FF, which is developed from the CementFF family 
[11,20,23]. Erica FF2 predicts the bulk properties of cementitious ma-
terials with high accuracy. The main advantage of this force field is the 
inclusion of the polarization of silicate oxygens, which results in an 
improved description of the local atomic environment. Without the 
polarizable silicate oxygens, the calcium atoms in the main layer of 
calcium silicate hydrates are undercoordinated. Erica FF2 uses mainly 
the Buckingham interatomic potential, which is appreciated as a more 
stable function in comparison to the Lennard-Jones (LJ) potential due to 
its exponential-6 term [36]. The disadvantages of the Erica FF2 are the 
small time-step required due to the adiabatic core-shell (ACS) model for 
polarization [37], the use of the flexible SPC/Fw water model [38] and 
the Buckingham interatomic potential. Most empirical FFs are of LJ 
format, which allows for the use of mixing rules, therefore allowing good 
transferability of interatomic potentials between different FFs. Since 
there are no mixing rules between Buckingham and LJ potentials, Erica 
FF2 is thus limited in its potential to simulate systems with atomic 
species beyond Ca, Si, O and H.

In this paper we present further development and refinement of Erica 
FF2 [35], named CementFF4, to address the previously mentioned 
shortcomings. We present a systematic procedure to include metals 
based on potential parameters from Lewis and Catlow [39]. Zinc inter-
atomic potentials were developed and validated on known structures 
and used to successfully predict the local atomic environment of zinc 
incorporated into the C-S-H structure [12]. The adiabatic core-shell 
model [37] for polarization is refined and leads to energetically more 
stable structures over longer simulation times. In the spirit of trans-
ferability, the key interacting ionic species of C-S-H (Ca2+ and OH− ) are 
fitted to the LJ potential form, which allows for the use of mixing rules 
when studying interphase phenomena at the solid-liquid C-S-H interface 
[15]. Finally, the TIP4P/2005 water model [40] is re-adopted as in 
CementFF3 [11], due to its superior ability to predict bulk solution 
properties as well as interactions at the surfaces [41,42].

2. CementFF4 parametrization

Force field development can be classified into two approaches: top- 
down and bottom-up [22]. In the bottom-up approach, any electronic 
structure calculation is used to provide analytical results and/or small- 
scale data, such as forces on individual atoms as a function of the 
atomic configuration. Interatomic potentials are developed with the 
goal to replicate this information. In the top-down approach, no atomic- 
scale information is provided. The properties to which the interatomic 
potentials are fitted are collective, macroscopic properties, such as unit 
cell parameters and pair distribution functions of known crystal struc-
tures, elastic properties, surface energies or phase transitions.

Both approaches are complementary to each other. By using both 
simultaneously, it is possible to minimize the risk of overfitting [22]. 
Thus, we employed both approaches. For top-down validation we 
compare the CementFF4 predictions to structural parameters and elastic 
properties of known crystals. To validate CementFF4 by the bottom-up 
approach we compare the calculated vibrational density of states (v- 
DOS) to the ab initio calculated one. All CementFF4 parameters are 
listed in SI section 1.

The predecessors of CementFF4 (the CementFF family) were devel-
oped by carefully combining parameters from existing FFs. The calcium 
hydroxide parametrization was adopted from Freeman et al. [43] while 
the silica parametrization was previously used by Tilocca et al. [44] and 

de Leeuw et al. [45]. Both FFs use the Buckingham potential form (Eij =

Aije− r/ρij − Cij/r6) to describe the short-range van der Waals (vdW) in-
teractions between negative-negative and negative-positive ionic spe-
cies. In addition to the Buckingham potential form Freeman et al. uses 

the LJ 9-6 potential form (Eij = 4εij

[(
σij/r

)9
−
(
σijs/r

)6
]
) for the oxy-

gen‑hydrogen interactions.
The resulting CementFF FFs combined the above mentioned inter-

atomic potentials and were extended by the addition of different water 
models [11,20,35], which were parametrized with the LJ 12-6 potential 

form (Eij = 4εij

[(
σij/r

)12
−
(
σijs/r

)6
]
), and aluminium interactions of 

Buckingham potential form. In CementFF4 the latest set of interatomic 
potentials of the CementFF family was adapted, further developed, and 
validated as described in the following. The atomic species included in 
CementFF4 are listed in Table 1.

2.1. Polarizability

Polarizability is the tendency of matter to acquire an electric dipole 
moment in response to an electric field arising, e.g., from nearby atom 
clusters [46]. Typically, the effects of electronic polarizability and 
screening of electrostatic interactions are implicitly incorporated in the 
effective charges and other empirical parameters of the FF [47]. Non- 
polarizable FFs are drastically simplified, but still very successful in 
modeling many complex molecular systems. However, they fail to 
properly describe structures in which highly polarizable atoms or ions, 
most notably anions, are in sites that deviate strongly from inversion 
symmetry. This particularly concerns oxygen in water, as well as in low- 
temperature tetrahedral network formers like silica [22]. As explained 
by Müser et al. [22], polarizability is necessary to accurately reproduce 
bond-angle distributions and the infrared absorption spectra of silica, as 
well as capture the α-β transition in quartz. Further, polarizability is 
essential in obtaining accurate energetics in the vicinity of highly polar 
moieties, small ions, and anisotropic nonpolar environments. Including 
polarization in the studied systems can also accommodate the local 
disruption of hydrogen bond networks by anions, such as chloride, as 
well as to more accurately reproduce the induced dipole moment of the 
cation-molecule dimers and describe interfacial systems with better 
accuracy [48]. Lack of polarizability can result in unreliable results for 
defects [44], therefore it is crucial to include it when investigating C-S- 
H, which is a highly defective variation of the tobermorite crystal family.

2.1.1. Adiabatic core-shell model
Mitchell and Finchman [44] developed the adiabatic core-shell 

(ACS) model, a simple method for adding polarizability to a system. 
The model falls under classical Drude oscillator models, where a pair of 
point charges represents dipoles of finite length [48]. Contrary to the 
Drude model, where the electronic induction is represented by the 
displacement of a charge-carrying massless particle attached to a 
polarizable atom [48], in ACS the mass of the atom is divided between 
the core and the shell, which are connected by a harmonic spring (bond). 

Table 1 
List of atomic species in CementFF4. More details on sources of species param-
etrization are listed in SI section 1.

Atomic species Charge [|e|] Description

Ca +2.0 Calcium
Si +4.0 Silicon
O +0.84819 Core oxygen
O(S) − 2.84819 Shell oxygen
OW − 1.1128 Water oxygen
HW +0.5564 Water hydrogen
OH − 1.4 Hydroxide oxygen
H +0.4 Hydroxide hydrogen
Al +3.0 Aluminium
Zn +2.0 Zinc
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It is expected that the shells respond quickly to the changing electric 
field experienced by the ions and are allowed to freely oscillate around 
the core. Through the free oscillation the shells are polarized by the field 
of the surrounding ions and the local environment of each ion affects its 
charge distribution [44]. Due to the small shell mass (approximately 1 % 
of oxygen mass in Erica FF2 [35]) no energy exchange between the core- 
shell spring and other degrees of freedom should occur as the frequency 
of the spring is well above the ionic frequencies [44]. However, a drift in 
the total energy can occur, if the system is not controlled properly 
[37,44]. The core and the shell each carry their own charge and the sum 
of charges equals the formal atomic charge [39] (in Erica FF2 the core 
has a charge of +0.84819 |e|, while the shell has − 2.84819 |e| [35]). 
Short-range forces only act on shells. There are no Coulombic in-
teractions between cores and shells.

The parameterization of silicates in CementFF4 was adopted from 
Tilocca et al. [44] and de Leeuw et al. [45], who used the ACS model to 
add polarizability to the silicate oxygens for studying pure silica, sodium 
silicate, and soda-lime silicate glasses. They validated the potentials 
against experimental and ab initio structural data, such as density, radial 
and angular atomic distributions, coordination environments, and 
network connectivity. Their results show that the inclusion of polari-
zation effects improves the description of the tetrahedral connectivity 
and of the local environment surrounding modified Na and Ca cations. 
With this, they obtained an improved Qn distribution of the sodium 
silicate glass. Valavi et al. [35] observed that inclusion of polarizable 
silicate oxygens drastically improves the local environment surrounding 
Ca cations in the tobermorite 14 Å structure. The pairwise interactions 
were described by Buckingham potentials. Short-range forces between 
Si and other cations are excluded since Si ions are shielded by oxygen 
atoms surrounding them. In addition to the two-body terms, the three- 
body forces and harmonic angle terms were included to control the O- 
Si-O angle. Due to the three-body term, partial covalence effects are 
approximately accounted for.

2.2. Water model

For water, the predecessor of Erica FF2, namely CementFF3 [11], 
uses the rigid, 4-point TIP4P/2005 water model [40]. In Erica FF2 the 
water model was changed to SPC/Fw, which is a flexible 3-point model 
[38]. The first reason for the change in the water model was due to its 
good agreement with experimental data on dielectric constant, relaxa-
tion times, and thermal properties, as well as good results for transport 
properties [38,49]. The second reason was the much easier imple-
mentation of this model in LAMMPS [50].

The TIP4P/2005 water model is a rigid 4-point model that consists of 
three fixed point charges and one Lennard-Jones center [40]. The model 
was parametrized to fit the temperature of maximum density, the sta-
bility of several ice polymorphs, and other commonly used target 
quantities. The model gives an impressive performance for a variety of 
properties and thermodynamic conditions, positioning itself as one of 
the most accurate water models [41,42,51,52]. Due to its excellent 
performance, it became widely popular for the development of FFs 
describing ions in aqueous solutions [42,52,53]. Further, Döpke et al. 
[42] compared the transferability of ion parameters from various water 
models to the TIP4P/2005 model. They showed that many parameters 
are easily transferable (most notably from the TIP4P/Ew model), which 
further confirms the wide usefulness of the TIP4P/2005 water model in 
molecular dynamics simulations. TIP4P/2005 was shown to successfully 
reproduce surface specific properties, such as surface tension and 
hydrogen bonding [54]. Since cementitious systems have ubiquitous 
solid-liquid interfaces, where the aqueous solution is composed of a 
wide variety of ionic species, we decided to re-adopt the TIP4P/2005 
water model in CementFF4.

2.3. Buckingham potentials

Lewis and Catlow [39] published a systematic approach for the 
derivation of empirical potential parameters for binary oxides. For 
fitting of the potential parameters, they used the top-down approach, 
where they fit the experimental data to replicate the structural, elastic, 
dielectric, and lattice dynamical crystal properties. In their parametri-
zation, they used the ACS model to add polarizability. While they used it 
for cations and anions, the cation polarizability is less strongly influ-
enced by the crystal environment [22]. The cation-cation interactions 
are purely Coulombic since cations are shielded by anions in oxides. The 
cation-anion interactions are described with the Buckingham potential 
form.

The Zn-O(S) Buckingham interaction of CementFF4 was adopted 
from Lewis and Catlow [39], the Zn-OW Lennard-Jones 12-6 interaction 
was calculated through the mixing rule, and the Zn-OH Buckingham 
interaction had to be developed separately. To derive the Zn-OH Buck-
ingham interaction, we kept the ρ parameter fixed to the value of the Zn- 
O(S) interaction from Lewis and Catlow [39]. The starting A parameter 
was chosen as A = AZn− O(S) • qOh/qO, where qi is the charge of the 
respected oxygen species (qO is the combined charge of the core-shell 
pair, − 2 |e|) and AZn− O(S) is the Buckingham parameter of the Zn-O(S) 
interaction. In an iterative process, the interatomic potential was used 
in structure prediction of a reference crystal structure. In each iteration, 
the A parameter was adjusted until the radial distribution function of Zn- 
OH agreed with the experimental data. Additionally, a harmonic angle 
term was introduced for the Oj-Zn-Oi connectivity (where i and j can be 
O(S) or OH, respectively) in the zincate tetrahedra. This harmonic angle 
improved the structural prediction (unit cell parameters) by approxi-
mately 5 % and prevented spontaneous 5-fold coordination of zinc. The 
parameters for the harmonic angle description were also found by a 
trial-and-error iteration.

2.4. Lennard-Jones 12-6 parametrization

The Buckingham potential form is considered more stable than the LJ 
potential form [36]. However, the LJ 12-6 potential form is the most 
widely used pair-potential [55]. One of the main reasons for this is that 
the individual atomic LJ parameters can be directly used without the 
need to derive the cross-interaction terms, which are calculated by the 
MD package depending on the chosen mixing rules. This enables a wide 
range of well parametrized interatomic potentials which can be easily 
adapted and used.

In CementFF4, Ca2+ and OH− ions were fitted to the LJ 12-6 po-
tential form, as described below. Further, the LJ 12-6 potential form for 
Al3+ was adopted from the Li et al. [42,56] and is used to model the Al- 
OH and Al-OW interactions. With this, an improved description of the 
local environment of aluminates was achieved. The Zn2+ LJ potential 
was adopted from Arab et al. [57] and is used to model the Zn-OW 
interaction.

The Zn-OH and all interactions with the silicate oxygens O(S) were 
kept in Buckingham potential form (see Section 2.4). The Zn-OH Buck-
ingham potential form predicted the structural features of known crys-
tals with better accuracy than the LJ 12-6 potential form which can be 
obtained by the mixing rule for Zn2+ and OH

1.4− . The silicate oxygen 
interactions were kept in the Buckingham potential form since they 
would require a completely new reparameterization of the ACS model, 
pairwise interactions and harmonic angle terms.

In order to fit a LJ 12-6 potential function to the Buckingham one, a 
starting point had to be selected. First, the mixing rule must be selected, 
for which we chose the Lorentz-Berthelot rule (εij =

̅̅̅̅̅̅̅̅̅̅̅̅εi • εj
√ and σij =

(
σi + σj

)
/2) [58,59]. This rule is widely used in the literature and as 

long as the σ parameters are similar, the choice of the mixing rule has 
minimum effect on the result [60]. Afterwards the Ca2+ LJ parametri-
zation was selected. We chose the parametrization (εCa and σCa) from 
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Mamatkulov et al. [61], since it predicts the experimental hydration free 
energy, coordination number, ion‑oxygen distance, and self-diffusion 
coefficient of Ca2+ in water with good accuracy [42]. At this stage we 
used the SciPy Python library [62], to fit the LJ potential function 
(adjustable parameters: εCa− Oh and σCa− Oh) to the Buckingham potential 
form (ACa− Oh, ρCa− Oh and CCa− Oh) from Freeman et al. [43]. The fitting 
resulted in εOh and σOh, which were further refined in order to correctly 
predict the portlandite crystal structure.

With the obtained εOh and σOh the Al-OH and OW-OH were calculated 
using the Lorentz-Berthelot mixing rule (see SI section 1).

3. Methods

3.1. Molecular dynamics

All simulations were carried out with LAMMPS [43]. Unless other-
wise stated in the text the simulation duration was at least 10 ns, 
whereby the reported results are the average of the last 3 ns, after 
reaching equilibrium. The system was considered in equilibrium if the 
energies and unit cell parameters fluctuated around constant values for 
at least 3 ns. All calculations were carried out at constant pressure and 
temperature (1 atm and 300 K), Noose-Hoover thermostat and barostat, 
with flexible angles and simulation cell parameters in the case of solids 
(anisotropic NPT ensemble) and with constant cell geometry in the case 
of liquids (isotropic NPT ensemble). The time step was 0.28 fs. The 
kspace solver was the pppm/tip4p solver with a cutoff of 10 Å and an 
accuracy of 1e− 4 eV, as implemented in LAMMPS.

Simulations of structures which included the ACS model started with 
a pre-step to equilibrate the core-shells to prevent the drift of total en-
ergy, as described in by Mitchel and Fichman [37]. The detailed 
implementation is given in the LAMMPS documentation [43], explained 
by Valavi et al. [35] and can be seen in the provided LAMMPS input files 
in the SI. The duration of this pre-equilibration can be as short as 1000 
steps.

When calculating the enthalpy of the given system a few corrections 
need to be considered. LAMMPS calculates the enthalpy as H = ETotal +

p • V. In their calculations the contribution of the core-shell interactions 
is not added, nor is the energy of the hydroxide bonds. Therefore, the 
(corrected) enthalpy used for the energetical validation is computed as 
follows: 

Hcorr = H+PECore− Shell +NOh • D (1) 

where PECore− Shell is the sum of the potential energy which arises due to 
the bonding of individual core-shell pairs, NOh is the number of hy-
droxyls and D is the depth of the potential well in the Morse potential 
form (Eij = D

[
1 − e− α(r− r0)

]2). The last contribution in Eq. (1) represents 
the energy correction for each OH-H bond needed in the LAMMPS 
implementation of the Morse bond. Historically, the CementFF1 force 
field was developed in conjunction with the DL Poly molecular simu-
lation package [63]. Since the Morse potential description of DL Poly 
subtracts the D term (Eij = D

[
1 − e− α(r− r0)

]2
− D), the correction is used 

to enable the comparison of the force fields.
The elastic constants calculations were carried out at finite temper-

ature as implemented in LAMMPS. First the structures were equilibrated 
for 10 ns. The final atomic configuration of the equilibration was used as 
the initial configuration for the elastic constant calculation. For the 
calculation small deformations in the linear regime to the simulation 
box in the canonical NVT ensemble are applied. The detailed description 
of the simulation protocol is given in the Erica FF2 paper of Valavi et al. 
[35].

The vibrational density of states (v-DOS) was calculated with the 
TRAVIS software [64,65]. The structures were first equilibrated for 20 
ns. Afterwards, the trajectories were saved every 0.84 fs over a period of 
14 ps, from which the spectra were calculated. The autocorrelation 
function for the v-DOS calculation was weighted by atomic mass. Global 

and projected v-DOS were calculated. To exclude the influence of the 
time step, the length and saving interval of trajectories were varied. No 
significant differences were observed. The input files for TRAVIS are 
provided as part of SI.

3.2. DFT elastic constants calculation

The crystal structure of clinohedrite was obtained from Materials 
project [66] (ID: mp-696,853). All computations were carried out using 
the plane-wave density functional theory (DFT) software Quantum 
ESPRESSO, version 6.5 [67,68]. All computations were performed at the 
PBE level of theory [69] using Grimme D2 dispersion correction [70] 
and projector augmented wave [71] scalar relativistic pseudopotentials 
obtained from PSlibrary version 1.0.0 [72]. Wavefunction and charge 
density energy cutoffs were set to 100 Ry and 800 Ry, respectively. 4 ×
3 × 2 and 3 × 3 × 1 Monkhorst-Pack grids of k-points [73] were used for 
ε-Zn(OH)2 and clinohedrite, respectively.

Elastic constants were obtained using the ElaStic software [74]. The 
atomic positions and lattice parameters of the initial crystal structures 
were first optimized while retaining the space group of the crystal 
structure, then 21 distorted structures with a maximum absolute 
Lagrangian strain of 0.08 were generated for each deformation type 
using the ElaStic software. The energy of each distorted structure was 
obtained after optimization of atomic positions.

For each deformation type, the strain-energy relationship was fitted 
using 4th or 6th order polynomial functions, discarding points deviating 
from the expected harmonic behavior at large strain values when 
required, as described in [74]. All energy-strain curves are shown in SI 
section 6.

4. Results

The results of the CementFF4 validation are summarized here. First, 
the equilibration of the ACS model is introduced. Second, the newly 
developed parameters of CementFF4 are validated on known crystal 
structures. Third, CementFF4 is tested and compared to other FFs in 
predicting the adsorption of Ca2+ at the SiO2 surface and predicting the 
tobermorite 14 Å structure, a crystalline calcium silicate hydrate. 
Finally, CementFF4 is tested on a C-S-H structure with incorporated 
zinc, which was relaxed with density functional theory.

4.1. Core-shell equilibration

The original parametrization of the silicates in Erica FF2 uses the ACS 
model for oxygen atoms. The distribution of mass is 15.79 g/mol on the 
oxygen core and 0.2 g/mol on the oxygen shell. The validation simula-
tions of Erica FF2 were carried out for 1 ns [35]. A drift in the total 
energy up till 1 ns was not observed (sm0.2 in Fig. 1a). From longer 
calculation times (20 ns production run in NPT ensemble) it is evident 
that an increase in the total energy occurs, roughly at 0.75 eV/ns for 
tobermorite 14 Å (4 × 4 × 1 supercell). While the kinetic energy of the 
system remains constant, the potential energy increases which contrib-
utes to the increase of the total energy of the system. When monitoring 
the movement of the cores and shells an increase in the potential energy 
of the core-shell pairs is observed (Fig. 1b). This increase can be related 
to the increase of the kinetic energy (shown as velocity in Fig. 2), since 
shells that are oscillating around the cores keep gaining momentum, 
therefore moving further away from the cores.

While it is possible to regulate the system by adjusting the damping 
parameters of the thermostat and barostat, this had a minimal effect, and 
it did not prevent the energy drift (see SI Fig. S1). The drift in energy is 
related to the increase of the core-shell potential energy and can be 
prevented in one of two ways. First, with a lower time step. If the 
timestep is decreased from 0.2 fs to 0.1 fs the energy drift does not occur. 
However, due to the already small time-step (in comparison to nonpo-
larizable force fields) a further decrease in the time step is not desirable. 
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The second approach is by adjusting the mass distribution between the 
core and the shell. The new mass of the core was set to 15.59 g/mol, 
while the new mass of the shell was set to 0.4 g/mol. With this, the 
potential energy of the core-shell pairs and the kinetic energy of the 
shells remained constant (Figs. 1b and 2a). No structural changes be-
tween the different ACS parametrizations in the tobermorite structure 
were observed (see SI section 3).

4.2. Validation

4.2.1. Structural validation
CementFF4 was used to simulate 12 structures which are relevant for 

cementitious systems. The structures were chosen as having local atomic 
arrangements similar to those in cementitious systems. The deviation in 
unit cell parameters between the MD predicted structures and experi-
mental references is given in Table 2 and the exact values are given in SI 
section 4. While it is beyond the scope of this paper to discuss the 
structural details of all compounds considered, some important points 
are addressed below.

As seen in Table 2, compounds which do not contain hydroxyl groups 
are successfully predicted by CementFF4. An exception is Ca3Al2O6 
which deviates from the experimental reference by roughly 5.5 %. This 
may be attributed to the overestimation of the first shell Al-O distance of 

the aluminium tetrahedra (calculated 2.00 Å versus experimentally 
determined 1.75 Å). Other distances (Ca-O, Al-Ca) are in good agree-
ment with the experiments (deviation below 2 %). However, the octa-
hedral Al polyhedra in Al2O3 are accurately modeled (Al-O distance 
calculated 1.91 Å versus experimental 1.91 Å).

Fig. 1. a) Change of total (TotEne) and kinetic (KinEne) energy of tobermorite 
14 Å (4 × 4 × 1 supercell) during the 20 ns production run for shell mass 0.2 g/ 
mol (sm0.2) and 0.4 g/mol (sm0.4); b) total potential energy of all core-shell 
pairs normalized to the initial value during the 20 ns production run for shell 
mass 0.2 g/mol (sm0.2) and 0.4 g/mol (sm0.4) for time step values 0.2 fs (ts0.2) 
and 0.1 fs (ts0.1).

Fig. 2. The relative velocity of the shell to the core. a) Shell mass 0.4 g/mol and 
b) shell mass 0.2 g/mol. The left side of each graph is the relative velocity of the 
shell at the start of the equilibration run and on the right side the relative ve-
locity of the shell at the end of the production run (at 20 ns).

Table 2 
Structural validation of CementFF4. The deviation of unit cell parameters be-
tween MD predicted structures and references is given. The exact values and 
references are given in Table S8.

Structure a dev b dev c dev α dev β dev γ dev

CaO 
Lime

0.18 % 0.19 % 0.19 % 0.00 % 0.00 % 0.00 %

Ca(OH)2 

Portlandite
2.24 % 2.24 % − 4.12 

%
0.00 % 0.00 % 0.00 %

γ-Al(OH)3 

Gibbsite
10.56 
%

9.15 % − 16.54 
%

− 0.60 
%

1.34 % 0.00 %

Ca3Al2O12H12 

Hydrogarnet
7.87 % 7.87 % 7.87 % 0.00 % 0.00 % 0.00 %

SiO2 

Quartz
0.05 % 0.05 % 2.58 % 0.00 % 0.00 % 0.00 %

Ca3Al2O6 

Tricalcium 
aluminate

5.18 % 0.04 % 5.47 % − 0.08 
%

− 0.10 
%

0.04 %

CaSiZnO5H2 

Clinohedrite
2.06 % 0.76 % 0.07 % 0.00 % 1.98 % 0.01 %

CaZn2Si2O7⋅H2O 
Junitoite

2.33 % − 1.46 
%

0.17 % − 2.66 
%

− 0.02 
%

0.50 %

Ca2Si2ZnO7 

Hardystonite
2.50 % 2.50 % − 0.52 

%
0.01 % 0.00 % 0.00 %

Zn2SiO4 

Willemite
− 1.14 
%

− 1.14 
%

1.31 % 0.00 % 0.00 % 0.00 %

ZnO 
Zincite

− 1.00 
%

− 1.00 
%

− 0.89 
%

0.00 % 0.00 % 0.01 %

ε-Zn(OH)2 9.53 % 4.40 % − 5.74 
%

− 0.01 
%

− 0.03 
%

− 2.24 
%

β-Zn(OH)2 

Zinc hydroxide
1.57 % 1.57 % 4.42 % 0.00 % 0.00 % 0.00 %
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4.2.1.1. Hydroxides. The first hydroxide of interest is portlandite (Ca 
(OH)2), due to its importance in cement hydration. The crystalline 
structure of portlandite is today very well-known [75]. As seen in 
Table 2, the MD unit cell is 2.24 % larger in the a- and b-direction, while 
it is 4.12 % smaller in the c-direction compared to the reference struc-
ture. This is comparable to Erica FF2 where the overestimate in the a- 
and b-directions was 2.18 % and the underestimation in c-direction was 
3.85 %. A closer examination of the radial distribution functions (RDF, 
see SI section 3) reveals a good match of the first peaks of Ca-OH RDF 
(2.41 Å for MD, and 2.38 Å experimental) and Ca-H RDF (2.98 Å for MD 
and experiment). The calcium atoms are octahedrally coordinated to six 
oxygen atoms, which was captured by the FF. The structural difference 
becomes evident after analyzing the OH-OH RDF, where the FF predicts 
the first peak at 3.2 Å, while the experimental OH-OH distance is 3.05 Å. 
This peak corresponds to the smallest distance of two oxygens inside the 
same calcium octahedra. The structure of portlandite consists of stacked 
[Ca(OH)6] layers lying in the (001) plane. The layers interact mainly 
through weak H-mediated dispersive forces [75]. The second peak (3.3 
Å) of the experimental OH-OH corresponds to the oxygen atoms of 
neighboring layers and is missing from the computed RDF. This also 
explains the larger deviation in the c-direction. While CementFF4 
accurately predicts the distances of the first coordination shell, it less 
accurately describes the interactions between the hydrogen and oxygen 
atoms.

Considering gibbsite (γ-Al(OH)3). The resulting deviation of unit cell 
parameters is roughly 10 %. The predicted structure with the Erica FF2 
(and CementFF2 which uses the same Al-OH interatomic potential) for 
gibbsite deviates in the a, b and c-direction by 18 %, 23 % and 23 %. 
CementFF4 predicts the Al-OH distance at 2.1 Å, while Erica FF2 predicts 
1.87 Å. The experimentally measured distance of Al-OH of the 
aluminium octahedral is 1.93 Å. While Erica FF2’s first shell distance is 
closer to the experimental value, it predicts a 4-fold aluminium oxygen 
coordination, whereas gibbsite’s aluminium atoms are 6-fold coordi-
nated, which is captured by the new LJ potential form for Al-OH in 
CementFF4. The radial distribution functions for gibbsite are given in SI 
section 7.

There are two different zinc hydroxide (Zn(OH)2) polymorphs: ε-Zn 
(OH)2 where zinc is tetrahedrally coordinated to four oxygens, and β-Zn 
(OH)2, where zinc is in octahedral coordination with six oxygens. 
Similar to gibbsite CementFF4 predicts the ε-Zn(OH)2 structure with 
relatively large deviations (9.53 %) in the unit cell parameters. How-
ever, CementFF4 correctly predicts a 4-fold coordination with an 
average first shell Zn-OH distance deviation of 5 % (SI section 7). The 
structural ordering of the zinc tetrahedra in ε-Zn(OH)2 comes from 
hydrogen bonds between the hydroxyl groups of neighboring tetra-
hedra. The origin of the hydrogen bond arises from quantum mechanical 
effects and not from the classical (exchange free) London dispersion and 
electrostatic ‘dipole-dipole’ forces which play only a secondary role 
[68]. In the LJ potential form the exponential-12 term describes the 
Pauli repulsion at short distances, while the exponential-6 term de-
scribes the London dispersion force (attractive) at long range. Therefore, 
it is of no surprise that it is difficult to accurately describe structures, 
which strongly depend on hydrogen bonding.

The structure of β-Zn(OH)2 has a layer hydroxide structure, similar to 
portlandite. The zinc atoms are 6-fold coordinated to hydroxyl groups. 
CementFF4 successfully predicts the 6-fold coordination with a devia-
tion of the Zn-OH first shell distance by 2.5 %. Since hydrogen bonding is 
only expected between the individual hydroxide layers, it affects the 
structure much less than that of ε-Zn(OH)2. This is reflected in the 
prediction of unit cell parameters for β-Zn(OH)2 (Table 2) where the 
deviation of a- and b-axis are 1.57 %, and c-axis 4.42 %. The deviation of 
unit cell parameters and the first shell distance are well below the ex-
pected values for a hydroxide.

Since the tobermorite structure has a close resemblance to the C-S-H 
structure it is discussed in a separate section.

4.2.2. Energetical validation
A rarely applied but an essential validation that is carried out for 

CementFF family of FFs is the energetical validation on certain relevant 
chemical reactions for cementitious systems [20,35]. This not only gives 
us a way to estimate the error associated with CementFF4 in calculating 
energies but also ensures the transferability of CementFF4 to a wide 
range of systems. As classical FFs cannot simulate bond breakage, a 
correction must be added for any reactions involving the conversion of 
water and oxide ions into hydroxide ions or vice versa. This correction is 
calculated using the reactions listed in Table 3. The average correction 
for each reaction per water molecule is taken as the correction factor for 
water splitting and is equal to − 2.82 eV/H2O. All the reactions we have 
selected for the energetic validation are listed in Table 4. The error 
estimation for these reactions is according to the methodology devel-
oped for CementFF1 [20].

The reaction enthalpies are calculated as ΔHMD =
∑

SP
i HP

i −∑
SR

i HR
i , where Si is the stoichiometry coefficient, Hi is the enthalpy and 

the superscripts P and R represent products and reactants, respectively. 
In the case of aqueous species, the energy of the aqueous species is 
estimated based on the energy difference between two boxes of water 
with the same number of water molecules but with and without the 
aqueous species.

As seen in Table 4 the calculated reactions enthalpies for non- 
hydroxides are within the error estimation. The reactions of most hy-
droxides are outside the error estimation. Those reactions are the ones 
which indicate a transition between a hydroxide and an oxide. As 
already explained in the Structural validation section, pure hydroxides 
are very difficult to simulate correctly, due to the limitation of modeling 
hydrogen bonding with empirical interatomic potentials. Hence the less 
accurate predictions for these 6 reactions.

4.2.3. Mechanical validation
Elastic properties are among the most important properties of solids 

[77]. Therefore, any interatomic potential should be tested for its ability 
to reproduce the elastic tensor of crystalline references. The individual 
components of the elastic tensor (cij) give a good estimation of the ac-
curacy of CementFF4 and can be used for further development of the FF 
[78]. However, elastic constants are not uniquely defined, except at zero 
stress and zero temperature. Different definitions lead to deviations of 
similar order as the external stress [22]. Further, the discrepancy be-
tween individual elastic constants (cij) determined by different experi-
ments can be higher than 100 % [79].

The interatomic potential from Lewis and Catlow [39], which is used 
to describe the Zn-O(S) interaction was constructed by fitting the elastic 
constants of the calculated structures to the experimental ones. This is 
seen in the excellent agreement between the MD calculated individual 
components of the elastic tensor with experimental and DFT calculated 
values for Hardystonite (Ca2ZnSi2O7), Zincite (ZnO) and Clinohedrite 
(CaZnSiO4⋅H2O). The calculated bulk modulus for Hardystonite and 
Zincite are within 2 % deviation to the reference data. The bulk modulus 
of clinohedrite is within 10 % deviation, which can be attributed to the 
difficulty of modeling materials with confined water (Table 5).

Regarding the elastic constants of portlandite: first, the calculated 
bulk modulus (K) with the new LJ potential form for Ca-OH of 
CementFF4 is closer to experimental measurements than the one 
calculated with Erica FF2. The improvement in accuracy is due to a 
better prediction of c12 and c13 elastic constants. Portlandite exhibits a 

Table 3 
Reaction for calculated water splitting correction.

Reaction Hsim Hexp [76] Hcorr

Ca(OH)2 → CaO + H2O 5.54 0.66 − 4.88
[Si(OH)4]aq → SiO2 + 2H2O − 3.05 − 6.27 − 1.61
AlOOH + H2O → Al(OH)3 − 4.05 − 0.11 − 3.94
Al2O3 + 3H2O → 2Al(OH)3 − 3.08 − 0.46 − 0.87
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large elastic anisotropy in compressional (c11 and c33) and shear elastic 
coefficients (c66 and c44). This corresponds to a larger stiffness and ri-
gidity in the basal plane with respect to the axial direction [79]. As seen 
in Table 5, the shear elastic coefficients predicted with CementFF4 are in 
better agreement with the experimental data than the compressional 
coefficients. The overestimation of the compressional coefficients can be 
related to the predicted structural characteristics of portlandite, where 
the underestimate in the c-direction hints at a stronger interaction from 
the MD compared to the experiment between the basal [Ca(OH)6] 
layers, resulting in higher compressional coefficients.

4.2.4. Ion-surface interaction
In order to evaluate the adsorption of Ca2+ on silicate surfaces 

CementFF4 is compared to the FF used by Bischoff et al. [81]. In this 
study, they successfully combined molecular dynamics and polarimetric 
angle-resolved second harmonic scattering to explore ion-specific 
adsorption effects at the SiO2 quartz (101) surface. The FF used is a 
classical FF which uses the Lennard-Jones potential form and employs 
partial charges [41,82].

The simulation box used (see Fig. S4) was of size 5.5, 3.9, and 8.0 nm 

in the x-, y-, and z-axis directions. A slab of solution was placed in the 
middle of the simulation box (3762 water molecules, 24 Ca2+ and 16 Cl−

ions), which was enclosed on each side, in the z-axis direction, with 4 
layers of crystalline SiO2. While the simulation box had periodic 
boundary conditions in the x- and y-axis direction, it had a fixed wall 
boundary condition in z-axis. The fixed wall was used to prevent arti-
ficial polarization due to periodicity effects in the treatment of electro-
static interactions [32]. On each surface 12.5 % of the silanol groups 
were deprotonated (16 out of 128 per surface) with this a negative 
surface charge was achieved. The choice of comparing the FFs in a 
system with a negative surface charge (deprotonation of silanol groups) 
since similar conditions are expected for C-S-H [83,84]. Except for the 
surface silicate layer, the bulk SiO2 structure was frozen. Identical initial 
structures were used for both FFs. The simulations were 50 ns long, with 
the results averaged over the last 4 ns. The plotted density profiles were 
averaged over each half of the simulation box. The simulation was 
carried out in the canonical (NVT) ensemble at 300 K.

To compare the results of the distribution of Ca2+ between inner- 
sphere, outer-sphere, diffuse layer, and bulk solution were examined. 
The results are shown in Table 6. Inner-sphere adsorption is considered 
if a Ca2+ is closer than 3.15 Å to a silicate oxygen, and outer-sphere if 
closer than 5.15 Å. Ions are counted as being in the diffuse layer if 
they’re not inner or outer-sphere adsorbed but less than 15 Å from the 
surface (z-axis direction) [81]. All remaining ions are considered as part 
of the bulk of the solution. The amount of inner and outer-sphere 
adsorbed Ca2+ predicted by both FFs is comparable. A difference is 
observed in the structuring of the diffuse layer and bulk solution, where 
the FF from Bischoff et al. favors Ca2+ in the bulk of solution over the 
diffuse layer. The difference could be partially attributed to 
CementFF4’s tendency to adsorb a small amount of Cl− ions close to the 
SiO2 surface, as seen in Fig. 3. Adsorption of Cl− due to the attraction to 
positively charged hydrogens of silanol groups increases the negative 
charge close to the surface, which could attract more Ca2+.

Second harmonic scattering is a valuable experimental technique to 
probe the interface of a particle [85]. In their study, Bischoff et al. [81] 
successfully correlated their experimental findings with atomistic 

Table 4 
Reactions for energetic validation. Errest is the estimated error as defined by 
Galmarini et al. [20]. ΔHEXP is taken from [76].

# Reaction ΔHMD 

[eV]
ΔHEXP 

[eV]
|ΔHMD- 
ΔHEXP| 
[eV]

Errest 

[eV]

1 Ca(OH)2 → (Ca2+)aq + 2 
(OH− )aq

− 0.86 − 0.19 0.67 0.61

2 2H2O + SiO2 → (Si 
(OH)4)aq

8.70 6.27 2.43 2.30

3 Ca(OH)2 + SiO2 → 
(CaSiO4H2)aq

− 2.95 2.44 5.39 0.56

4 (Ca2+ + 2OH− )aq + (Si 
(OH)4)aq → (CaSiO4H2)aq 

+ 2H2O

− 12.51 − 3.62 8.89 3.12

5 AlOOH + H2O → Al(OH)3 − 1.22 − 0.11 1.11 1.16
6 3Ca(OH)2 + 2Al(OH)3 → 

Ca3Al2(OH)12

1.88 − 0.42 2.30 3.98

7 3CaO + Al2O3 + 6H2O → 
Ca3Al2(OH)12

− 0.88 − 2.50 1.62 3.90

8 3CaO + 2Al(OH)3 + 3H2O 
→ Ca3Al2(OH)12

− 6.28 − 5.00 1.28 0.90

9 Al2O3 + 3H2O → 2Al(OH)3 5.40 − 0.46 5.86 2.56
10 Ca(OH)2 → CaO + H2O 2.72 0.66 2.06 0.72
11 2Ca(OH)2 + SiO2 → 2CaO 

+ (Si(OH)4)aq

14.14 7.6 6.54 3.66

Table 5 
Elastic constants cij in Voigt notation. All constants are in GPa. For hardystonite average c is reported in brackets, calculated as c =

(c11 + c12 + c13 + c33 + c44 + c66)/6. K is the bulk modulus and G is the shear modulus. Zincite DFT calculated values are from The Materials Project entry mp-2133 
[66].

c11 c12 c13 c22 c33 c44 c66 G1 G2 K

Hardystonite 164.4 77.6 54.0 168.7 16.0 63.0 40.1 51.5 98.3 (90.3)
Exp [72] 163.3 81.0 55.3 – 159.9 29.9 57.3 – – − (88.4)
Zincite 221.5 88.9 88.0 224.3 193.4 71.6 67.4 63.1 71.3 128.9
Exp [73] 209.7 121.1 105.1 – 210.9 41.5 44.3 – – –
DFT [58] 188.0 109.0 92.0 188.0 205.0 37.0 39.0 42.0 – 130
Clinohedrite 187.4 60.4 79.4 131.1 172.1 55.8 59.9 56.6 45.8 102.4
DFT 142.6 64.7 58.5 183.4 122.6 49.7 38.0 – 45.5 93.2
Portlandite 168.2 44.9 8.1 165.5 32.0 16.5 56.5 29.3 49.0 56.6
Erica FF2 159.4 81.2 20.2 156.9 32.8 3.8 42.0 18.4 37.3 66.5
DFT [80] 99.39 30.78 7.36 – 36.29 7.88 34.31 – – 36.46
Exp [74] 99.3 36.2 29.7 – 32.6 9.9 31.6 – – 46.9
Exp [71] 102.0 32.0 8.4 – 33.6 12.0 34.3 – – 36.4
Tobermorite 111.2 38.4 20.3 112.7 66.3 2.4 44.4 20.2 35.3 49.7
Erica FF2 [27] 99.4 46.4 19.0 130.7 60.6 26.2 39.4 24.0 35.2 49.9
DFT [9] – – – – – – – – – 49.0
DFT [75] 77.6 35.9 20.18 104.5 32.05 24.5 38.1 24.1 – 42.1
Exp [76] – – – – – – – – – 47 ± 4

Table 6 
Percentage of adsorbed Ca2+ by type of adsorption.

Inner- 
sphere

Outer- 
sphere

Diffuse 
layer

Bulk 
solution

CementFF4 22.4 % 17.7 % 41.4 % 18.5 %
Bischoff et al. [81] 23.0 % 13.3 % 18.2 % 45.5 %
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simulations which were carried out with a specialized FF. The compa-
rable amount of inner- and outer-sphere adsorbed Ca2+ by CementFF4, a 
formal atomic charge polarizable force field, to a specialized FF [81] is a 
reassuring measure. The difference in the number of Ca2+ in the diffuse 
layer and bulk of solution is presumably related to the choice of the 
water model (SPC/E versus TIP4P/2005) and the ionic charges. While 
the charge of Ca2+ in CementFF4 is set to the formal charge +2 |e|, 
Bischoff et al. [81] used the electronic continuum correction method 
whereby the charges were scaled to 75 % of their formal value (+1.5 | 
e|). The scaling of charges implicitly adds electronic polarization to the 
system [41] which in CementFF4 is not accounted for beyond silicate 
oxygens.

4.3. Calcium silicate hydrates

4.3.1. Tobermorite 14 Å
FFs which are meant to study the main cement hydration phase C-S- 

H should always be compared with respect to the structures of the 
tobermorite crystal family. In particular to tobermorite 14 Å, due to its 
resemblance with the C-S-H structure [2,86,87]. Calculations were 
carried out on a tobermorite 14 Å super cell of 4 × 4 × 1 crystalline unit 
cells [88]. The simulation details are given in the Methods section.

Table 7 reports the deviation of unit cell parameters with respect to 
experimental data from Bonaccorsi et al. [88] for four FFs: the widely 
used non-polarizable ClayFF [25,26] and CSH-FF [24], Erica FF2 [35] 
and CementFF4. As seen ClayFF and CSH-FF fail to replicate the unit cell 
of tobermorite, particularly the c-direction, where an expansion of the 
interlayers occurs. Erica FF2 replicates the unit cell with satisfactory 
accuracy, with a 4 % deviation in the β angle. CementFF4 differs from 
Erica FF2 in the use of the TIP4P/2005 water model, as well as Ca-OH, 
Ca-OW and OH-OW interactions. The change of those parameters 

improved the prediction of the unit cell.
The calculated pair distribution function (PDF, Fig. 4) shows an 

excellent agreement for Erica FF2 and CementFF4 with the experimen-
tally reported distances [88]. ClayFF and CSH-FF fail to correctly 
describe the calcium-silicate main layers. This is a consequence of a poor 
description of the silicate tetrahedra (without polarisability) and the 
Ca–O interactions, which is reflected in the under-coordination of 
calcium when considering a cutoff below 3.5 Å (Figs. S5 and S14). 
However, CSH-FF fails to maintain ordering of the main layer calcium- 
silicate sheet, while ClayFF successfully maintains the order (Fig. 5). 
While CSH-FF does not use angle terms for silicate tetrahedra, they are 
accounted for in ClayFF. This observation underlines the complexity of 
modeling silicates with empirical interatomic potentials [22].

Further confidence in the predicted tobermorite 14 Å structures 
comes from the calculated elastic tensor (Table 5). Both Erica FF2 and 
CementFF4 predict the bulk modulus (K) with very good accuracy. 
However, to our knowledge there are no individual components of the 
elastic tensor reported in the literature, and therefore a detailed com-
parison of the two force fields is not possible.

4.3.2. Vibrational density of states (v-DOS)
Power spectra, also known as v-DOS, are obtained from the Fourier 

transform of the velocity autocorrelation function. v-DOS is not based on 
selection rules but contains all motions of a system [64]. The calculated 
spectra are a sum of the infrared (IR) spectrum, the Raman spectrum and 
all motions that are neither IR nor Raman active [65]. The calculated 
spectrum reflects the force constants for bond stretching and angle 
bending in the FF [8]. Since the experimentally obtained spectra hold 
detailed information on molecular structure and dynamics, with enough 
precision to analyze the hydrogen bonding patterns, they can be used to 
test the quality of an FF [89]. The comparison to experimental data not 
only provides information on the correctness but also the relevance of 
dipolar polarizability [22].

The MD calculated v-DOS of tobermorite 14 Å are compared to the 
Ab initio calculation from Vidmer et al. [90] which is in good agreement 
with experiments (Table S9). Fig. 6 shows the comparison of the total v- 
DOS, while the projected v-DOS of CementFF4 for each atomic species 
are given in SI (Fig. S6).

The first half of the first peak (100–200 cm− 1) in Fig. 6 corresponds 
to the deformation of Si tetrahedra and Ca polyhedra, while the second 
half (200–350 cm− 1) corresponds to the deformation of Ca polyhedral 
only. The second peak (370–520 cm− 1) corresponds to the deformation 
of Si tetrahedra. H2O vibrations are observed around 510, 650, and 705 
cm− 1. The vibrational band at 650 cm− 1 is also assigned to the O–Si–O 

Fig. 3. Ion distribution through the solution slab. The reference results corre-
spond to the FF used by Bischoff et al. [81].

Table 7 
Comparison of the deviation of unit cell parameters between the experimental 
value [88] and as predicted by different force fields.

Force field a dev b dev c dev α dev β dev γ dev

CSH-FF [24] 8.98 % 8.41 
%

17.03 
%

− 1.62 
%

− 3.15 % 0.58 
%

ClayFF [26] 10.70 % 9.09 
%

12.70 
%

− 8.80 
%

− 15.10 
%

0.60 
%

Erica FF2 
[35]

− 0.05 
%

0.55 
%

1.51 % − 0.59 
%

4.01 % 0.31 
%

CementFF4 − 0.15 
%

0.38 
%

1.61 % − 0.27 
%

− 0.12 % 0.26 
%

Fig. 4. Pair distribution function calculated for the tobermorite 14 Å structure, 
as predicted by different FFs. The top lines correspond to the typical distances 
between atomic species as reported by Bonaccorsi et al. [88].
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bending, as seen in the projected v-DOS (SI section 5). The vibrational 
bands between 815 and 1120 cm− 1 are due to Si–O stretching. The ab 
initio contributions in the region around 1200 cm− 1 are assigned to 
Si–O stretching and H2O interactions with O–Si. The ab initio pre-
dicted band at 1610 cm− 1 is assigned to water bending.

The three compared FFs replicate the v-DOS at lower frequencies 
with good accuracy. These vibrational bands are assigned to the defor-
mation of Si tetrahedra and Ca polyhedral. At higher v-DOS (above 800 
cm− 1) the non-polarizable FFs ClayFF and CSH-FF poorly or do not at all 
replicate the vibrational bands. These vibrational bands are assigned to 
Si–O stretching which further supports the importance of polarizability 
for the correct description of silicates [22]. The vibrational band of 
water bending at 1610 cm− 1 is absent for all FFs, since they all use rigid 
water models.

In conclusion, we showed that CementFF4 yields energetically stable 
calculations over long simulation times. CementFF4 also replicates the 
structural, mechanical and vibrational properties of tobermorite 14 Å 
structure with good agreement with experimental and ab initio data 
reported in the literature.

4.3.3. Zn-C-S-H
Finally, we compare CementFF4 with a DFT calculated C-S-H struc-

ture. The chosen structure is taken from Morales et al. [12], who 
investigated the incorporation of zinc into the C-S-H structure. The 
structure is a C-S-H defective unit cell with a zinc tetrahedra replacing 
the Q2b silicate. This was shown to be the most common incorporation 
site of zinc in C-S-H [12]. The tetrahedral coordination of the zinc atom 
is achieved with two oxygens which are shared with neighboring Q2p,Zn 

silicates and with two hydroxyl groups, which are pointing into the 
interlayer. The C-S-H defective unit cell was multiplied in all axis di-
rection to create a super cell of dimensions 4 × 4 × 3 defective unit cells. 
The details of the simulation are given in the Methods section.

Tables 8 and 9 summarize the comparison of the MD predicted 
structure with the DFT relaxed structure from Morales et al. [12]. The 
unit cell parameters are well replicated, with the biggest deviation in the 
c unit direction (5.3 %). The first peaks of the RDFs show a very good 
match between the MD and DFT results (Table 9) The full RDFs are 
shown in Fig. S7 The biggest deviation occurs for the Zn-O distance, 
which is underpredicted by 4.6 %.

5. Conclusions

The present paper describes the further development and validation 
of a general purpose full charge polarizable force field for cementitious 
systems (CementFF4). While inclusion of polarizability is needed for the 
correct structural description of calcium silicate hydrates, it is shown 
that care must be taken when equilibrating the systems to prevent a drift 
of total energy. A methodology for the inclusion of transition metals into 
the force field is presented and validated with respect to experimental 
measurements and DFT computations. While the force field correctly 
predicts the first bond distances of hydroxides, it fails to replicate the 
long ranger ordering with high accuracy for most hydroxides. This is due 
to the challenge of modeling hydrogen bonding with classical empirical 
force fields. The key ionic species of C-S-H (namely Ca2+ and OH− ) are 

Fig. 5. Snapshot of the tobermorite 14 Å structure simulated with CSH-FF, ClayFF and CementFF4. Color legend: dark blue - Si, turquoise - Ca, red - O, white - H. 
Water molecules are represented with bonds. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of 
this article.)

Fig. 6. Total vibrational density of states (v-DOS) for the tobermorite 14 Å 
structure as predicted by CementFF4 and non-polarizable FFs (ClayFF and CSH- 
FF) and Ab initio calculation (DFT-GGA) [90]. The projected v-DOS of 
CementFF4 for each atomic species are shown in Fig. S6.

Table 8 
Calculated unit cell parameters for Zn-C-S-H. DFT results are from Morales et al. 
[12].

MD DFT Dev %

a 6.67 Å 6.62 Å 0.8 %
b 7.44 Å 7.46 Å − 0.3 %
c 14.59 Å 13.86 Å 5.3 %
α 106.00◦ 106.34◦ − 0.3 %
β 95.28◦ 95.79◦ − 0.5 %
γ 124.53◦ 123.01◦ 1.2 %
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fitted to the Lennard-Jones potential form, which allows for the use of 
mixing rules for studying surface phenomena [15]. The Ca2+ adsorption 
on quartz surfaces shows comparable results to an established force field 
from the literature [81]. The re-adoption of the TIP4P/2005 water 
model allows for simulations with a wide variety of ionic species in 
solution [42].

Finally, the force field was validated on the tobermorite 14 Å 
structure due to its similarity to the calcium silicate hydrate structure. 
Unit cell parameters as well as atomic distances are in excellent agree-
ment with experimentally reported values. Elastic constants, which are 
one of the most important properties of materials, are also in very good 
agreement with experimental values. To access the correctness of the 
force field at the atomic level the vibrational density of states was 
calculated and compared to an ab-initio calculated one. Again, the force 
field performs reasonably well. All key vibrational modes of silicates and 
calcium are captured. These findings demonstrate that cementitious 
systems (bulk and surfaces) can be explored using this force field with 
sufficient accuracy to obtain reliable results.
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A. Marchioro, M. Bischoff, C. Lütgebaucks, D. Biriukov, M. Předota, S. Roke, 
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