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ABSTRACT
The relativistic Sunyaev-Zel’dovich (SZ) effect can be used to measure intracluster gas temperatures independently of X-ray
spectroscopy. Here, we use the large-volume FLAMINGO simulation suite to determine whether SZ y-weighted temperatures lead
to more accurate hydrostatic mass estimates in massive (M500c > 7.5 × 1014 M�) clusters than when using X-ray spectroscopic-
like temperatures. We find this to be the case, on average. The median bias in the SZ mass at redshift zero is 〈b〉 ≡ 1 −〈
M500c,hse/M500c,true

〉 = −0.05 ± 0.01, over 4 times smaller in magnitude than the X-ray spectroscopic-like case, 〈b〉 = 0.22 ±
0.01. However, the scatter in the SZ bias, σb ≈ 0.2, is around 40 per cent larger than for the X-ray case. We show that this
difference is strongly affected by clusters with large pressure fluctuations, as expected from shocks in ongoing mergers. Selecting
the clusters with the best-fitting generalized NFW pressure profiles, the median SZ bias almost vanishes, 〈b〉 = −0.009 ± 0.005,
and the scatter is halved to σb ≈ 0.1. We study the origin of the SZ/X-ray difference and find that, at R500c and in the outskirts,
SZ weighted gas better reflects the hot, hydrostatic atmosphere than the X-ray weighted gas. The SZ/X-ray temperature ratio
increases with radius, a result we find to be insensitive to variations in baryonic physics, cosmology, and numerical resolution.

Key words: methods: numerical – galaxies: clusters: general – galaxies: clusters: intracluster medium – large-scale structure of
Universe – X-rays: galaxies: clusters.
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IN T RO D U C T I O N

number of important cosmological tests involve measuring quan-
ities that are sensitive to the growth of large-scale structure. The
umber density of massive galaxy clusters as a function of their
ass and redshift is one such probe, as clusters represent the rarest,

argest peaks in the matter density field (e.g. Allen, Evrard &
antz 2011; Kravtsov & Borgani 2012). This method is particularly

ffective at constraining the parameter combination S8 = σ8(�m)0.5

here σ8 is the linear power spectrum amplitude and �m the matter
ensity parameter but can also be used to constrain additional
arameters such as the dark energy equation of state parameter, w

e.g. Vikhlinin et al. 2009; Planck Collaboration 2016a; Pacaud et al.
018; Chiu et al. 2023). Complementary probes using clusters also
ield powerful cosmological constraints, particularly when based on
sing cluster gas fractions in the most massive systems that retain
ost of their baryons (e.g. White et al. 1993; Allen et al. 2004; Mantz

t al. 2014).
A key step in the above analyses is to calibrate cluster observables

o mass, usually by means of a mass-observable scaling relation.
everal methods exist for estimating cluster masses, namely weak
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ravitational lensing (e.g. Umetsu 2020, for a recent review); galaxy
inematics (e.g. Zwicky 1933; Diaferio & Geller 1997; Mamon,
iviano & Boué 2013) and X-ray hydrostatic analyses (e.g. Briel,
enry & Boehringer 1992; Durret et al. 1994; Pointecouteau, Arnaud
Pratt 2005). Accurate mass estimates with the latter approach

equires high-quality X-ray data to measure radial density and
emperature profiles of the hot intracluster medium (ICM), and
ssumes the gas is both spherically symmetric and in hydrostatic
quilibrium. The method has been extensively tested with hydro-
ynamical simulations (e.g. Evrard, Metzler & Navarro 1996; Kay
t al. 2004; Rasia, Tormen & Moscardini 2004; Nagai, Vikhlinin

Kravtsov 2007a; Piffaretti & Valdarnini 2008; Ansarifard et al.
020; Pearce et al. 2020). An important result that emerged from
hese theoretical studies is that hydrostatic masses are biased, partly
ue to incomplete thermalization of the ICM (e.g. Lau, Kravtsov

Nagai 2009) but also because the X-ray profiles themselves are
iased towards any cooler, clumpier gas that is present (e.g. Gardini
t al. 2004; Mazzotta et al. 2004; Rasia et al. 2006). The effect
f clumping can be somewhat mitigated using techniques such as
zimuthal filtering (e.g. Roncarelli et al. 2013; Zhuravleva et al. 2013;
ckert et al. 2015; Ansarifard et al. 2020; Towler, Kay & Altamura
023) but temperature effects are more complex as they result from
sing a single-temperature model to describe a multitemperature
as (Mazzotta et al. 2004). Furthermore, simulations have found the
is is an Open Access article distributed under the terms of the Creative
h permits unrestricted reuse, distribution, and reproduction in any medium,
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1Note that f (ν, 0) is the spectral distortion shape in the non-relativistic limit,
as is normally assumed in most current tSZ analyses.
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pectroscopic temperature bias to be even more severe in the most
assive clusters, leading to mass estimates that are biased by up to

0–40 per cent (Henson et al. 2017; Barnes et al. 2021).
ICM pressure profiles can also be measured using the thermal

unyaev-Zel’dovich (tSZ) effect (e.g. Sunyaev & Zeldovich 1972;
irkinshaw 1999; for a recent review, see Mroczkowski et al. 2019).
he tSZ signal results from the CMB photons undergoing inverse-
ompton scattering off the (more energetic) thermalized electrons

n the ICM, leading to a boost in photon energy that distorts the
MB black-body spectrum on ∼arcmin angular scales. It was first
easured as a CMB decrement (reduction in intensity) in the 1970s

sing single dish radio telescopes at ∼ 10 GHz (e.g. Pariiskii 1972;
ull & Northover 1976). Four decades later, hundreds to thousands
f SZ clusters have been detected in CMB surveys such as the space-
ased Planck satellite (Planck Collaboration 2016b) and ground-
ased facilities such as the South Pole Telescope (SPT; Bleem et al.
015) and the Atacama Cosmology Telescope (ACT; Hilton et al.
021). Many SZ studies are now yielding group and cluster pressure
rofiles (e.g. Aslanbeigi et al. 2013; Planck Collaboration 2013;
ayers et al. 2013; Bourdin et al. 2017; Pratt, Qu & Bregman 2021),
ften by combining data from more than one telescope to probe
wider range of spatial scales (e.g. Ruppin et al. 2018; Perrott

t al. 2019; Pointecouteau et al. 2021; Melin & Pratt 2023; Oppizzi
t al. 2023; Anbajagane et al. 2024). Many of these studies show
he pressure profile is reasonably universal, following a generalized
avarro, Frenk and White model (GNFW; Nagai, Kravtsov &
ikhlinin 2007b), with model parameters similar to those suggested

rom the analysis of an X-ray sample by Arnaud et al. (2010).
Hydrostatic masses cannot be estimated with pressure profiles

lone, but the combination of SZ (pressure) and X-ray (density) data
llows this to be achieved without expensive X-ray spectroscopy (e.g.
meglio et al. 2009; Tchernin et al. 2016; Eckert et al. 2019). An

lternative possibility that bypasses X-ray data completely, is to mea-
ure the relativistic SZ cluster signal. In hotter clusters (T > 5 keV
r so), relativistic effects are more important and affect the spectral
istortion of the tSZ effect (e.g Rephaeli 1995; Challinor & Lasenby
998; Itoh, Kohyama & Nozawa 1998; Sazonov & Sunyaev 1998;
hluba et al. 2012). This overall correction can be modelled as a

unction of the electron temperature so, in principle, can be used to
etermine the temperature of the ICM. Such measurements will also
e significant for cluster astrophysics as it will provide measurements
f cluster temperatures independent of X-ray observations. (e.g.
ointecouteau, Giard & Barret 1998; Hansen 2004; Chluba et al.
012, 2013). Previous simulation-based studies have shown that the
ompton-y weighted temperature is a low-scatter mass proxy and

ess sensitive to cluster physics than the X-ray temperature (Kay et al.
008; Lee et al. 2020, 2022). Furthermore, neglecting the temperature
ependence of the tSZ signal can also bias the tSZ flux (Y ) and, in
urn, lead to biases in cosmological parameters (Remazeilles et al.
019; Rotti et al. 2021).
A logical follow-on question, the subject of this paper is whether

ydrostatic mass estimates using SZ temperatures (and thus SZ-
nly data) are less biased than X-ray masses. We show that this
s indeed the case (a lower average bias) but with an interesting
aveat: the scatter increases due to the clusters undergoing major
ergers, an effect that becomes more prominent at higher redshift.
e also show that the gas that contributes most to the y-weighted

emperature (i.e. the gas with the highest pressure) is more diffuse
nd hydrostatic (i.e. has lower bulk/infall velocity), on average, than
he gas with the highest X-ray emissivity, especially in the cluster
utskirts. Our analysis uses the new FLAMINGO suite of large-
olume hydrodynamic simulations (Kugel et al. 2023; Schaye et al.
NRAS 534, 251–270 (2024)
023) with the flagship, 2.8 Gpc box containing hundreds of massive
> 1015 M�) clusters that are the most suitable for measuring the
elativistic SZ effect. We also make use of the smaller (1 Gpc)
oxes to investigate the sensitivity of our results to changes in
he resolution, gas physics, and cosmological model. This study
omplements the work by Braspenning et al. (in preparation) who
se the same FLAMINGO data set to study hydrostatic mass bias in
omparison with X-ray observations.

The rest of the paper is organized as follows. In Section 2, we
ummarize details of the FLAMINGO simulations, introduce the key
quations of the relativistic tSZ signal used here and how we estimate
hese, and other relevant properties, from the simulations. Our main
esults are then broken into 2 sections. In Section 3, we present global
Z temperature–mass relations and how these compare with other

emperatures in the FLAMINGO simulations. Then, in Section 4,
e focus on the radial gas pressure and temperature profiles, and
ydrostatic masses, as well as looking at the properties of the SZ
-weighted gas in more detail. Our results are summarized and
onclusions drawn in Section 5.

TH E O RY A N D S I M U L AT I O N S

n this section, we outline the relativistic tSZ effect and how it can be
sed to measure the Compton-y weighted temperature of the ICM.
e then describe the FLAMINGO simulations before discussing

ow the SZ (and other relevant) properties are calculated from the
article data.

.1 Relativistic thermal Sunyaev-Zel’dovich effect

he relativistic tSZ effect produces a change in the observed intensity
f the CMB radiation at frequency ν along the line of sight

�Iν

I0
= f (ν, Te) y, (1)

here I0 = 2(kBTCMB)3/(hc)2 and TCMB = 2.725 K is the mean
MB temperature. The function f (ν, Te) describes the shape of the

elativistic spectral distortion from a thermalized electron gas with
emperature Te (e.g. Chluba et al. 2012, 2013; Remazeilles et al.
019).1 The amplitude of the tSZ distortion along a given line of
ight is determined by the Compton-y parameter, an integral of the
lectron thermal pressure, Pe, as

= σT

mec2

∫
Pe dl =

∫
ỹ dl, (2)

here ỹ ∝ Pe is the contribution to y per unit length along the line
f sight. The tSZ flux density from a given solid angle of sky, �, is
iven by

ν = I0

∫
�

f (ν, Te) y d� = I0d2
A(z)

∫
V

f (ν, Te) ỹ dV , (3)

ssuming, for the second equality, all the electrons are at the same
edshift z and angular diameter distance dA. For an isothermal gas,
his equation simplifies to

ν = I0d
2
A(z) f (ν, Te) Y , (4)

here we have defined

=
∫

ỹ dV, (5)
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quantity that is often also referred to as the tSZ flux and is
roportional to the integrated thermal energy of the electrons. In
his case, both the electron temperature (Te) and flux (Y ) can be
imultaneously measured from multifrequency CMB data.

In practice, the ICM is not isothermal. Clusters are known to have
eclining temperature profiles beyond the core (e.g. Markevitch et al.
998; Vikhlinin et al. 2005). Simulations also predict the gas to have
range of temperatures within each radial shell (e.g. Lee et al. 2020;
arnes et al. 2021). The measured temperature from tSZ data will

herefore be a weighted average over the gas volume. To account
or this, we follow the approach of Chluba et al. (2013), writing
he spectral shape, f (ν, Te) as a Taylor expansion about a pivot
emperature T0

(ν, Te) = f (ν, T0) + ∂f �Te + 1
2∂

2f (�Te)2 + . . . , (6)

here �Te = Te − T0 and

kf = ∂kf

∂T k
e

∣∣∣∣∣
T0

. (7)

his allows us to write the volume integral in equation (3) for the
ux as∫
ỹf (ν, Te)dV ≈ f (ν, T0)Y + ∂f

∫
ỹ�TedV, (8)

o first-order accuracy. Defining the Compton-y-weighted tempera-
ure as

y = 1

Y

∫
ỹ Te dV , (9)

he first-order term in equation (8) will vanish if we set T0 = Ty . We
an thus use equation (4), replacing Te with Ty , to calculate the flux
ensity, with a best-fitting solution yielding values for {Y , Ty}. In
his paper, we will focus on the effect of using Ty profiles to measure
ydrostatic masses, but we also provide results for the second-, third-
and fourth-order temperature moments, required for more accurate
elativistic flux calculations, in Appendix A.

.2 The FLAMINGO simulations

e model the relativistic tSZ signal from clusters using the
LAMINGO simulations. These are a set of large-volume (Gpc-
cale) cosmological simulations that follow the growth of large-scale
tructure in the dark matter, baryon and neutrino components. Full
etails of the simulations including comparisons with key observa-
ional data and the model calibration process can be found in Schaye
t al. (2023) and Kugel et al. (2023), respectively. The FLAMINGO
imulations are especially useful for this work, for several reasons.
irst, they contain a large number of massive (M ∼ 1015 M�)
lusters, the objects expected to produce the largest relativistic tSZ
ignal. Secondly, the fiducial model is calibrated to reproduce two
ey observables (the z ≈ 0 galaxy stellar mass function and cluster X-
ay hot gas fractions at z ≈ 0.1). This model predicts cluster scaling
elations and thermodynamic profiles that agree well with X-ray and
Z cluster observations, even though the halo mass range of the
as fraction calibration (1013.5 < M500c/M� < 1014.36 for fiducial
esolution; Kugel et al. 2023) is outside that of massive systems
Braspenning et al. 2024; Schaye et al. 2023). Thirdly, there are a suite
f large-volume runs with varying subgrid models and cosmological
arameters, allowing us to assess the robustness of our results to such
ariations in the astrophysical and cosmological parameter space.

The FLAMINGO simulations assume a default, spatially flat
CDM cosmology with parameter values taken from the Dark
nergy Survey year 3 analysis including external constraints (the
3×2pt + All Ext.’ model). The key values are: �m = 0.306; �b =
.0486; �ν = 0.00139; h = 0.681; σ8 = 0.807, with the sum of the
eutrino masses set to

∑
mνc

2 = 0.06 eV. Initial conditions were
reated using a modified version of MONOFONIC (Hahn, Rampf &
hlemann 2021) that includes neutrinos using the method described

n Elbers et al. (2022). This assumes third-order Lagrangian pertur-
ation theory and uses separate transfer functions to generate the dark
atter, baryon, and neutrino perturbations. The random phases for

he Fourier modes were generated using PANPHASIA (first described
n Jenkins 2013).

All simulations were run using the SWIFTN -body/hydrodynamics
ode (Schaller et al. 2024). Gravitational forces are calculated
sing the Particle-Mesh algorithm on large scales and the fast
ultipole method on small scales. Hydrodynamical forces are

alculated for gas particles using the SPHENIX implementation of
he Smoothed Particle Hydrodynamics (SPH) method (Borrow et al.
022). SPHENIX is a density-energy SPH scheme that incorporates
oth artificial viscosity and artificial conduction terms, as well as
sing a higher order (Wendland C2) smoothing kernel. Massive
eutrinos are evolved as a separate particle species using the δf

ethod of Elbers et al. (2021).
Gas radiative cooling and heating rates are implemented using the
ethod described in Ploeckinger & Schaye (2020) that use tabulated

ates from CLOUDY (Ferland et al. 2017). Hydrogen and helium
eionization occur at redshifts z = 7.8 and z = 3.5, respectively.
as with hydrogen density nH > 10−4 cm−3 and overdensity δ > 10

s forced to have a minimum pressure Pmin ∝ n
4/3
H to reflect an

nresolved multiphase interstellar medium. As discussed in Schaye
t al. (2023), this pressure floor corresponds to a constant Jeans mass
f MJ ∼ 107 M� but is unresolved in the FLAMINGO simulations.
Star formation is modelled using the method described in Schaye
Dalla Vecchia (2008). Gas particles with δ > 100, nH > n∗

H (with
∗
H = 0.1 cm−3) and 1 < P/Pmin < 2 are stochastically converted

nto collisionless star particles at a pressure-dependent rate that
atches the observed Kennicutt-Schmdt law (Kennicutt 1998).
tellar mass loss from stellar winds, AGB stars, Type Ia and core-
ollapse supernovae (SNe) is modelled through mass transfer from
he star particle to surrounding gas particles (Wiersma et al. 2009;
chaye et al. 2015). Nine elements are tracked separately (H, He, C,
, O, Ne, Mg, Si, and Fe).
Supernova feedback primarily comes from the core-collapse SNe,

ssuming an available specific energy of 1.18 × 1049fSN ergM−1
� .

N energy is added in kinetic form, kicking opposing pairs of
articles with a wind speed �vSN (Chaikin et al. 2022). Black hole
rowth is modelled using the modified version or the Bondi–Hoyle
ccretion rate by Booth & Schaye (2009), capped at the Eddington
ate. This uses a density-dependent boost factor, α = (nH/n∗

H)βBH ,
o account for numerical (unresolved Bondi radius) and physical
single phase ISM) limitations in the simulations. As in Booth &
chaye (2009), AGN feedback is included by raising the temperature
f the nearest gas particle by �TAGN, once sufficient mass has
een accreted by the black hole and 1.5 per cent of this mass is
vailable for heating. The subgrid parameters used for calibration,
re: {fSN, �vSN, �TAGN, βBH}.

The largest FLAMINGO hydrodynamics run is labelled L2p8 m9
nd will be the main simulation that is analysed here. This run
ontains 50403 gas and dark matter particles each, and 28003

eutrino particles, within a box size of 2.8 comoving Gpc. The
as particle mass for this run is mgas = 1.07 × 109 M� and the
aximum physical softening length is εmax = 5.7 kpc. This run has

ubgrid physics parameters calibrated to match the low redshift
MNRAS 534, 251–270 (2024)
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M

Table 1. Simulations with varying physics. Column 1 gives the run label and
column 2 briefly describes the key differences from the fiducial case. All runs
adopt the same box-size and particle numbers as L1 m9.

Label Brief description

L1 m9 Fiducial calibration
fgas+2σ 2σ higher gas fractions
fgas−2σ 2σ lower gas fractions
fgas−4σ 4σ lower gas fractions
fgas−8σ 8σ lower gas fractions
Jet Jet feedback
Jet fgas−4σ Jets with 4σ lower gas fractions
M∗-1σ 1σ lower stellar masses
M∗-1σ fgas−4σ 1σ lower stellar masses, 4σ lower gas fractions
Planck Planck cosmology
PlanckNu0p24Var Higher neutrino mass, varying cosmo parameters
PlanckNu0p24Fix Higher neutrino mass, fixed cosmo parameters
LS8 Lower power spectrum amplitude
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alaxy stellar mass function and cluster gas fractions, achieved
sing a machine learning emulator-based approach (Kugel et al.
023). The values of the key subgrid parameters for this model are:
fSN, �vSN, �TAGN, βBH} = {0.238, 562 kms−1, 107.95 K, 0.514}.

We also make use of the suite of 1 Gpc (L1) runs, the fiducial
alibrated case referred to as L1 m9. The other runs include varia-
ions to the subgrid parameters to produce higher/lower cluster gas
ractions and stellar masses, offset by a fixed number of observed
tandard deviations, runs with jet feedback using the model of Huško
t al. (2022), and runs with varying cosmological parameters and
ssumptions for the neutrino species. Note that lower gas fractions
re mainly the result of stronger AGN feedback (higher heating
emperature or jet speed) while lower stellar masses are mainly from
tronger SN feedback (energy fraction and wind speed). The L1 runs
sed in this paper are summarized in Table 1; see Schaye et al. (2023)
or full details, with their table 1 listing subgrid parameter values for
ach run.

.3 Simulated cluster properties

ark matter haloes are identified in the FLAMINGO snapshot data
sing the VELOCIRAPTOR phase space-based halo finder (Elahi et al.
019). This code defines the halo centre as the particle with the
owest binding energy (referred to as the centre of potential) and
eparates bound particles into a central object and its satellites. A
econd code, Spherical Overdensity and Aperture Processor (SOAP),
s then run to calculate various halo properties within a range of
pertures. For this paper, we define the halo’s mass and radius
uch that the mean density of the sphere, centred on the halo,
s 〈ρ〉 = 500 ρcr where ρcr(z) = 3H 2/8πG is the critical density.
he Hubble parameter H (z) ≈

√
�m(1 + z)3 + 1 − �m as we only

onsider flat models with a cosmological constant and neglect, here,
he subdominant contribution from photons and neutrinos at low
edshifts, as appropriate for this paper. The corresponding mass of
he halo is

500c = 4
3 πR3

500c 500 ρcr(z). (10)

Our main results are volume-integrated averages of the halo’s
as properties, either from within R500c (scaling relations) or from
pherical shells (3D radial profiles).2 In general, these averages can
NRAS 534, 251–270 (2024)

We do not exclude gas in substructures from our analysis.

W
a
1

e written, for a continuous distribution, as

〈A〉 = 1

W

∫
V

wA dV , (11)

here w is the weight, A is the property being averaged and the
ormalization constant is

=
∫

V

w dV . (12)

or y-weighted averages, as discussed above, we can define w =
eT , assuming T = Te (i.e. electrons and ions in the volume element
V have equal thermal energies). We also use volume weighting
w = 1), mass weighting (w = ρ) and spectroscopic-like weighting
w = ρ2T −3/4), where ρ is the hot gas mass density. Volume
eighting is used for electron densities and pressures whereas mass
eighting is used for temperatures and velocities (note that Y is
roportional to the mass-weighted temperature). Spectroscopic-like
eighting is used as a proxy for X-ray spectroscopic temperatures of
ot (kBT > 2 keV) clusters where the X-ray emission is dominated
y thermal bremmstrahlung (Mazzotta et al. 2004).
As we are analysing data from SPH simulations, the above

ntegrals must be approximated as discrete sums over the hot gas
articles, each with effective volume m/ρ, where m is the particle’s
ass and ρ its SPH density. Thus, the discrete average becomes

A〉 = 1

W

N∑
i=1

wiAi (mi/ρi) , (13)

or all N gas particles with temperature Ti > Tmin in volume V . For
-weighted properties, we can set Tmin = 0 since ne = 0 for neutral
as by definition (these values are calculated for every gas particle in
he FLAMINGO simulations). For spectroscopic-like properties, we
et Tmin = 106 K (kBTmin ∼ 0.1 keV) for consistency with previous
ork. For volume- and mass-weighted properties, we also set Tmin =
06 K when considering radial profiles of massive clusters but reduce
his by an order of magnitude when including lower mass groups in
ur scaling relations.
For each halo, we exclude gas particles that were recently heated

y AGN (within the past 15 Myr) as these particles are briefly very
ot and dense. (In practice, this cut is not important as it affects a very
mall fraction of the particles.) In the case of global spectroscopic-
ike weighted temperatures, we also exclude gas particles from within
he core (r < 0.15 R500c) as this temperature can be significantly
ffected by the presence of cooler, denser particles in this region
X-ray observations also show more temperature scatter here).
urthermore, the models are less likely to be reliable on these scales
here the physics is more complex.
We scale each cluster property with mass and redshift using the

xpected self-similar scalings from gravitational structure formation
e.g. Voit 2005). These functions, for the temperature, electron
ressure, and velocity components, respectively, are as follows

500c = μmp

kB

GM500c

2R500c
(14)

500c = 500 fb ρcr

μemp
kBT500c (15)

500c =
√

GM500c

R500c
, (16)

here the last case is just the circular velocity of the halo at R500c.
e set the cosmological baryon fraction, fb = �b/�m ≈ 0.16, mean

tomic weight μ = 0.59 and mean atomic weight per electron μe =
.14.
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3We checked the temperature scatter distribution on cluster scales, 1014 <

M500c/M� < 1015, and it is close to log-normal for all three temperature
weightings.
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G LOBA L SZ TEMPERATURES

e first assess how the global (halo-averaged) SZ (y-weighted)
emperature, Ty , compares with the mass-weighted temperature,
m, and the spectroscopic-like temperature, Tsl. While our main
esults will focus on massive clusters (M500c > 7.5 × 1014 M�)
nly, here we extend the mass range down to low-mass groups

500c > 1013 M�), covering around two orders of magnitude in
alo mass. Groups are more sensitive to non-gravitational physics
han clusters, with feedback heating and ejecting more gas, leading
o lower baryon fractions. As a result, we are likely to see larger
ariations between the temperature measures in lower-mass objects.
urthermore, calibrating the temperature–mass relation down to
roup scales might be useful for constructing statistical predictions
e.g. stacked halo measurements).

In addition to the above mass limit, we impose a further constraint
hat the hot (T > 105 K) gas mass in the halo must be Mgas,500c >

× 1010 M� (around 50 gas particles at the fiducial resolution). This
nly affects a small number of gas-poor groups close to the total
ass limit where temperatures could not be reliably defined.

.1 The LLR method

ne of the consequences of cooling and feedback effects is that mass-
bservable scaling relations can no longer be accurately described
sing a single power law over the mass range of groups and clusters
.e. they are no longer self-similar. We instead model the temperature–

ass relations adopting the approach of Farahi et al. (2018) who use
he local linear regression (LLR) method. The LLR method produces
ocal properties (e.g. normalization, slope and scatter) within each
alo mass bin. Defining s = ln T and μ = ln M , the expectation
alue of s at fixed μ (i.e. the temperature–mass relation) is modelled
s a linear function in the vicinity of μ

s|μ〉 = π (μ) + α(μ)μ, (17)

here the normalization, π and slope, α are expected to vary
moothly with halo mass (and would be constant in the case of a
ure power law). The best-fitting (π, α) values are calculated at fixed
by minimizing the function

2(μ) =
N∑

i=1

w2
i

[
]si − π − αμi(μ)

]2
, (18)

here the index i in the sum runs over the N haloes in the
ample, each with μi(μ) = ln(Mi) − μ = ln(Mi/M). The weight,
i is defined as a Gaussian function, centred on μ

i = 1√
2πσLLR

exp

(
− μ2

i

2σ 2
LLR

)
, (19)

here σLLR = 0.46 (0.2 dex in M). This ensures that the slope and
ormalization are primarily determined by haloes with similar mass
i.e. the local in LLR).

The covariance matrix for two variables, a and b, is then estimated
s

ab = A

N∑
i=1

wi δsa,iδsb,i , (20)

here δsi = si − π − αμi is the deviation of s from the LLR model
or μ. (Note that each variable has their own set of LLR fit parameters
.g. πa(μ) and αa(μ).) The normalization constant A is defined as

=
∑N

i=1 wi(∑N

i=1 wi

)2
− ∑N

i=1 w2
i

, (21)
hich results in Cab being an unbiased estimator for the covariance
atrix. The diagonal terms yield the local scatter in each variable at
xed mass

a =
√√√√A

N∑
i=1

wi δs2
a,i . (22)

We calculate the LLR parameters (π, α, σ ) for each scaling
elation at 50 equally spaced μ values in the mass range 1013 <

500c/M� < 1015.5. We then discard results for μ values within
LLR of these mass limits, and where there are fewer than 10 objects

n the range μ ± �μ/2 where �μ ≈ 0.115 (the spacing between
djacent μ values). Note this latter constraint only affects the largest

values/halo masses. We checked that these criteria also lead to
onverged results for the smaller-box L1 runs at z = 0, used below.

.2 Fiducial model

e first look at the LLR parameters for the fiducial L2p8 m9 run,
hown as a function of halo mass at redshifts z = 0, 1, 2, 3 in Fig. 1.
he temperature normalization, exp(π ), results are shown in the

op panels. We plot this relative to T500c for each halo mass bin
o highlight the differences between results and to remove the self-
imilar redshift dependence (T ∝ E(z)2/3 at fixed mass). For all three
emperature weightings at z = 0 (dark blue curves), we see that T >

500c on group scales (M500c < 1014 M�) but T < T500c for the more
assive clusters. Consequently, in the middle panels, we see that the

ocal slope, α, is smaller than the self-similar scaling (2/3) except for
he spectroscopic-like temperature at the lowest masses, where this is
o longer a reliable X-ray proxy. On group scales, the slope becomes
atter with increasing mass, reaches a minimum around M500c ∼
014 M�, then starts increasing again but never quite reaches the self-
imilar value in massive clusters (we will discuss this further, below).
he scatter (bottom panels) is typically quite low (σ ∼ 0.05 − 0.1)
nd is largest in the low-mass groups.3 This mass dependence is
xpected from non-gravitational processes (radiative cooling and
ubsequent feedback) that result in gas with higher entropy (hotter
nd less dense) in groups than in clusters.

Comparing the three temperature weightings (different columns),
he SZ y-weighted temperature is higher in groups than the mass and
pectroscopic-like values, but closest to the gravitational temperature
n massive clusters. The first point means that the gas with the
ighest pressure in groups is hotter, as can be expected from the
ffects of thermal feedback, heating the densest gas and ejecting
t from the halo, a process that is more effective in lower mass
bjects with shallower gravitational potentials. On the other hand,
he spectroscopic-like temperature is most affected by cooler (but
till hotter than 0.1 keV), denser gas. Such gas becomes more
revalent in more massive clusters which likely explains why the
lope increases more gradually with mass on cluster scales than for
he other temperature measures (see e.g. Barnes et al. 2017).

The results at higher redshift span a narrower range in mass
ue to the paucity of high-mass objects there. However, the 2.8
pc box is still sufficiently large to contain reasonable numbers

> 10) of clusters (M500c > 1014 M�) at z = 2 and high-mass groups
1013.5 < M500c/M� < 1014) at z = 3, making it useful for predict-
ng the properties of high redshift objects in future deep cluster
MNRAS 534, 251–270 (2024)
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M

Figure 1. LLR parameters for the three temperature–mass relations at varying redshift (z = 0, 1, 2, 3) for the fiducial run L2p8 m9. From top to bottom, the
rows show the local normalization (eπ ), slope (α) and scatter (σ ) of the temperature as a function of halo mass, M500c/M� ≡ eμ. Each column shows results
for the different temperatures (Tm, Tsl and Ty , respectively). Note that the normalization is shown relative to the gravitational temperature T500c (the dashed
horizontal line is where eπ = T500c). The horizontal dashed line in the middle row is the self-similar slope, α = 2/3.
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urveys. In all three temperature cases, looking at group scales,
he normalization is lower at higher redshift, i.e. the evolution
s slower than self-similar, or, at fixed mass, objects at higher
edshift are colder than expected from gravitational heating. The SZ
emperature normalization evolves closest to the self-similar rate (and
s almost perfectly self-similar on cluster scales at z < 2), whereas
he spectroscopic-like temperature is the least self-similar. The slope

oves closer to the self-similar value at higher redshift while the
catter is almost constant with redshift in the mass-weighted and y-
eighted cases (spectroscopic-like temperatures show more scatter

t higher redshift but again, these results are not reliable on group
cales).

Our results are qualitatively consistent with those found by Lee
t al. (2022), who analysed temperature–mass relations for the three
eightings applied to four different simulation sets at z = 0 − 1.5.
emperature–mass relations from FLAMINGO simulations at z =
− 2 are also presented in Braspenning et al. (2024). There, the
edian mass-weighted temperature is plotted against halo mass and

he results are shown to be in good agreement with X-ray observations
t z < 0.6.

.3 Other models

e repeated the above analysis on the full range of FLAMINGO
1 runs with hydrodynamics at z = 0. For the runs that vary the
osmological model (including the neutrino component) we find,
eassuringly, almost no change in the LLR parameters for the range
f halo masses. For runs with varying resolution there are some
NRAS 534, 251–270 (2024)
ifferences at lower mass but the fiducial resolution (L1 m9) is
easonably well converged (see Appendix B). The runs with lower
tellar masses (M∗-1σ and M∗-1σ fgas-4σ ) produce very similar
esults to their L1 m9 and fgas-4σ counterparts. This is because
he hot gas dominates the baryon budget in group and cluster-sized
aloes.
The most significant systematic differences in the LLR param-

ters are found when the hot gas fractions are varied (relative to
bservational uncertainties), mainly driven by the strength of AGN
eedback events (more energetic events, as a result of higher heating
emperature, lead to lower gas fractions). Fig. 2 shows the LLR
arameters for these runs at z = 0 with fgas-8σ (turquoise) using
he strongest feedback and fgas+2σ (purple) the weakest. As the
as fractions are lowered (through increasing the feedback strength),
he gas, unsurprisingly, becomes hotter at fixed mass, with the SZ
-weighted temperatures still the highest of the three.
We also see the mass scale where the slope is at a minimum

ncrease when the gas fractions are lowered. A similar result was
een in the cosmo-OWLS simulations with varying AGN heating
emperatures, studied by Le Brun et al. (2014) and is due to the
ffect of the AGN feedback on the entropy of the gas. At the lowest
asses (M500c ∼ 1013 M�), the average mass-weighted temperatures

re similar across the five gas fraction models (as can be seen from
he normalization, where the models also have eπ > T500c, i.e. the
ntragroup gas is hotter than the gravitational temperature). Here,
he feedback is effective at heating and ejecting gas from the halo
ince the AGN heating temperature, �TAGN � T500c. As halo mass
ncreases towards cluster scales (and T500c → �TAGN), the impact
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Figure 2. Temperature–mass relations for runs that are calibrated to shifted observed cluster hot gas fractions (by the indicated number of σ in the run label).
Details are as in Fig. 1.
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f the feedback on the gas temperature reduces, correspondingly
eading to a decrease in the temperature ratio eπ/T500c and the slope,
, also decreases. Eventually, the slope starts increasing again as

he temperature becomes more and more dominated by gravitational
eating at the largest masses. This transition occurs at a larger halo
ass for a run with lower gas fractions due to its larger �TAGN value.
Models with lower gas fractions/stronger feedback also produce
ore scatter, especially in groups, and this also reaches a minimum

alue at a larger halo mass. The scatter is particularly large for
he strongest feedback case (fgas-8σ ) due to groups with very high
emperatures. However, the scatter is much less model dependent for
he most massive clusters where gravitational heating dominates.

Another set of runs with varying baryonic physics are those that use
et (i.e. directed kinetic) feedback rather than thermal feedback for
he AGN. These models (Jet and Jet fgas-4σ ) produce qualitatively
imilar results to their respective thermal feedback models (L1 m9
nd fgas-4σ ) with the jet models producing slightly (up to around
0 per cent or so) lower temperatures and scatter on group scales. This
s probably due to incomplete thermalization of feedback energy,
ossibly linked to the lower mass objects being less well resolved.

RADIA L PROFILES AND HYDROSTATIC
ASSES

esults in the previous section showed that the global SZ y-
eighted temperatures are higher than both mass-weighted and X-

ay spectroscopic-like temperatures at fixed halo mass, and vary
ith redshift at a rate that is closest to the self-similar expectation.
hese results are in agreement with previous work using smaller
amples (e.g. Lee et al. 2022). We also found the temperatures to be
ensitive to variations in cluster gas fractions (primarily driven by
GN feedback strength) but insensitive to variations in galaxy stellar
asses and the underlying cosmological/neutrino model.
We now investigate whether the use of relativistic SZ temperatures

an reduce the hydrostatic mass bias in massive clusters; for this, we
equire the y-weighted radial temperature profiles. For SZ-based data
here gas thermal electron pressure profiles can also be extracted

from Compton-y profiles), it is appropriate to express the hydrostatic
ass as a function of temperature and pressure using the following

ersion of the hydrostatic equilibrium equation

(< r) = − kB

Gμmp

[
r T

d ln P

d ln r

]
, (23)

here the term in square brackets is a function of the radius r and
can be either the total or the electron thermal pressure since the

ass depends on the relative differential d ln P = dP/P . We assume
= 0.59 here, typical of observational analyses (e.g. Eckert et al.

019). Thus, the estimated hydrostatic mass, M500c,hse, requires both
he local temperature and local pressure gradient at R500c,hse; we will
utline the procedure below and refer the reader to Braspenning et al.
2024) for a more detailed study of the ICM profiles in comparison
ith X-ray data. Note that we only use 3D profiles here although, in
ractice, the observed profiles are projected along the line of sight.
e choose this approach as it allows us to focus on the effect of

arying the temperature weighting on the hydrostatic mass estimate
and other underlying gas properties). Observational predictions will
lso require projection effects to be taken into account (e.g. from
imulating an SZ lightcone) as well as other complications such as
on-SZ sources (including the CMB) and noise. Such predictions
re better focused on specific instruments (taking into account the
MNRAS 534, 251–270 (2024)



258 S. T. Kay et al.

M

Figure 3. Top: scaled pressure profiles, plotted as x3P(x), for the massive
(M500c > 7.5 × 1014 M�) clusters in L2p8 m9 at z = 0. The solid curve
is the median profile while the shaded region shows the scatter (16–84th
percentiles). The dashed curve is the best-fitting generalized NFW (GNFW)
model to the median profile. Bottom: results are shown relative to the best-
fitting GNFW model.
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Figure 4. Scaled pressure values at three different radii versus halo mass.
Each solid line corresponds to the median pressure while the shaded region
shows the scatter (16–84th percentiles). The median pressure of the sample
is shown by the horizontal dashed line in each case. The radii were chosen
to show the pressure values in the core (x = 0.1); at intermediate radius
where the scatter is minimal (x = 0.6) and in the outskirts where the scatter
is maximal (x = 3). These results show that the scatter is not driven by an
additional dependence of the pressure on cluster mass.
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vailable frequency channels, beam size etc.) and are beyond the
cope of the current work. However, for now, we note that Lee
t al. (2020) showed that their results for projected (cylindrical) tem-
erature profiles produced similar differences between the different
emperature weightings for the high-mass clusters relevant to this
tudy.

For the main analysis, we use the L2p8 m9 run and only select
lusters at z = 0 with M500c > 7.5 × 1014 M� (1253 objects in total;
61 clusters have M500c > 1015 M�). This is because the most
assive clusters have the hottest gas (on average) and thus produce

he largest relativistic SZ signal. Our mass limit also ensures we still
ave a reasonable number of objects in the smaller L1 boxes that
e use for comparing results with varying models (48 clusters for
1 m9). Our choice of redshift maximizes the number of high-mass
ystems in our box. However, in practice, observations of massive
lusters are likely to be at intermediate redshift. For example, RX
1347.5-1145, as studied recently by Butler et al. (2022), is at
= 0.45, while the CHEX-MATE Tier-2 sample (CHEX-MATE
ollaboration et al. 2021) is at z < 0.6. Therefore, we also compare
ur main results (hydrostatic bias parameters at z = 0) to those at
= 0.2 − 0.5; the z = 0.5 sample is around an order-of-magnitude

maller with 181 objects.

.1 Pressure profiles

e show the (volume-weighted) thermal electron pressure profiles
or the L2p8 m9 massive cluster sample in Fig. 3. The median
caled pressure profile, P = P/P500c, is plotted as a function of
he dimensionless radius x = r/R500c (solid curve), along with the
6th to 84th percentiles (shaded region). We scale the y-axis by x3 to
ighlight the relative contribution to the ICM thermal energy (or Y )
rom each radial bin as well as to highlight differences between
he data and model. We do not remove any substructures when
alculating the pressure profile as this would be a difficult thing to do
NRAS 534, 251–270 (2024)
n practice with SZ data, given the relatively low angular resolution
f the observations.
The median profile is fitted with the generalized NFW (GNFW;

agai et al. 2007b) model

GNFW(x) = P0

(c500x)γ [1 + (c500x)α](β−γ )/α , (24)

ver the radial range 0.1 < x < 5 (as shown). This range excludes the
nner region so does not constrain the inner slope parameter, γ , well.
hus, following Barnes et al. (2017), we fix its value to γ = 0.31

as found by Arnaud et al. 2010) and fit the other four param-
ters {P0 = 6.05 ± 0.32, c500 = 1.77 ± 0.09, α = 1.48 ± 0.08, β =
.55 ± 0.12} where the given values are for the best-fitting model
shown as the dashed curve). This produces a reasonably good fit
o the median profile, in line with previous simulation studies (e.g.
agai et al. 2007b; Kay et al. 2012; Barnes et al. 2017; Gupta et al.
017; Planelles et al. 2017); with the largest deviations occurring
eyond R500c.
Looking at the scatter, we find it is minimal at x ≈ 0.6 and maximal

t x ≈ 3. To check whether this scatter is due to an additional
ass dependence (over and above the self-similar scaling), we

how in Fig. 4 the scaled pressure values for individual clusters
ersus their mass at three different radii: x = 0.1 (the core); x = 0.6
intermediate radius, minimal scatter), and x = 3 (outskirts, maximal
catter). It is clear the scaled pressure has weak or no dependence
n halo mass, with the median value close to the sample median
dashed line) in all cases except for a deviation in the most
assive clusters (M500c > 2 × 1015 M�) at x = 0.1 and x = 3. The
pearman correlation coefficients are rs = (0.01, −0.007, −0.2) for
= (0.1, 0.6, 3), respectively. The larger scatter at large radius is

ikely to be associated, at least in part, with merger shocks (see
elow).
In Fig. 5, we compare the electron pressure profiles for clusters

n a selection of runs with varying baryonic physics models, and
he alternative LS8 cosmological model. In all cases, we see only
elatively small differences (< 30 per cent) in the pressure between
odels at each radius. In runs with lower hot gas fractions, driven

y stronger AGN feedback, the pressure is lower in the inner region
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Figure 5. A comparison of the median pressure profiles for clusters with
M500c > 7.5 × 1014 M� in the different L1 models (see text for details),
relative to the L1 m9 case. The shaded region illustrates 16–84th percentiles
for L1 m9, showing that the level of cluster-to-cluster scatter is larger than
the variations between models.

Figure 6. Scaled temperature profiles for the massive clusters in L2p8 m9
at z = 0, in the radial range 0.1 < x < 2. The top panel shows results for the
three different temperature weightings (mass weighted, spectroscopic-like
weighted, and y weighted), while the bottom panel shows temperature ratios
between two weightings. The solid curves are the median profiles while
the shaded regions span the 16–84th percentiles. The dashed vertical line
highlights x = 1 (r = R500c).
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Figure 7. Ratio of temperatures measured at R500c versus halo mass. Solid
curves show the median ratios and shaded regions the 16–18th percentiles for
each mass bin. The dashed horizontal line illustrates a ratio of unity.
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ut higher in the outskirts, as may be expected from the ejection
f more material to larger radii. Clusters within the LS8 run have
ower pressure in the outskirts but this may be a statistical effect
ue to there being fewer objects above the mass limit in this run (28
lusters, compared with 48 in L1 m9).

.2 Temperature profiles

e next compare the 3D radial y-weighted temperature profiles to
he mass-weighted and spectroscopic-like cases. Fig. 6 shows the
edian temperature profiles and the 16–84th percentile regions from
2p8 m9. We restrict the radial range to 0.1 < x < 2 as we are most
nterested in the temperatures around x = 1 for calculating the hy-
rostatic masses. Furthermore, it will be much more observationally
hallenging to measure temperatures at x � 1 where the SZ signal
s lower, the gas is cooler and the physics is more complex (e.g. the
lectron and ion temperatures may no longer be equal, see e.g. Fox

Loeb 1997).
In line with our T − M scaling results and with previous work

Kay et al. 2008; Lee et al. 2020, 2022), we find that the y-weighted
emperature, Ty , is larger than the mass-weighted temperature, Tm,
nd the spectroscopic-like temperature, Tsl, at all radii considered.
ithin the main cluster region these differences are relatively modest,
ith Ty and Tsl being within 10 − 15 per cent of Tm at x = 1

r = R500c), but they increase significantly in the cluster outskirts
1 < x < 2). As can be seen in the lower panel, the y-weighted
emperature is around twice the spectroscopic-like temperature and
5 per cent larger than the mass-weighted temperature at x = 2.
e will explore the outskirts further below, but for now, we note

hat the offsets around R500c will affect the mass estimates, given
hat M ∝ T in equation (23). Fig. 7 compares these ratios at R500c,
howing the median values and the scatter as a function of halo
ass. While most of the objects are at the lower-mass end, the

rend is for the highest-mass clusters to have Ty/Tm ratios that
re around 10 per cent higher, and Tsl/Tm ratios that are around
0 per cent lower, than the lowest-mass objects. Consequently,
he median Ty/Tsl ratio (SZ/X-ray temperature) varies by around
0 per cent or so, over the same mass range. Spearman correlation
oefficients are rs = (0.2, −0.2, 0.2) for the (Ty/Tm, Tsl/Tm, Ty/Tsl)
atios with M500c, respectively.

Fig. 8 shows results from comparing the temperature profiles for
he different L1 models. In the top panel, we can see that relative
ifferences in Ty between the models and the fiducial case mainly
ccur within R500c. As the hot gas fraction decreases (from increasing
he thermal AGN feedback strength) the temperature within the
luster increases but the effect is mild (within 20 per cent in the
xtreme, fgas-8σ case). Interestingly, the jet model, using directed
inetic AGN feedback, produces a similar increase that almost
eaches 20 per cent at 0.1R500c (see also Braspenning et al. 2024 who
ompared mass-weighted profiles). Beyond R500c, Ty is less sensitive
o the feedback variations with differences less than 5 per cent.

odels with varying stellar masses and cosmology/neutrinos show
o discernible systematic differences in Ty profiles (for the latter,
nly the LS8 case is shown here).
MNRAS 534, 251–270 (2024)
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Figure 8. A comparison of the median temperature profiles between different
L1 models. Top: ratio of y-weighted temperature profiles to the fiducial
(L1 m9) case. Bottom: ratio of y-weighted and spectroscopic-like profiles.
The shaded region illustrates 16–84th percentiles for L1 m9, showing the
level of cluster-to-cluster scatter.
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Figure 9. Top: hydrostatic mass bias (b; equation (25)) distributions for mas-
sive clusters in the L2p8 m9 run at z = 0. The three histograms correspond
to the different temperature profile weightings, as shown in the legend. The
grey vertical line denotes b = 0 (no bias) and the crosses illustrate the median
and 16–84th percentiles for each distribution. Bottom: as above but for the
subset with the lowest pressure profile goodness-of-fit values, �(P) < 0.02.
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We also show the ratio of median Ty and Tsl profiles for individual
odels in the bottom panel. These results show that the ratio is fairly

nsensitive to the feedback variations out to 2R500c. We can see that, in
he cluster outskirts (r > R500c) where the ratio is larger, differences
etween the models are smaller than the cluster-to-cluster scatter for
1 m9. This suggests the large offset between the two temperatures

s a robust prediction from these simulations and so it would be
nteresting to test this with X-ray and (relativistic) SZ observations
.g. by stacking clusters, once it is possible to measure temperatures
t these radii. However, it is not clear whether this prediction,
ased on simple 3D weighted temperatures, would accurately reflect
he observed temperature ratio on these scales where the gas is
ntrinsically cooler and projection effects are likely to be significant.
o test this, we would require more detailed modelling using mock
bservations, something that we leave to future work.

.3 Hydrostatic masses

e now estimate individual cluster masses using equation (23). Since
he individual profiles can be quite noisy (often due to substructure
roducing localized fluctuations), we fit model profiles to the pressure
nd temperature. For the pressure, we fit a four-parameter GNFW
odel, fixing γ = 0.31 as in Section 4.1. Here, we also restrict

he radial range of the fit to 0.1 < x < 2, to avoid the largest
adii where deviations from a smooth profile are larger. For the
emperature profile, it is common to model this using the function
escribed in Vikhlinin et al. (2006). However, as we only need the
emperature around R500c, such a model (with up to seven parameters)
s overcomplicated for our needs. Instead, we found a simpler, third-
rder (cubic) polynomial function to be sufficient when applied over
he radial range 0.5 < x < 2. These fits were made for each of the
hree temperature profiles (Tm, Tsl, and Ty).

We perform these fits for each of the 1253 clusters with M500c >

.5 × 1014 M� in L2p8 m9 using the pressure and temperature
odels to calculate the mass profile for 0.5 < x < 2 using equation
NRAS 534, 251–270 (2024)
23). From the estimated mass, we then calculate the radius at
hich the mean internal density, 〈ρ〉 = 500ρcr. This radius is labelled
500c,hse and the estimated mass M500c,hse. The hydrostatic mass bias

t R500c,hse, b, is then defined through

− b = M500c,hse

M500c
. (25)

Fig. 9 (top panel) shows the distribution of b values for the three
ifferent temperatures (the vertical grey line corresponds to b =
). The crosses above the histograms show the median and 16–
4th percentiles (see also Table 2). As in previous work (e.g. Biffi
t al. 2016; Henson et al. 2017; Pearce et al. 2020), using the mass-
eighted temperature profile results in a slightly smaller mass on

verage (the median bias is 〈b〉 = 0.091 ± 0.005) but the bias more
han doubles when using the spectroscopic-like temperature (〈b〉 =
.217 ± 0.005) as a result of the latter being biased towards denser,
ooler gas. Both distributions have similar scatter, with σb ≈ 0.15
here σb is defined to be half the difference between the 16th and
4th percentile b values. On the other hand, using the y-weighted
emperature results in a lower bias with 〈b〉 = −0.048 ± 0.005 but
arger scatter, with σb = 0.21 ± 0.01. This systematic shift in 〈b〉 is
xpected given that Ty is larger than the other two measures. The
arger scatter is mainly due to the tail of low b values (the lowest
alue, an extreme outlier, has b = −2.4). While this tail is present in
ll three distributions, it is most prominent in the y-weighted case,
uggesting its origin must be related to the thermal pressure of the
as around R500c.

To investigate this tail, we calculate a goodness-of-fit statistic for
he GNFW fit to the pressure profile for each cluster

(P) =
√√√√ 1

Nbins

Nbins∑
i=1

[
log10 (P/PGNFW)

]2
, (26)
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Table 2. Median hydrostatic bias values and their scatter for the L2p8 m9
massive (M500c > 7.5 × 1014 M�) cluster sample and the subsample with the
best GNFW pressure profile fits (�(P) < 0.02). Results are given for z = 0
(1253 clusters), z = 0.2 − 0.5 (724 clusters), and z = 0.5 (181 clusters).
Uncertainties are calculated from bootstrap re-sampling 10 000 times.

Weighting 〈b〉 σb

All clustersz = 0:
Mass 0.091 ± 0.005 0.152 ± 0.006
Spec-like 0.217 ± 0.005 0.151 ± 0.004
Compton-y −0.048 ± 0.005 0.209 ± 0.009
All clustersz = 0.2 − 0.5:
Mass 0.093 ± 0.006 0.172 ± 0.009
Spec-like 0.259 ± 0.006 0.146 ± 0.008
Compton-y −0.128 ± 0.012 0.296 ± 0.020
All clustersz = 0.5:
Mass 0.107 ± 0.013 0.181 ± 0.014
Spec-like 0.281 ± 0.012 0.139 ± 0.011
Compton-y −0.160 ± 0.028 0.306 ± 0.036
Good-fit clustersz = 0:
Mass 0.114 ± 0.006 0.112 ± 0.006
Spec-like 0.226 ± 0.007 0.125 ± 0.005
Compton-y −0.009 ± 0.005 0.115 ± 0.005
Good-fit clustersz = 0.2 − 0.5:
Mass 0.132 ± 0.007 0.111 ± 0.011
Spec-like 0.284 ± 0.009 0.112 ± 0.007
Compton-y −0.036 ± 0.010 0.133 ± 0.013
Good-fit clustersz = 0.5:
Mass 0.156 ± 0.013 0.088 ± 0.015
Spec-like 0.340 ± 0.022 0.110 ± 0.013
Compton-y −0.036 ± 0.017 0.100 ± 0.018
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here Nbins = 26 is the number of radial bins in the range 0.1 <

< 2 used for the GNFW fit. We plot b versus �(P) for the
assive cluster sample in the left panel of Fig. 10. This shows

hat clusters with higher �(P) values (poorer pressure profile fits)
end to have larger b scatter. This is particularly significant in the
y case, where we additionally show the individual clusters with

he most negative bias values (b < −0.2) as dots. We also note
n overall trend in the median b decreasing with increasing �(P);
he Spearman coefficients are rs = (−0.2, −0.1, −0.3) when using
m, Tsl, Ty , respectively. This confirms our expectation that the tail
f negative b values primarily contains objects with poor pressure
rofile fits.
We also show the b values as a function of halo mass in the right-

and panel of Fig. 10. There is a mild positive correlation in the Tsl

ase (rs = 0.11), as seen in previous work (e.g. Barnes et al. 2021),
ut this is considerably weaker in the other two cases (rs = 0.03 for
m and rs = −0.03 for Ty). The scatter shows no obvious trend with
alo mass; clusters with b < −0.2 are found across our (limited)
alo mass range but are more common at lower mass where there are
ore objects in total.
An example of a cluster with a poor pressure profile fit (�(P) ≈

.08) and large, negative y-weighted bias (b = −2.1) is shown
omment in the top row of Fig. 11. From left to right, each panel
hows Tsl, Ty and stellar mass density maps, projected down one
xis of the cube centred on the cluster with side length 4R500c.

hite contours illustrate Compton-y values and the yellow circles
1, 2]R500c. In this case (and typically for clusters with large �(P)
alues), there is clear evidence of dynamical activity: the stellar
ensity map shows a double peak along the vertical direction,
hile the gas shows regions of large pressure gradients and high
emperature perpendicular to this direction, associated with merger
hocks. Note that these shocks occur between 1 − 2R500c (between
he two yellow circles) and hence affect the pressure profile fit. These
esults are in contrast with the cluster shown in the bottom panels.
his object has a small bias (b = 0.01) and is much more regular in
ppearance.

More quantitatively, we show median pressure and temperature
rofiles in Fig. 12 for all clusters (blue), clusters with good pres-
ure profile fits (�(P) < 0.01; purple) and clusters with bad fits
�(P) > 0.06; green). In the bottom panel, solid curves are for the
-weighted temperature and dashed curves for the spectroscopic-

ike temperature. The median pressure profile for the bad-fitting
lusters is significantly different from the other two at nearly all
adii. The pressure is lower at r < 0.5R500c and up to 30 per cent
igher at r ≈ R500c. The y-weighted temperature profile shows
imilar behaviour whereas the effect on the spectroscopic-like
emperature profile is smaller in the outskirts (around 10 per cent
nhancement at R500c). Consequently, it is these local increases in
ressure and y-weighted temperature, associated with the merger
hocks seen in Fig. 11, that lead to the tail of low (negative)
values.
We also checked whether the bias distribution is affected when

umerically evaluating the pressure gradient (smoothed with a
avitzky–Golay filter) rather than using the GNFW model fit. While
ur main results are qualitatively unchanged, using the local gradient
ncreases the median bias of all the samples by δb ≈ 0.04 − 0.05, and
ncreases the scatter by 30–40 per cent. These differences are again
riven by the irregular clusters with poor GNFW fits. To illustrate
his, we show the best-fitting GNFW model to the median pressure
rofile of the bad-fitting clusters in Fig. 12 (black dotted curve). The
agnitude of the local pressure gradient is smaller than predicted by

he model around R500c. This leads to a smaller mass estimate, and
hus larger b value, than when using the GNFW fit. The larger scatter
s also unsurprising, given that the GNFW pressure gradient is the
esult of a global fit and is thus less affected by fluctuations around

500c.
Removing clusters with the largest pressure deviations (relative to

he GNFW model) would therefore be a simple, if not optimal, way
o reduce the scatter in the mass bias. We demonstrate this by taking
he subset of 563 clusters with �(P) < 0.02, close to the sample

edian (see Fig. 10). The resulting b distributions for this subsample
re shown in the lower panel in Fig. 9, with 〈b〉 and σb values listed in
able 2. As expected, removing these clusters has the largest impact
n the y-weighted case, where the median bias reduces to 〈b〉 =
0.009 ± 0.005 and the scatter reduces by a factor of two, to σb =
.115 ± 0.005. For the mass-weighted case we find 〈b〉 = 0.114 ±
.006 and σb = 0.112 ± 0.006, while for the spectroscopic-like case
b〉 = 0.226 ± 0.007 and σb = 0.125 ± 0.005. In these latter two
ases, the median bias is slightly higher than for the full mass-
imited sample while the scatter has decreased by only around 20–25
er cent.
While eliminating clusters with poor fits is an effective measure,

t is not desirable for many applications where statistically complete
amples are required, most obviously when using cluster number
ounts to constrain cosmological parameters. Additionally, removing
hese objects could also introduce biases, e.g. in determining the
istribution of cluster morphology or the range of thermodynamic
rofiles. Alternative, more optimal approaches may be possible such
s measuring the profiles only along directions orthogonal to the
erger axis, or using the azimuthal median profile rather than the
ean. The latter, in particular, is a promising method to reduce
MNRAS 534, 251–270 (2024)
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Figure 10. Hydrostatic mass bias, b, versus pressure profile goodness-of-fit statistic, �(P) (left), and halo mass, M500c (right), for the massive cluster sample at
z = 0. The three temperature cases are shown in different colours, with the solid lines showing the median bias and the shaded regions the 16–84th percentiles.
The green dots show results for individual clusters with b < −0.2 for the y-weighted case. The dashed vertical line is the median value of �(P) while the solid
grey vertical line corresponds to �(P) = 0.02, the upper limit used to define the subset with good pressure profile fits.

Figure 11. Spectroscopic-like temperature (left), Compton-y weighted temperature (middle) and stellar mass density (right) maps for two clusters, one with a
large y-weighted mass bias (b = −2.1; top) and one with a small bias (b = 0.01; bottom). Each map is a projection of the cubic region with side length 4R500c,
centred on the cluster. Pixel values are normalized to the maximum and are shown on a logarithmic scale to improve contrast. The white contours represent
equal Compton-y values, log10(y/ymax) = [−2,−1.5,−1, −0.5,−0.1], whereas the yellow circles indicate [1, 2]R500c.
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he effect of shocks (or other discontinuities) that lead to local
uctuations and/or reduce gas clumping (e.g. Zhuravleva et al.
013; Eckert et al. 2015; Towler et al. 2023). We leave such a
tudy to future work as it requires a detailed analysis of the SZ
aps and the deprojection of these data to infer the underlying 3D

rofiles.
NRAS 534, 251–270 (2024)
.4 Hydrostatic bias in different models

e compare the median bias, 〈b〉, and scatter, σb, for various L1 runs
n Fig. 13. The former values are shown in the top panel along with
he corresponding result from the L2p8 m9 run as a horizontal band.
or all models shown, we see the same separation in 〈b〉 between the
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Figure 12. Median pressure (top) and temperature (bottom) profiles for all
massive clusters in L2p8 m9 (blue), compared to the subsamples with good
(purple) and bad (green) fits to their GNFW model pressure profiles. The
black dotted curve in the top panel is the best-fitting GNFW model to the
median pressure profile of bad-fit clusters.
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Figure 13. Median hydrostatic bias parameter, 〈b〉 (top), and scatter, σb

(bottom), for massive (M500c > 7.5 × 1014 M�) clusters in various L1 runs
labelled along the x-axis. The symbols represent the different temperature
weightings while error bars are the 1σ uncertainties from bootstrap re-
sampling 10 000 times. Horizontal bands represent results (and uncertainties)
from the main L2p8 m9 sample. The σb bands for the mass-weighted and
spectroscopic-like temperatures overlap.
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ifferent temperature cases; using Tsl gives the largest bias and Ty the
mallest. For Tsl, results for L1 m9 are similar to L2p8 m9 but the
m and Ty results increase with the latter now consistent with no bias.
or a given temperature case, small differences are seen for the runs
ith varying gas fractions. As the gas fraction decreases (mainly due

o stronger AGN feedback), the bias parameter goes down slightly.
his is likely due to the slight increase in gas temperature around
500c (Fig. 8), as the pressure gradient at this radius is similar for the
ifferent models (Fig. 5). Runs with jet feedback, lower stellar masses
r lower S8 also produce similar bias parameters to the fiducial case.

The scatter in the bias parameter (bottom panel) is reasonably
onsistent between all runs and between different temperature
eightings. However, the scatter for the y weighted case is around
factor of two lower than for the larger L2p8 m9 box. The b

istribution lacks the tail to negative b values seen for L2p8 m9 and
lso leads to a larger median value. The result cannot be explained
y the larger box containing more massive objects as we saw earlier
hat the scatter did not vary with halo mass (Fig. 10). Instead, this
uggests that the higher frequency of extreme clusters is a feature
f the larger volume of the L2p8 m9 run, better able to describe the
on-Gaussian statistics of massive clusters.

.5 Hydrostatic mass bias at higher redshift

s stated above, our main results are presented at z = 0 to maximize
he sample size but many observed massive clusters will be located
t intermediate redshifts (e.g. z ∼ 0.3 − 0.5) as a result of the trade-
ff between the increase in volume and a lack of massive clusters
xisting at higher redshift (to illustrate this last point, we only find
ne cluster with M500c > 1015 M� in L2p8 m9 at z = 1). We thus
estrict our redshift study to z ≤ 0.5 and base our cluster selection
n the CHEX-MATE Tier-2 sample (CHEX-MATE Collaboration
t al. 2021). This sample has a similar mass limit to ours and a
easonably uniform redshift distribution between z = 0.2 − 0.5. To
imic this distribution, we first select all 181 clusters in L2p8 m9
bove our mass limit (M500c > 7.5 × 1014 M�) at z = 0.5. We then
elect random subsamples (with no replacement) of 181 objects each,
t z = 0.4, 0.3, 0.2, creating a total sample of 724 clusters.

Fig. 14 shows the equivalent set of results to Fig. 9 but for our
= 0.2 − 0.5 sample. We also provide median bias (〈b〉) and scatter

σb) values in Table 2, along with results for z = 0.5 only. For all
hree weightings, the magnitude of the median bias is larger than
he corresponding value at z = 0. However, the changes in the y-
eighted bias are significantly larger than for the other two cases,
ith the median value almost three times larger and the scatter

ncreasing by around 40 per cent. These results are not unexpected
ince such massive clusters (selected above a fixed mass limit) are
ynamically younger at higher redshift and are thus more likely
o show signs of merger activity and shocks. Again, restricting the
ample to objects with �(P) < 0.02 (230 clusters), the bias for the
-weighted case reduces significantly, to b ≈ −0.04, with the scatter
eing similar to the z = 0 value (σb ≈ 0.1).
Focusing on the z = 0.5 sample only, we find similar trends

etween b and M500c, and b and �(P), to those at z = 0. There
s only a weak trend in b with mass (rs = (−0.06, 0.05, −0.1) for
he Tm, Tsl, Ty cases, respectively) but a stronger (anti-)correlation
etween b and �(P) (rs = (−0.4, −0.3, −0.5) for the same cases).

.6 A closer look at the gas in cluster outskirts

ur results have shown that, in line with previous studies, the SZ y-
eighted temperatures are higher than the X-ray spectroscopic-like
MNRAS 534, 251–270 (2024)
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Figure 14. As in Fig. 9 but showing the b distributions for the sample of
massive clusters with z = 0.2 − 0.5.
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Figure 15. Top: electron density profiles (x2ne) for clusters in L2p8 m9
at z = 0 for three different cases: volume weighted, spectroscopic-like
weighted, and y weighted. Bottom: ratios between profiles with different
weightings.
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emperatures, particularly in the cluster outskirts. We have also shown
hat this leads to a smaller median hydrostatic mass bias around R500c

han when the spectroscopic-like temperature is used, particularly
hen dynamically disturbed clusters with strong localized pressure
uctuations are excluded. It is tempting to think there is a physical
eason for this reduction in bias as, away from shocks, gas with
he highest thermal pressure ought to be the most hydrostatic. We
nvestigate this here by comparing radial profiles for a few other gas
roperties using the same weightings as we did for the temperature.
Fig. 15 shows the electron density (x2ne) profiles for three different

eightings. The first case is the volume-weighted electron density
hich has the smallest cluster-to-cluster scatter. We also show the

ase that uses spectroscopic-like weighting; while not an observable,
t informs us of the typical electron density of gas that contributes

ost to Tsl. At x > 0.6, we see that x2ne is approximately constant
nd the ratio between this density with the volume-weighted case
ncreases rapidly with radius. This is a result of the ICM becoming
ncreasingly clumpy at larger radii, with the denser gas also tending
o be cooler (both increasing the spectroscopic-like weight). On the
ther hand, the y-weighted profile traces the volume-weighted profile
ore closely, to within 25 per cent or so, out to x = 2. Thus, the

as in the outskirts with the highest pressure (and thus the largest
weighting) has lower density and higher temperature than the

as with the highest spectroscopic-like weighting. On larger scales
not shown), we find that even the y-weighted density becomes
ignificantly higher than the volume-weighted case, particularly
round 5R500c, where we expect the accretion shock to be located
see e.g. Aung, Nagai & Lau 2021).

This result suggests that the high-pressure gas, traced by the SZ
ffect, may be more hydrostatic in the outskirts, on average. To test
his, we also consider the weighted hot gas radial velocity and 3D
elocity dispersion profiles as both should be reduced for the y-
eighted gas, relative to the other weightings. Fig. 16 confirms this,
here we have scaled the velocities to the circular velocity, v500c, of

ach halo at R500c. In the left-hand panel, the median radial velocities
re always negative, as expected for infalling gas. In all cases, these
alues are small (<10 per cent of v500c) within R500c. At larger radii,
NRAS 534, 251–270 (2024)
he radial velocity magnitudes are larger, but the y-weighted median
emains within 10 per cent of v500c or so, at x = 2. On the other hand,
he spectroscopic-like-weighted gas has a significantly larger radial
elocity magnitude, over twice that of the mass-weighted case (and
round four times that of the y-weighted case) at x = 2. Similarly,
n the right-hand panels, the 3D velocity dispersions are similar to
ach other within R500c, with σv increasing with radius, signifying an
ncrease in non-thermal pressure. In the outskirts, the median values
or the three weightings diverge, with the y-weighted value being the
mallest and the spectroscopic-like-weighted value the largest (the
ormer is around two thirds of the latter at x = 2).

SU M M A RY A N D C O N C L U S I O N S

n this paper, we have used the large-volume FLAMINGO cosmo-
ogical simulations (Kugel et al. 2023; Schaye et al. 2023) to study
ow using the Compton y-weighted temperature, an observable
hat can be extracted from the relativistic SZ spectral distortion
n massive clusters, impacts upon measurements of the hydrostatic

ass bias. We also study how this temperature compares with the
ass-weighted and spectroscopic-like temperatures, the latter being
proxy for the X-ray spectroscopic temperature, both within clusters
nd in their outskirts. The FLAMINGO simulations have been
articularly beneficial as they have allowed us to (a) select, for the
rst time, a large (∼ 103 objects) mass-complete sample of massive
M500c > 7.5 × 1014 M�) clusters from a single hydrodynamical
imulation; and (b) study the impact of varying the cosmological
nd subgrid (feedback) models relative to the fiducial case that is
alibrated to observations. The fiducial model has also previously
een shown to produce results in good agreement with observed X-
ay cluster scaling relations and radial profiles (Braspenning et al.
024). Here, we summarize our main results:

(i) Compton-y-weighted temperatures are higher than mass-
eighted and spectroscopic-like temperatures at fixed mass, in line
ith previous work, and evolve self-similarly with redshift out to
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Figure 16. Left: radial velocity profiles for the massive clusters in L2p8 m9 at z = 0 for three different cases: mass weighted, spectroscopic-like weighted and
y weighted. Right: 3D velocity dispersion profiles for the same cases. Ratios of the profiles are shown in the lower panels (the absolute value is taken for the
radial velocity case).
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t least z = 1 (Fig. 1). These temperatures are higher when clusters
ontain lower gas fractions (mainly as a result of stronger AGN
eedback). The temperature scatter at fixed mass is insensitive to
hese changes in high mass clusters but increases with feedback
trength in groups (Fig. 2).

(ii) Pressure profiles are generally well characterized by the
NFW model for massive clusters (Fig. 3). Cluster-to-cluster scatter

s minimal at r ≈ 0.6R500c and maximal at r ≈ 3R500c. The profiles
re self-similar at these scales to good approximation (Fig. 4). Models
ith stronger AGN feedback have slightly lower pressure in the core

nd higher pressure in the outskirts, as a result of more gas being
jected (Fig. 5).

(iii) y-weighted temperatures are similar to spectroscopic-like
emperatures around the edge of the core (r ≈ 0.1R500c) but di-
erge at larger radii and are around twice as high in the outskirts
r ≈ 2R500c; Fig. 6). At R500c, appropriate for mass estimates, Ty

s around 25 per cent higher than Tsl and increases gradually with
ass (Fig. 7). We find an increase in Ty/Tsl with radius that is

nsensitive to variations in baryonic physics and cosmology (Fig. 8),
aking it a robust prediction that can be tested with X-ray and SZ

bservational data, e.g. by stacking clusters to measure the signal in
he outskirts.

(iv) Hydrostatic masses with y-weighted temperatures are less
iased, on average, than when using spectroscopic-like temperatures
ut have larger scatter (Fig. 9). The latter is due to clusters with
arge pressure and Ty fluctuations close to R500c (Fig. 12) that,
n inspection, are associated with merger activity (Fig. 11). Such
lusters tend to have poorly fitting GNFW models (Fig. 10) and
hen only clusters with good fits are considered, the scatter reduces

onsiderably. At intermediate redshifts (z = 0.2 − 0.5) the median
ias is around three times larger as a result of massive clusters being
ynamically younger (Fig. 14) but is similar to the z = 0 result when
oorly fitted clusters are removed.
(v) The median bias and scatter are similar for all models run with

1 Gpc box and varying baryonic physics and cosmology (Fig. 13)
ut show significant deviations from the main results that used a
arger (2.8 Gpc) box. The former do not contain as many extreme,
erging objects, so it is likely a statistical effect caused by the
on-Gaussian nature of the density field in relation to rare, massive
bjects. It is therefore evident from this example that caution should
e applied when using cosmological simulations with modest box
izes to calculate probabilities of rare events like merging massive
lusters (extreme value statistics).

(vi) Focusing on the gas in cluster outskirts (1 < r/R500c <

), Compton-y (pressure) weighting yields lower electron density
Fig. 15), radial velocity and velocity dispersion (Fig. 16) than X-ray
spectroscopic-like) weighting, as well as higher temperatures. These
esults suggest the SZ temperature is a more sensitive tracer of gas
hat is smoother and more hydrostatic than the X-ray temperature,
hich is affected by cooler, clumpier gas.

In conclusion, our study shows that the relativistic SZ effect in
lusters is an important method for independently measuring the
CM temperature. First, there is the prospect of measuring cluster
asses with SZ data only; our results show these masses to be

nbiased if pressure fluctuations associated with mergers/shocks can
e accounted for. Secondly, our work shows that comparing SZ and
-ray temperatures in cluster outskirts ought to be informative for
robing the gas structure. The ability to measure the temperature of
he ICM with SZ observations may also be useful as an independent
alibration measure, as temperature measurements from different
-ray telescopes differ at the level of 10–20 per cent (e.g. Schellen-
erger et al. 2015; Wallbank et al. 2022).

Existing attempts of measuring SZ temperatures are still quite
are but future telescopes with millimetre/sub-millimetre capability
re including the relativistic SZ effect in their science case, e.g.
YST/CCAT-prime (Stacey et al. 2018); AtLAST (Ramasawmy et al.
022; Di Mascolo et al. 2024). With such instruments, it should
e possible to measure relativistic temperatures at different scales
n a reasonable amount of observing time (Perrott 2024) and start
o test the above predictions. On the theoretical side, we will also
equire more realistic, mock X-ray and SZ data from simulations to
est whether our predictions hold under more realistic observational
onditions.
MNRAS 534, 251–270 (2024)
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Figure A1. Radial dependence of the higher order terms in the relativistic
SZ expansion (see text for details). Top: results are scaled to T500c for each
cluster. The dotted lines are least-squares fits to the median profiles over the
radial range 0.15 < r/R500c < 2. Bottom: ratio of each higher order term to
Ty .

Table A1. Values for the intercept, A, and slope, B, for linear least-squares
fits to the variation in higher-order terms, relative to T500c, with radius.

Term A B

σy/T500c 0.22 0.10
ρy/T500c 0.26 0.22
κy/T500c 0.38 0.25
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PPEN D IX A : H IGHER O RDER TERMS

ere, we briefly look at the radial profiles of the functions used
or the higher (second, third, and fourth)-order terms in the Taylor
xpansion of the relativistic spectral distortion f (ν, Te) about Ty

Chluba et al. 2013). As discussed in Section 2.1, this choice of pivot
emperature means that the linear term vanishes, and the kth order
erms are proportional to the following temperature moments

k = 〈
(Te − Ty)k

〉
, (A1)

here 〈〉 corresponds to the y-weighted average used in equation (9).
or k = 2, 3 & 4, we can write the respective functions as

2 ≡ σ 2
y = 〈Te〉2 − T 2

y

F3 ≡ ρ3
y = 〈

T 3
e

〉 + 2T 3
y − 3Ty 〈Te〉2

F4 ≡ κ4
y = 〈

T 4
e

〉 − 3T 4
y + 6T 2

y 〈Te〉2 − 4Ty 〈Te〉3 , (A2)

here σy, ρy, κy all have dimensions of temperature. (Note that these
unctions will be related to the variance, skewness, and kurtosis of
he temperature distribution at a given radius, respectively.) Thus, to
ourth order, we have∫
ỹf (ν, Te)dV ≈ Y

[
f (ν, Ty) + 1

2∂
2f σ 2

y + 1
6∂

3f ρ3
y + 1

24∂
4f κ4

y

]
.

(A3)

We evaluate the temperature moments, σy, ρy, κy , as a function
f radius and show the results in Fig. A1. The top panel shows
hat, unlike Ty , these higher order functions increase with radius, i.e.
he (y-weighted) temperature distribution is becoming increasingly
road and asymmetric on larger scales. Relative to Ty , these terms are
mall (around 10 per cent in the core, x = 0.1) but become significant
n the outskirts (x = 1 − 2), as shown in the bottom panel. A similar
esult was found by Lee et al. (2020) for the temperature scatter, σy ,
sing the BAHAMAS+MACSIS simulations (Barnes et al. 2017;
cCarthy et al. 2017). We provide a simple linear least-squares fit

o the radial profiles in the form Y = A + B log10(r/R500c) where
= {σy, ρy, κy}/T500c and the fit is performed over the radial range

.15 < r/R500c < 2. Values for A and B are given in Table A1 with
he fits shown as dotted lines in the top panel of Fig. A1.

We also compare the radial profiles of the higher order terms
etween models in Fig. A2. As with the pressure and temperature
rofiles, the differences between models are typically small, although
he kinetic AGN feedback Jet model produces larger temperature
catter (and higher-order effects) in the central region (x < 0.2 or
o).
MNRAS 534, 251–270 (2024)
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igure A2. Ratio of median higher order profiles in the varying L1 models
o the fiducial L1 m9 case.

Note that each higher order (k) term would also need to be
eighted by ∂kf /k! when calculating the full relativistic signal at
given frequency. This can be achieved using numerical codes like

ZPACK Chluba et al. (2012), something we will address in future
ork.

PPENDIX B: R ESULTS AT VA RY ING
E SOLUTION

he FLAMINGO simulations include L1 runs at varying resolution;
ere we compare some of our key results for the runs with gas
article masses eight times higher (L1 m10) and lower (L1 m8)
han the fiducial case (L1 m9; see Table B1). Note these runs
ere calibrated separately (to the same observables) so theirsub-grid
odel parameters vary (see Kugel et al. 2023 and Schaye et al.2023
NRAS 534, 251–270 (2024)
able B1. Fiducial runs with varying box-size and resolution. Column 1
ives the run label: 2 and 3 the baryon and particle numbers, respectively; 4
he comoving box-size; and 5 the gas particle mass. Note that runs at varying
esolution are calibrated separately to the observational data.

abel Nb Nν L mgas

(cGpc) M�

2p8 m9 50403 28003 2.8 1.07 × 109

1 m8 36003 20003 1 1.34 × 108

1 m9 18003 10003 1 1.07 × 109

1 m10 9003 5003 1 8.56 × 109

or details). As discussed in Schaye et al. (2015), this can be classed
s a weak convergence study.

Fig. B1 shows the LLR parameters for the temperature–mass rela-
ions at z = 0. The normalization parameter (top panel) is converged
or all three runs on cluster scales (M500c > 1014 M�), whereas
n group scales, the low-resolution L1 m10 run underpredicts the
emperature by up to 30 per cent or so (this is likely due to stellar
eedback being switched off in this run which also predicts larger gas
ractions in lower-mass groups which are below the calibration scale
see fig. 10 of Schaye et al. 2023). The slope and scatter (middle
nd bottom panels) show larger differences at low mass, particularly
etween the the L1 m10 and L1 m9 models. Both the slope and
catter are smaller at higher resolution. The L1 m9 and L1 m8 runs
how better agreement, with the minimum slope occurring around
he same halo mass. All three runs come into good agreement at

500c > 1014.3 M�.
Fig. B2 compares the median pressure profiles for the massive

luster sample (M500c > 7.5 × 1014 M�) at the three resolution
evels. As in Fig. 5, we plot the profile relative to the fiducial L1 m9
ase. In general, the median profiles are very similar, with deviations
nly occurring in the core and far outskirts. The lower resolution
1 m10 run produces clusters with slightly higher (20 per cent)
ressures in the core and far outskirts, while the higher resolution
1 m8 run only differs by up to 5 per cent or so. Importantly, for this
tudy, the pressure profiles are well converged around R500c, where
e estimate cluster masses.
We also compare y-weighted temperature profiles in Fig. B3. Here,

he deviations are smaller (within 10 per cent) with a higher core
emperature at higher resolution. The increasing Ty/Tsl ratio with
adius is identical in all three resolution cases, providing further
upport to the robustness of this result.

Finally, we compare median hydrostatic bias parameters, 〈b〉, and
catter, σb, for the runs with varying resolution in Fig. B4. Results
or all three runs are consistent with each other, with the y-weighted
asses being unbiased, on average.
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Figure B1. Temperature–mass relations for the L1 box with varying mass resolution (L1 m10, L1 m9, and L1 m8 are low, standard, and high resolution runs,
respectively). Details are as in Fig. 1.

Figure B2. As in Fig. 5 but comparing the median pressure profile for each
resolution level to the fiducial case.

Figure B3. As in Fig. 8 but comparing the median temperature profile for
each resolution level to the fiducial case.
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Figure B4. As in Fig. 13 but comparing the bias parameter for the runs with
different resolution.
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