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A B S T R A C T 

Galaxy clusters are important probes for both cosmology and galaxy formation physics. We test the cosmological, hydrodynamical 
FLAMINGO (Full-hydro large-scale structure simulations with all-sky mapping for the interpretation of next generation 

observations) simulations by comparing to observations of the gaseous properties of clusters measured from X-ray observations. 
FLAMINGO contains unprecedented numbers of massive galaxy groups ( > 10 

6 ) and clusters ( > 10 

5 ) and includes variations in 

both cosmology and galaxy formation physics. We predict the evolution of cluster scaling relations as well as radial profiles of the 
temperature, density, pressure, entropy, and metallicity for different masses and redshifts. We show that the differences between 

volume-, and X-ray-weighting of particles in the simulations, and between cool- and non-cool-core samples, are similar in size 
as the differences between simulations for which the stellar and AGN (active galactic nucleus) feedback has been calibrated to 

produce significantly different gas fractions. Compared to thermally driven AGN feedback, kinetic jet feedback calibrated to 

produce the same gas fraction at R 500c yields a hotter core with higher entropies and lower densities, which translates into a 
smaller fraction of cool-core clusters. Stronger feedback, calibrated to produce lower gas fractions and hence lower gas densities, 
results in higher temperatures, entropies, and metallicities, but lower pressures. The scaling relations and thermodynamic profiles 
show almost no evolution with respect to self-similar e xpectations, e xcept for the metallicity decreasing with redshift. We find 

that the temperature, density, pressure, and entropy profiles of clusters in the fiducial FLAMINGO simulation are in excellent 
agreement with observations, while the metallicities in the core are too high. 

Key words: methods: numerical – galaxies: clusters: general – galaxies: clusters: intracluster medium – large-scale structure of 
Universe – X-rays: galaxies: clusters. 
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 I N T RO D U C T I O N  

he largest collapsed structures in our Universe, galaxy clusters, are
n excellent probe of some of the most violent events we can observe,
uch as mergers with other clusters and feedback from accretion
nto the most massive black holes. Furthermore, their abundance
nd clustering are important probes for cosmology. Because of their
arge mass, they are, unfortunately, quite rare, and statistical samples
re much smaller than for lower mass objects like galaxies. 

Galaxy clusters are typically found in optical surv e ys (e.g Takey,
chwope & Lamer 2013 ; Rykoff et al. 2014 ), X-ray surv e ys (e.g.
 ̈ohringer et al. 2004 ; Lovisari et al. 2017 ; Ghirardini et al. 2019 ;
iu et al. 2022 ), or Sun yaev–Zeldo vich (SZ) observations (e.g. Bleem
t al. 2015 ; Planck Collaboration XXIV 2016 ; Hilton et al. 2021 ).
 E-mail: braspenning@strw .leidenuniv .nl 

 

h  

e  

Published by Oxford University Press on behalf of Royal Astronomical Socie
Commons Attribution License ( https:// creativecommons.org/ licenses/ by/ 4.0/ ), whi
ptical surv e ys look for o v erdense areas of the sk y, where man y
alaxies are clustered around a central bigger object, the brightest
luster galaxy The number of such galaxies, called satellites, is a
ood measure of the mass of the cluster (e.g. Pereira et al. 2018 ). 
Because clusters contain large amounts of hot gas, X-ray ob-

ervations provide an alternative way to identify clusters. X-ray
bservations probe the intracluster medium (ICM), unlike longer
avelengths (such as the optical) which only identify galaxies.
y imaging the ICM, X-ray observations can be used to construct

urface brightness profiles (e.g. Neumann & Arnaud 1999 ), and the
deprojected) temperature, metallicity, and density profiles can be
erived by fitting the spectrum (e.g. Vikhlinin 2006 ; Sun et al. 2009 ).
hese can then be combined to measure entropy and pressure profiles

e.g. Ponman, Sanderson & Finoguenov 2003 ; Arnaud et al. 2010 ). 
The density and temperature profiles can be used to derive the

ydrostatic mass of clusters through the equation of hydrostatic
quilibrium (e.g. Ettori et al. 2013 ). Ho we ver, such masses tend to
© 2024 The Author(s). 
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ch permits unrestricted reuse, distribution, and reproduction in any medium, 
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e biased, as clusters are never truly in hydrostatic equilibrium, and 
here may be significant non-thermal pressure. This ratio between the 

easured hydrostatic mass and the true mass, is called the hydrostatic
ias. Comparing predicted hydrostatic masses with true masses in 
imulations leads to a hydrostatic bias of ≈ 0 . 8 − 0 . 9 (e.g. Le Brun
t al. 2014 ; Biffi et al. 2016 ; Barnes et al. 2021 ; Gianfagna et al. 2021 ;
ennings & Dav ́e 2023 ). Alternati vely, observ ational comparisons 
etween X-ray inferred masses and masses obtained from weak 
ensing can be made (e.g. Mahdavi et al. 2013 ; von der Linden et al.
014 ; Henson et al. 2017 ), giving a slightly larger hydrostatic bias
 ≈ 0 . 73) (e.g. Hoekstra et al. 2015 ; Mu ̃ noz-Echeverr ́ıa et al. 2024 ). 

Even though clusters deviate from perfect hydrostatic equilibrium, 
hey are still the largest collections of particles in the Universe 
howing behaviour which can, at least in part, be described by such
imple physics. As a result, it is of particular interest to compare
caling relations of different physical quantities associated with 
lusters. Common scaling relations in the literature are the mass–
-ray-luminosity relation (e.g. Lovisari, Reiprich & Schellenberger 
015 ; Gaspari et al. 2019 ; Lovisari et al. 2020 ), mass–temperature
elation (e.g. Pearson et al. 2017 ), and the temperature–X-ray- 
uminosity relation (e.g. Pratt et al. 2009 ; Migkas et al. 2020 ). 

At the lower mass end, lower temperatures lead to more metal 
mission lines, boosting the integrated X-ray luminosity over the 
hermal bremsstrahlung expectation (e.g. Lovisari et al. 2021 ). 
o we ver, due to non-gravitational processes such as AGN (active 
alactic nucleus) feedback pushing out gas from the centres of 
roups, the scaling relations do not show any such boost towards the
o w-mass and lo w-temperature end. The gas fraction within R 2500c 

1 

s observed to be strongly mass dependent, whereas it is almost 
ass independent in the range R 2500c − R 500c , suggesting that gas 

s pushed out of the centres of groups, but does not escape the
ystem (Sun et al. 2009 ). The mass dependence of the mass–X-ray-
uminosity relation also depends on the X-ray band within which 
he flux is integrated, as some lines may or may not be captured. In
articular, it has been shown that the 0 . 5 − 2 . 0 keV band is fairly
nsensitive to the metallicity, but the wider 0 . 1 − 2 . 4 keV band, as
ell as the bolometric luminosity, are sensitive to the metallicity and 

he assumed element abundances for lower temperatures ( < 1 keV ) 
e.g. Lovisari et al. 2021 ). 

Whereas scaling relations characterize clusters with single quan- 
ities such as mass, luminosity, or temperature, radial profiles give 
nsight into the physical processes at play at different distances from
he cluster centre. They are of particular interest when comparing 
imulations with observations, as agreement with observations would 
e a strong indication that the physical processes implemented in 
hose simulations yield, on the scales represented by galaxy clusters, 
onditions that are realistic. Direct comparisons are, ho we ver, dif-
cult. F or e xample, observ ed density, temperature, and metallicity 
rofiles are derived from fitting models to the X-ray spectrum of
lusters within radial bins, whereas in simulations mass- or volume- 
eighted quantities are often used (e.g. Lehle et al. 2024 ; Li et al.
023 ; Nelson et al. 2024 ; Pakmor et al. 2023 ; Towler, Kay &
ltamura 2023 ), but there are already long standing efforts to create
ock observations and measure cluster properties directly from those 

e.g. Nagai, Vikhlinin & Kravtsov 2007 ; Rasia et al. 2012 ; McCarthy
t al. 2017 ; Robson & Dav ́e 2023 ). Because the X-ray luminosity,
nd hence the contribution to the total observed spectrum of a region,
 r � c is the radius within which the mean internal density is � times the 
ritical density of the universe. The mass contained within r � c is denoted 
 � c . 

s
a
e
(  

s  
cales with the square of the gas density, denser regions contribute
ore to the quantities inferred from observations than they would in
ass- or volume-weighted simulations. For the inferred temperature, 

here is an empirical formulation, the spectroscopic-like temperature, 
o mimic the temperature derived from observations in the massive 
 > 3keV) cluster regime (Mazzotta et al. 2004 ). 

Observational X-ray selection tends to be biased towards high 
urface brightness clusters, especially at higher redshifts (e.g. Eckert, 
olendi & Paltani 2011 ). High surface brightness clusters are 

ypically core-dominated, and classified as cool-core (CC) clusters 
ince their temperature profile shows a central drop. The bias 
ecreases but is still present for SZ-selected samples (e.g. Lin et al.
015 ; Rossetti et al. 2017 ). Furthermore, observational analyses 
ave to deproject the X-ray maps to obtain 3D profiles, which adds
ignificant uncertainty as it relies on the assumed sphericity of the
luster and limited thermal structure (e.g. Bartalucci et al. 2023 ). In
articular, this approach tends to o v erestimate central temperatures 
Lakhchaura, Saini & Sharma 2016 ). 

Due to their rarity, even in simulations the number of galaxy
lusters tends to be low, as enormous volumes are required to obtain
 large population. Here, we analyse the FLAMINGO cosmological 
ydrodynamical simulations (Kugel et al. 2023 ; Schaye et al. 2023 ),
hich include the largest full physics simulation run to z = 0 to date.
LAMINGO includes different numerical resolutions and volumes 
p to 2 . 8 Gpc on a side. The subgrid feedback in the fiducial model
as been calibrated to reproduce the observed low-redshift galaxy 
tellar mass function and cluster gas fractions, while model variations 
roduce different mass functions and/or gas fractions, use jet-like 
inetic AGN feedback instead of thermally driven AGN feedback, 
r assume different cosmologies. The unprecedented combination of 
olume and resolution offers a very large number of resolved clusters
o compare with observational samples, for example, more than two 

illion haloes with mass M 500c > 10 13 M � at z = 0. Feedback and
osmology v ariations allo w the study of the relati ve importance of
if ferent ef fects, and elucidate the physics dri ving the e volution and
bservational appearance of these rare objects. 
In this paper, we analyse the scaling relations and thermodynamic 

rofiles of clusters in the FLAMINGO simulations and compare 
hem with observations. All runs have the same resolution, with 
he exception of convergence tests in the appendices, for model 
omparisons we use the (1 Gpc ) 3 volumes, all other results are
ased off the (2 . 8 Gpc ) 3 volume. We will show how the results
rom the simulations depend on sample composition in mass, 
edshift, and CC fraction, as well as algorithmic choices, and how
hese choices affect the match with observational results. First, we 
ntroduce the FLAMINGO simulations, halo selection, and X-ray 
alculation in Section 2 . We then focus on the effect of model
ariations in FLAMINGO on the scaling relations in Section 3 . We
tudy thermodynamic profiles, and their susceptibility to different 
eighting schemes and cluster selections in Section 4 . Finally, we
iscuss our results and offer conclusions in Section 5 . 

 M E T H O D S  

.1 Simulations o v er view 

LAMINGO (Full-hydro large-scale structure simulations with all- 
ky mapping for the interpretation of next generation observations) is 
 large suite of hydrodynamical cosmological simulations, co v ering 
normous cosmic volumes. The flagship run comprises a region of 
2 . 8 Gpc) 3 , which is ideal for the statistical studies of clusters. The
imulations are described in detail in Schaye et al. ( 2023 ). A unique
MNRAS 533, 2656–2676 (2024) 
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M

Table 1. Hydrodynamical simulation runs. The columns list the simulation name, the number of standard deviations by which the observed stellar masses are 
shifted before calibration �m ∗, the number of standard deviations by which the observed cluster gas fractions are shifted before calibration �f gas , the comoving 
box side length L , the AGN feedback implementation (thermal or jets), the number of baryonic particles N b (which equals the number of cold dark matter 
particles N CDM 

), the number of neutrino particles N ν , the initial mean baryonic particle mass m b , the mean cold dark matter particle mass m CDM 

, the comoving 
gravitational softening length εcom 

, and the maximum proper gravitational softening length εprop . 

Identifier �m ∗ �f gas AGN L N b N ν m g m CDM 

εcom 

εprop 

( σ ) ( σ ) (cGpc) ( M �) ( M �) (ckpc) (pkpc) 

L2p8 m9 0 0 Thermal 2.8 5040 3 2800 3 1 . 07 × 10 9 5 . 65 × 10 9 22.3 5.70 
L1 m8 0 0 Thermal 1 3600 3 2000 3 1 . 34 × 10 8 7 . 06 × 10 8 11.2 2.85 
L1 m9 0 0 Thermal 1 1800 3 1000 3 1 . 07 × 10 9 5 . 65 × 10 9 22.3 5.70 
L1 m10 0 0 Thermal 1 900 3 500 3 8 . 56 × 10 9 4 . 52 × 10 10 44.6 11.40 
fgas + 2 σ L1 m9 0 + 2 Thermal 1 1800 3 1000 3 1 . 07 × 10 9 5 . 65 × 10 9 22.3 5.70 
fgas −2 σ L1 m9 0 −2 Thermal 1 1800 3 1000 3 1 . 07 × 10 9 5 . 65 × 10 9 22.3 5.70 
fgas −4 σ L1 m9 0 −4 Thermal 1 1800 3 1000 3 1 . 07 × 10 9 5 . 65 × 10 9 22.3 5.70 
fgas −8 σ L1 m9 0 −8 Thermal 1 1800 3 1000 3 1 . 07 × 10 9 5 . 65 × 10 9 22.3 5.70 
M ∗−σ L1 m9 −1 0 Thermal 1 1800 3 1000 3 1 . 07 × 10 9 5 . 65 × 10 9 22.3 5.70 
M ∗−σ fgas −4 σ L1 m9 −1 −4 Thermal 1 1800 3 1000 3 1 . 07 × 10 9 5 . 65 × 10 9 22.3 5.70 
Jet L1 m9 0 0 Jets 1 1800 3 1000 3 1 . 07 × 10 9 5 . 65 × 10 9 22.3 5.70 
Jet fgas −4 σ L1 m9 0 −4 Jets 1 1800 3 1000 3 1 . 07 × 10 9 5 . 65 × 10 9 22.3 5.70 
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( 2001 ), and Thielemann et al. ( 2003 ) are used. The massive star yields of 
C, Mg, and Fe are multiplied by factors of 0.5, 2, and 0.5, respectively, as in 
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eature is the machine learning-aided calibration of the stellar and
GN feedback to reproduce the low-redshift cluster gas fractions at
 500c and the z = 0 galaxy stellar mass function (Kugel et al. 2023 ).
Variations on the fiducial physical model in (1 Gpc) 3 volumes are
ade by shifting the observed gas fractions (or galaxy stellar mass

unction) up or down with a multiple of their uncertainty ( σ ) (see
able 1 ) and recalibrating the model to fit those new data points.
or reference, at M 500c = 10 14 M � models fgas + 2 σ and fgas −8 σ
ave gas mass fractions of ≈ 0 . 10 and 0.05, respectively, while the
ducial model has 0.08 in agreement with observations. We note

hat if we interpret the gas fraction variations as horizontal shifts
n the plot of the gas fraction as a function of mass, then the

ass M 500c where the gas fraction equals half the cosmic baryon
raction ( f gas ≈ 0 . 08), is about 0.2 dex lower and 0.5 dex higher
or the models with the highest (fgas + 2 σ ) and lowest (fgas −8 σ ) gas
ractions, respectively. Besides the feedback variations, FLAMINGO
lso includes cosmology variations in 1 Gpc volumes. We find that
he cosmology variations have a negligible impact on the cluster
roperties investigated here (see Schaye et al. 2023 for a comparison
f cluster scaling relations), and hence we do not include them in
his paper. 

In this work, we make use of the fiducial resolution FLAMINGO
imulations ( m gas = 1 . 07 × 10 9 M �), and use the high ( m gas =
 . 34 × 10 8 M �), and low ( m gas = 8 . 56 × 10 9 M �) resolution simu-
ations for convergence testing in Appendix C , where we show the
onvergence is generally excellent for the thermodynamic profiles.
he largest volume and all the model variations use the fiducial

esolution. An o v erview of the simulations used in this work is
resented in Table 1 . 
The mass ranges o v er which the simulations have been calibrated

epend on the resolution and the box size used for the calibration
uns. The m9 simulations have been calibrated to the z = 0 galaxy
tellar mass function in the stellar mass range 10 9 . 92 − 10 11 . 5 M �
nd low- z cluster gas fractions in the mass range M 500c = 10 13 . 5 −
0 14 . 36 M �. The lower (m10) and higher (m8) resolution simulations
ave the same upper limit for the stellar mass range but lower limit
f, respectively, 10 11 . 17 and 10 8 . 67 M �. The cluster gas fraction are
alibrated from the same lower limit, b ut ha ve different upper limits,
espectively, 10 14 . 53 and 10 13 . 73 M � (Kugel et al. 2023 ). 

FLAMINGO uses the open source simulation code SWIFT (Schaller
t al. 2024 ) and the SPHENIX smooth particle hydrodynamics (SPH)
NRAS 533, 2656–2676 (2024) 

W

cheme (Borrow et al. 2022 ). Neutrinos are included as particles
with a summed mass of 0 . 06 eV using the δf method (Elbers et al.
021 )). Initial conditions are generated with a modified version of
ONOFONIC (Hahn, Rampf & Uhlemann 2021 ; Elbers et al. 2022 ),

nd the default cosmology is the ‘3x2pt + all external constraints’
rom the dark energy surv e y year 3 ( �m 

= 0 . 306, �b = 0 . 0486,
8 = 0 . 807, H 0 = 68 . 1, and n s = 0 . 967; Abbott et al. 2022 ). 
The FLAMINGO model includes subgrid implementations of

adiative cooling (Ploeckinger & Schaye 2020 ), star formation
Schaye & Dalla Vecchia 2008 ), stellar mass loss 2 (Wiersma et al.
009b ; Schaye et al. 2015 ), supernova feedback (Schaye & Dalla
ecchia 2008 ; Chaikin et al. 2022 ), seeding and growth of black
oles (Springel, Di Matteo & Hernquist 2005 ; Bah ́e et al. 2022 ),
nd thermally driven AGN feedback (Booth & Schaye 2009 ).
dditionally, two simulations variations use kinetic jet feedback from
GN (Hu ̌sko et al. 2022 ). 
An example of a FLAMINGO halo is shown in Fig. 1 , where we

how mass-weighted projected thermodynamic quantities. 

.2 X-ray luminosities 

e generate tables of collisional- and photoionized X-ray model
pectra using CLOUDY (version 17.02; Ferland et al. 2017 ). Contrary
o the common practice of using separate packages for the radiative
ooling rates used in the simulation and for X-ray spectra generated in
ost-processing, we self-consistently use CLOUDY for both. To com-
ute the X-ray spectra we follow the methods used by Ploeckinger &
chaye ( 2020 , hereafter PS20 ) for the radiative cooling rates used

n FLAMINGO. We use the same density (10 −8 cm 

−3 ≤ n H ≤
0 6 cm 

−3 ), redshift (0 ≤ z ≤ 9), and metallicity (primordial to 3 Z �)
anges, but add information about the X-ray luminosity. We limit
he analysis to gas with temperatures 10 5 K ≤ T ≤ 10 9 . 5 K, as this
s the rele v ant regime for X-ray clusters. In line with PS20 , we use
he UV (ultraviolet) and X-ray background from Faucher-Gigu ̀ere
 2020 ) modified at z > 3 to match the ef fecti ve photoionization and
hotoheating rates before helium reionization. 
iersma et al. ( 2009b ). 
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Figure 1. Projected maps for a massive cluster, M 500c = 10 15 . 03 M �, of 4 R 500c (6 . 3 Mpc ) on a side from the L1 m9 simulation at z = 0. Clockwise from the 
top left the different panels show projected X-ray surface luminosity density in the ROSAT band ( 0 . 5 − 2 . 0 keV ), pressure, temperature, free electron density, 
iron abundance and gas entropy, where the last five panels show mass-weighted means. 
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To compute the element-by-element emissivities, we generate 
ifferential spectra isolating the contribution of a single metal 
analogous to the Wiersma, Schaye & Smith 2009a approach). We 
o this for nine metals (C, N, O, Ne, Mg, Si, Ca, S, and Fe), seven of
hich are explicitly traced by FLAMINGO (Ca and S are assumed 

o trace Si with mass ratios of 0.094 and 0.605). 3 We make use of
he solar abundance table of Asplund et al. ( 2009 ). A final spectrum
an then be generated by taking the base spectrum, which lacks 
ll nine metals, and putting their respective contributions back in 
ccording to their individual abundances. This allows for non-solar 
elative abundances to be captured. These differential spectra are 
enerated for every gridpoint in metallicity , density , temperature, 
nd redshift. Helium is treated differently because its contribution to 
he free electron abundance is non-ne gligible, ev ery metallicity bin 
orresponds to a different helium abundance, and for every such bin 
he differential spectra are generated. 

Metals which are not taken out individually are al w ays assumed to
e at the metallicity corresponding to the helium fraction assuming 
 solar abundance pattern. 4 
 This is consistent with our radiative cooling prescription, see Schaye et al. 
 2023 ). 
 FLAMINGO computed X-ray luminosities with all non-traced metals 
l w ays set to solar metallicity, for future work this has been resolved. 
o we ver, it makes a negligible difference for groups and clusters. 

F  

C

t  

+  

F  

t
‘
a

We employ a single-zone CLOUDY model, which is appropriate 
or unshielded or ionized gas, and analogous to the Wiersma et al.
 2009a ) approach. PS20 account for self-shielding in dense, cool
as, but self-shielding is not rele v ant for X-ray clusters. A cosmic
ay background is used with the default value from CLOUDY . PS20
hange the value of the cosmic ray background depending on the
hielding column, but this is again not rele v ant for X-ray clusters
increasing the cosmic ray background by an order of magnitude 
as a < 0 . 3 per cent effect on the result and only at the lowest
emperatures). No grains are used, since we are only working in the
 > 10 5 K regime. This is a safe assumption as fig. 7 of PS20 shows

hat there is assumed to be no dust at these temperatures. 

.3 X-ray table generation 

t each redshift, the spectra computed by CLOUDY are integrated 
 v er the z = 0 observer band. The table stores both the photon
missi vity [s −1 cm 

3 ] , and energy emissi vity [erg s −1 cm 

3 ] . 
or the energy version of the table the last column of the
LOUDY output file ‘diffuse.dat’ is used. This contains 

he total dif fuse emisssi vity 4 πνj ν ( erg cm 

−3 s −1 ) (continuum
 lines), where ν is the frequency and j ν the specific intensity.
or the photon count version of the table, the output from

he CLOUDY files ‘XSPEC diffuse reflected.FITS’ , 
XSPEC diffuse.FITS’ , ‘XSPEC lines.FITS’, 
nd ‘XSPEC lines reflected.FITS’ (all in units of 
MNRAS 533, 2656–2676 (2024) 
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hotons s −1 cm 

−2 bin −1 ) is summed. To obtain a photon emissivity
rom this flux, the value is divided by the depth of the shell. 

Calling the emissivity spectrum obtained from CLOUDY ε ν and the
id-point energy of the spectral bins E ν , the following integral is

erformed. 

 [ E −−E + ] = 

∫ E + 

E −

ε ν

E ν

d E ν, (1) 

here J [ E −−E + ] ( erg cm 

−3 s −1 ) is the total emissivity o v er the energy
ange E − to E + 

. The boundary values of this energy range are fixed
or an observer at z = 0, and hence they are defined as 

 − = E −,z= 0 (1 + z) , (2) 

 + 

= E + ,z= 0 (1 + z) . (3) 

e create integrated broad bands covering energy ranges correspond-
ng to observational campaigns: 

(i) ROSAT 0.5–2.0 keV. 
(ii) eROSITA -low 0.2–2.3 keV. 
(iii) eROSITA -high 2.3–8.0 keV. 

This w ork mak es use only of the ROSAT band. For each gridpoint
n the tables, the emissivity of these bands is integrated using the
rapezoidal rule. Finally, to account for the large dynamic range in
missivities due to the scaling with the square of the density, we
ivide all the emissivities by the square of the hydrogen density 

ˆ 
 [ E −−E + ] = J [ E −−E + ] /n 

2 
H (4) 

iving units of [erg s −1 cm 

3 ] . We store log 10 

(
ˆ J [ E −−E + ] 

)
in the tables.

.4 X-ray interpolation 

ith the CLOUDY -generated table, we interpolate the logarithmic X-
ay broad band linearly to the logarithms of the density, temperature,
nd elemental abundances of the simulation resolution elements
particles in the case of FLAMINGO), following the five steps below.

Step 1. The density bin ( idx n ) and temperature bin ( idx T )
orresponding to the resolution element are found and the absolute
ffset from the bin centres ( dx T , dx n ). 
Step 2. The abundances and ratio-to-solar are computed. The

bundance of each element (helium, carbon, nitrogen, oxygen, neon,
agnesium, silicon, and iron) is computed using 

 i = 

X i 

X H 

1 

m i /m H 
, (5) 

here X i and X H are the element and hydrogen mass fractions taken
rom the simulation and m i the element atomic mass in units of the
roton mass. 
Ratio-to-solar ( R) is the ratio of the element abundance from the

imulation to the solar abundance 

 i = 

A i 

A i, �
. (6) 

Note that the simulations predict absolute abundances and that the
esults therefore do not depend on the assumed solar abundances
f the elements tracked by the simulations provided the same solar
bundances are applied throughout the analysis. 

Step 3. The appropriate helium bin and the relative offset to that
in centre are found, using the abundance from Step 2. 
Step 4. The interpolation o v er the helium, temperature, density,

nd redshift axes of the table is performed for all nine differential
NRAS 533, 2656–2676 (2024) 
alues of the luminosity with a single metal missing (nine entries with
nly a single metal present, and one entry with no metals present). 
Step 5. The contributions from all metals are added based on their

atio-to-solar. With J no metals representing the interpolated emissivity
ith all nine tracked metals remo v ed, and J i the interpolated

missivity where metal i is present, this is computed as 

log 10 J final = log 10 J no metals + 

∑ 

i 

log 10 J i × R i . (7) 

.5 Halo selection 

n this work we select all haloes for which the mass, M 500c , is
arger than 10 13 M � from the halo catalogues of the FLAMINGO
imulations. These are generated using the 6D friends-of-friends
ubhalo finder Velociraptor (Elahi et al. 2019 ). Physical quantities
re then computed using the Spherical Overdensity and Aperture
rocessor ( SOAP ), a tool developed for the FLAMINGO project. SOAP

omputes (sub)halo properties using as an input only the (sub)halo
entres and particle membership from the halo finder. 

For the fiducial model, the L2p8 m9 and L1 m9 simulations have,
espectively, 2 031 904 and 92 015 haloes with M 500c > 10 13 M �,
13 168 and 5164 haloes with M 500c > 10 14 M �, and 461 and 15
aloes with M 500c > 10 15 M � at z = 0. The model comparison in
ection 4.4 uses the L1 m9 simulations, all other parts of this work
re based of the L2p8 m9 simulation. 

We remo v e all star-forming gas particles from our analysis,
ecause their temperature reflects the imposed entropy floor and
epresents the average of the unresolved multiphase interstellar
edium, in almost all cases they are anyway below 10 5 K . Particles

eated directly by an AGN in the last 15 Myr are also remo v ed.
ecause the AGN feedback model is likely not realistic on small

cales, recently heated particles may have unrealistic temperatures
nd densities. Both the removal of star forming and recently heated
as particles have a negligible effect on the results. To compare
ith observations, we furthermore only consider particles which

ould reasonably emit non-negligible amounts of X-ray photons by
mposing a temperature floor of 10 5 K. Without such a temperature
oor, mass- and volume-weighted thermodynamic quantities would
e less informative for our purposes. 

.6 Thermodynamic profiles 

o create radial profiles, we consider all particles eligible according
o the abo v e criteria. These are assigned to 30 logarithmically spaced
adial bins between 0 . 01 R 500c and 3 R 500c . For each radial bin, we
ompute either the volume-, X-ray- or mass-weighted quantity of
nterest, 

 V = 

∑ 

i q i × V i ∑ 

i V i 

, (8) 

 X = 

∑ 

i q i × L X,i ∑ 

i L X,i 

, (9) 

 M 

= 

∑ 

i q i × m i ∑ 

i m i 

, (10) 

here q i is the value of the quantity for particle i, m i is the particle
ass, V i its SPH volume ( V i = m i /ρi ), and L X,i its X-ray luminosity

n the ROSAT band ( 0 . 5 − 2 . 0 keV ). The summation runs o v er all
articles contained within the radial bin. All our profiles are 3D
rofiles, we have checked the effect of projection in Appendix B and
nd it to be non-negligible. Ho we ver, lacking a method to undo the
eprojection in observational data, our work is limited to 3D space.
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hen presenting the radial profiles, we ensure that at least 16 per cent
f haloes have at least one particle in each bin, to ensure a proper
epresentation of the 1 σ error. This leads to different inner stopping 
adii for different mass haloes. 

.6.1 Normalization 

ensity The density profile is computed from the simulation using 
he free electron number density of each particle. The electron 
umber density is computed internally in FLAMINGO by inter- 
olating the tables from Ploeckinger & Schaye ( 2020 ), which take
nto account the ionization state given the temperature-, density-, 
etallicity-, and redshift-dependent UV and X-ray background and 

nterstellar radiation field, for each particle. 

r essur e The hot gas electron pressure is defined as 

 e = n e k B T , (11) 

here n e is the free electron number density, T the temperature of
 particle in our simulation, and k B the Boltzmann constant. The 
ressure is normalized relative to the virial equilibrium expectation 
 500 (see Appendix D1 for a deri v ation) 

 500 = 

3 

8 π

(
500 G 

−1 / 4 

2 
H ( z) 2 

)4 / 3 

f B 
μ

μe 
M 

2 / 3 
500c , (12) 

here G is the gravitational constant, and H ( z) the Hubble parameter.
e use f B = �b /�m 

= 0 . 159 the cosmological baryon fraction in
LAMINGO, μ = 0 . 59 the mean particle mass, and μe = 1 . 14 the
ean particle mass per free electron. 

emperature We normalize the temperature profiles to T 500 (see 
ppendix D2 for a deri v ation) 

 500 = 

μm p 

2 k B 

(
500 G 

2 

2 

)1 / 3 

M 

2 / 3 
500c H ( z) 2 / 3 , (13) 

ith m p the proton mass. 

ntropy The entropy is defined as 

 = 

k B T 

n 
2 / 3 
e 

, (14) 

here both the temperature and electron number densities are taken 
rom the particles in our simulation. This is normalized relative to 
 500 (see Appendix D3 for a deri v ation) 

 500 = 

(
μ5 m 

5 
p G 

4 
)1 / 3 

5 
(

3 
π

)2 / 3 
f 

2 / 3 
B 

M 

2 / 3 
500c H ( z) −2 / 3 . (15) 

etallicity We define the metallicity as the abundance of iron 
elative to hydrogen in solar units, 

[ Fe / H ] = log 10 

(
X Fe 

X H 
/ 
X Fe , �
X H , �

)
, (16) 

here X Fe and X H are the mass fractions of respectively iron and
ydrogen. We use the solar abundance ratio from Asplund et al. 
 2009 ), X Fe , �/X H , � = 10 7 . 5 / 10 12 . 
 EFFECT  O F  M O D E L  VA R I AT I O N S  O N  T H E  

CALI NG  R E L AT I O N S  

ne of the primary purposes of FLAMINGO is the study of
alaxy groups and clusters. Even though the simulations have been 
alibrated to match observed gas fractions at R 500c for clusters 
t z ≈ 0 . 1 − 0 . 3 and M 500c = 10 13 . 5 − 10 14 . 36 M �, this does not
uarantee the reproduction of cluster scaling relations, as those 
epend on density, temperature, and metallicity profiles, as well as 
n the clumpiness and multiphase nature of the ICM. Furthermore, 
alibration does not include all masses, and is only performed 
t low redshift, which also makes the scaling relations a test
or the predictive power of the simulations. Schaye et al. ( 2023 )
lready showed that at z = 0, the different resolutions match various
bserved scaling relations well across more than two decades in mass. 
ere, we study the model dependence of the same scaling relations. 
Fig. 2 shows the median X-ray-luminosity–halo mass (left), and 

emperature–halo mass (right) relations for all groups and clusters in 
he different models in a (1 Gpc ) 3 volume at the fiducial resolution.
emperatures are mass-weighted and include all particles with 
 > 10 5 K, we have compared with emission-weighted temperatures 
nd found the differences to be within 10 per cent for these global
roperties. The small horizontal arrows indicate the systematic shift 
pplied to observational data with hydrostatic-equilibrium inferred 
asses, which corresponds to the value found for the hydrostatic 
ass bias (0.743) during the calibration in Kugel et al. ( 2023 ),
hich agrees with their assumed priors based on the observations 
f Hoekstra et al. ( 2015 ) and Eckert et al. ( 2016 ). We ne glect an y
orrections on the observed quantities due to the hydrostatic bias as
hese are negligible (e.g. the X-ray luminosity will be dominated by
adii much smaller than R 500c ) 

The observed X-ray luminosities have been shifted to the 0.5–
.0 keV band using PIMMS 

5 (Mukai 1993 ). Observational data were
rouped into a limited number of bins per data set, where the error
ars show the scatter between individual objects in that bin. 
The different models show a consistent offset between models with

ifferent gas fractions, which is most pronounced in the luminosity–
ass relation. Apart from the offset, the slope of the scaling relation

aries with the model variations. The normalization and slope, 
easured by fitting a single power law between 10 13 . 5 − 10 15 M �

re tabulated in Table 2 , according to 

 = α × log 10 ( m 500c ) + β , (17) 

ith Y either the logarithmic luminosity or temperature, α the slope, 
nd β the normalization. 

As can be seen from Fig. 2 , the temperature–mass relation shows
ittle variation in the slope and normalization abo v e 10 13 . 5 M �, but the
uminosity–mass relation varies by 40 per cent in slope and by and
rder of magnitude in normalization. The offset can be explained 
y the different gas fractions, with less gas producing less X-ray
mission. The change in slope can be understood in the light of less
assive objects having larger fractional changes in their gas fractions 

etween the model variations. The paucity of gas, and hence X-ray lu- 
inosity, at lower masses, combined with the relatively small change 

t higher masses, yields a change in slope as seen in these relations. 
It should be noted that, except for the most extreme model

ariations, the medians of all models are within 1 σ of each other
or both scaling relations across the entire mass range. 
MNRAS 533, 2656–2676 (2024) 
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M

Figure 2. Variation in the cluster scaling relations for haloes with M 500c > 10 13 M �, for the different FLAMINGO models run at the fiducial numerical 
resolution. Lo wer panels sho w the ratio for the dif ferent v ariations with the fiducial (L1 m9) model. The lines are the median relations between halo mass and 
X-ray luminosity (left), and between halo mass and temperature (right). Luminosities, temperatures, and masses are measured within R 500c . Comparisons are 
made with X-ray data from Pratt et al. ( 2009 , 0 . 08 < z < 0 . 15), Lovisari et al. ( 2015 , z < 0 . 035), Lovisari et al. ( 2020 , 0 . 059 < z < 0 . 546), Bulbul et al. ( 2019 , 
0 . 2 < z < 0 . 66), Gaspari et al. ( 2019 , z < 0 . 04), and Migkas et al. ( 2020 , z < 0 . 3). The shaded region (L1 m9 only) and the observational error bars indicate 
the 16th and 84th percentiles of the sample. 

Table 2. Slope ( α) and normalization ( β) of the scaling relations for 
simulations calibrated to different gas fractions (see equation 17 ). 

Model α – M-T β – M-T α – M-L β – M-L 

fgas + 2 σ 0.58 7.01 1.47 42.62 
L1 m9 0.55 7.05 1.75 42.24 
fgas −2 σ 0.55 7.07 1.88 42.01 
fgas −4 σ 0.55 7.09 1.97 41.84 
fgas −8 σ 0.57 7.09 2.04 41.63 
Jet 0.59 7.01 1.45 42.48 
Jet fgas −4 σ 0.57 7.06 2.00 41.77 
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We have verified that using core-excised quantities (i.e. removing
adii r < 0 . 15 R 500c ) or spectroscopic-like temperatures (Mazzotta
t al. 2004 ; Vikhlinin 2006 ) does not significantly change the
caling relations, nor their agreement with data. In summary, the
imulated cluster scaling relations are numerically converged and
gree well with observations, the FLAMINGO models provide
bserv ationally moti v ated v ariations which are measurably dif ferent
n these integrated quantities. 

 T H E R M O DY NA M I C  PROFILES  

n the previous section, we have shown that the scaling relations
btained from FLAMINGO clusters match observational data, and
o so across a wide range of halo masses. Scaling relations are,
o we ver, by their very nature limited to comparing global properties
f haloes. F or man y observables, global properties can be dominated
y one region of the halo, such as the outer halo for mass-weighted
NRAS 533, 2656–2676 (2024) 
emperatures, whereas X-ray properties tend to be sensitive to
he core. There are scenarios where clusters fall on the scaling
elations, b ut ha ve unrealistic radial profiles. This section compares
he density, temperature, metallicity, entropy, and pressure profiles
rom FLAMINGO with observational data. 

As described in Section 2.5 , we exclude star-forming particles,
articles that have recently been directly heated by AGN feedback,
nd cool gas ( T < 10 5 K). We find that the exclusion of these
hree categories of particles has a very small impact on most
uantities. Only the innermost part of the mass- and volume-weighted
emperature profile is significantly affected when cool particles are
ncluded. 

Using the abo v e selection criteria, we compute the profiles for
ll M 500c > 10 13 M � haloes. This is done using 30 equally spaced
ogarithmic bins between 0 . 01 R 500c and 3 R 500c . In each bin we
ompute the volume-, emission-, or mass-weighted average of each
hysical quantity. Volume weighting is performed using the SPH
olume of each particle (equation 8 ). Emission- and mass-weighting
re performed analogously, replacing the SPH volume by either
he [0 . 5 − 2 . 0] keV X-ray luminosity (equation 9 ), or the mass
f each particle (equation 10 ). Using spectroscopic-like tempera-
ures (Mazzotta et al. 2004 ; Vikhlinin 2006 ) results in negligible
hanges to the temperature profile o v er the entire radial range
ompared to X-ray luminosity weighting, hence we choose not to
how it. 

The smallest radii at which we show the median profile is
etermined by the radius at which at least 16 per cent of the haloes no
onger have particles in the radial bin, this is the point where the 1 σ
rror can no longer be reliably determined. This results in mass-, and
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Table 3. The observations to which the FLAMINGO data is compared. From left to right, the columns list: reference, sample size, median halo mass ( M 500c ), 
and the redshift of the observed objects. 

Reference Sample size M 500c ( M �) Redshift 

Croston et al. ( 2008 ) 31 10 14 . 1 − 10 15 . 0 (median 10 14 . 49 ) < 0 . 2 
Pratt et al. ( 2009 ) 31 10 14 − 10 15 0.08–0.15 
Sun et al. ( 2009 ) 43 10 13 − 10 14 < 0 . 12 
Arnaud et al. ( 2010 ) 33 10 14 − 10 15 (median 10 14 . 37 ) < 0 . 2 
Sun et al. ( 2011 ) 43 10 13 − 10 14 < 0 . 12 
Sayers et al. ( 2013 ) 45 10 14 . 5 − 10 15 . 4 (median 10 14 . 95 ) 0.15–0.89 
McDonald et al. ( 2014 ) 80 > 10 14 . 5 (median 10 14 . 75 ) [0 . 3 − 0 . 6] , [0 . 6 − 1 . 2] 
McDonald et al. ( 2017 ) 147 10 14 . 0 − 10 15 . 3 0 . 0 − 1 . 9 
Lovisari et al. ( 2015 ) 23 10 13 − 10 14 < 0 . 035 
Planck Collaboration XXIV ( 2016 ) 439 10 14 − 10 15 < 0 . 25 
Bulbul et al. ( 2019 ) 59 10 14 . 4 − 10 15 . 1 0 . 2 − 1 . 5 
Gaspari et al. ( 2019 ) 85 10 12 − 10 14 < 0 . 04 
Ghirardini et al. ( 2019 ) 12 10 14 . 5 − 10 15 (median 10 14 . 79 ) < 0 . 1 
Lovisari et al. ( 2020 ) 120 10 14 . 3 − 10 15 . 2 ∼ 0 . 2 
Migkas et al. ( 2020 ) 313 > 5 × 10 12 erg s −1 < 0.3 (median 0.075) 
Ghizzardi et al. ( 2021 ) 12 10 14 . 5 − 10 15 . 0 (median 10 14 . 79 ) < 0 . 1 
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esolution-dependent cut-off radii. For higher mass objects, we can 
ollow the curves to smaller r/R 500c simply because those objects 
ave a higher density. 
The observations with which we compare our simulated cluster 

ample are listed in Table 3 , where we tabulate the sample size, mass
ange, median mass, and the redshift range of the observed sample. 
ll observed normalized radii ( x = r/R 500c ) have been multiplied

o account for the hydrostatic mass bias x hs /x = (0 . 743) 1 / 3 obtained
uring the calibration of FLAMINGO, as well as their normalized 
bserved values. The metallicities found by Ghizzardi et al. ( 2021 )
ave been corrected to the solar iron abundance in Asplund et al.
 2009 ). All data sets have been re-scaled to the FLAMINGO baryon
raction ( f B = 0 . 159), mean particle mass ( μ = 0 . 59), and mean
article mass per free electron ( μe = 1 . 14). 
To interpret the simulated thermodynamic profiles, and to compare 

hem with observations, we first have to understand the impact of
ifferent mass selection effects and weighting choices. With this 
n mind, we will first study the mass dependence of simulated 
hermodynamic profiles in Section 4.1 , then consider the different 
hoices for weighting particles in Section 4.2 , and finally the 
ifference between CC and non-CC (NCC) clusters in Section 4.3 . 
hese three topics will set the stage for the FLAMINGO model 
omparison, which we show in Section 4.4 . 

.1 Mass dependence 

he temperature, pressure, and entrop y profiles in this w ork are
ormalized by the average value of each quantity expected within 
 500c assuming an isothermal sphere in hydrostatic equilibrium and 

he virial relations ( T 500c , P 500c , and K 500c ). This normalization is
aturally mass and redshift dependent as the total gravitational force 
 x erted by a virialized structure depends on its mass, and the critical
ensity evolves with redshift. In order to compare the profiles of
ifferent mass haloes, we use the normalized radius ( r/R 500c ). If all
bjects, of all masses, would be spherically symmetric, self-similar, 
irialized structures in hydrostatic equilibrium, then the normalized 
hermodynamic profiles would be mass independent, assuming that 
here are no non-gravitational contributions to the heating, cooling 
r gas kinetics. In reality this is most likely not the case, as the
alo formation time and merger rate, and hence the departure from
phericity and equilibrium, are mass dependent, as well as the 
ormalized radius out to which galaxy baryonic processes can have 
 discernible and significant impact. In addition, halo concentrations 
nd stellar-to-halo mass ratios vary systematically with halo mass. 

We find that the normalized profiles still show a strong mass
ependence. Since observational campaigns tend to target, and 
re thus biased towards the higher mass objects, and since mass
stimation from observations is fraught with uncertainties, the mass 
ependence is important to keep in mind when comparing profiles 
rom simulated objects with observations. 

Fig. 3 shows five z = 0 median thermodynamic profiles (tempera-
ure, density, pressure, entropy, and metallicity) in five different mass 
ins (each 0.5 dex wide), stretching from M 500c = 10 13 to 10 15 . 5 M �.
he 16th–84th percentile are shown for the 10 14 to 10 14 . 5 M � mass 
in, but are comparable in both shape and magnitude for all other
asses. The observations we compare with are coloured by their 
edian mass in an identical fashion to the simulations. All profiles

re clearly mass dependent, despite the applied normalizations. From 

ne mass bin to the next, the magnitude of the profiles at fixed
adius changes by ≈ 0 . 1 − 0 . 3 dex . The normalized temperature,
ormalized entropy, and metallicity decrease with mass, whereas 
he density and normalized pressure increase. The peak of the 
emperature profile mo v es to smaller normalized radii when the

ass increases. For the entropy profile, we observe that the flat
art of the profile shifts to smaller normalized radii for higher mass
bjects. Flattening of the entropy profile compared to observations 
as previously been discussed in detail by Altamura et al. ( 2023 ),
ho found it to be common in simulations, and stronger than our

imulations, but leave open the exact origin of the phenomenon. 
Compared to recent work, we find a similar mass dependence to
illeniumTNG (Pakmor et al. 2023 ), and are in broad agreement
ith TNG-Clusters (Lehle et al. 2024 ). Compared to those works,
LAMINGO clusters show a strong drop in the temperature in the
ore, as well as a drop in the core entropy, as opposed to flat profiles.
n Section 4.3 , we will show that this could be due to a different
C fraction. The mass dependence is also similar to what is seen

n clusters from The Three Hundred project (Li et al. 2023 ), when
aking into account that profiles evolve self-similarly as we will show
n Section 4.5 . 

Except for the metallicity, which is ≈ 0 . 3 dex higher than ob-
erved, our simulated clusters follow the observed relations down to 
mall radii, when comparing with observations which have a similar 
MNRAS 533, 2656–2676 (2024) 
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Figure 3. From top to bottom, the different panels show the median 
temperature, density, pressure, entropy, and metallicity profile for galaxy 
groups and clusters in the fiducial model (L1 m9) of the FLAMINGO 

simulations at z = 0. All quantities are X-ray-luminosity-weighted. The 
colour scale encodes halo mass ( M 500c ), as indicated by the colour bar. 
Different lines are for different 0.5 dex mass bins. Data points correspond 
to observational data sets listed in Table 3 , and have a colour corresponding 
to their median mass. Error bars indicate the 16th and 84th percentiles when 
av ailable, or the observ ational 1 σ error. The shaded region indicates the 
16th–84th percentiles for the M 500c = 10 14 . 0 − 10 14 . 5 M � mass bin. 
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edian mass. The metallicity is also high compared to previous
imulations which tend to produce less iron in the core compared to
bservations (Vogelsberger et al. 2018 ; Pearce et al. 2021 ). 
The extrapolations of the temperature and entropy profiles to

maller radii than sampled by the simulation do not seem to match the
bservations by Sun et al. ( 2009 ) ( M 500c ≈ 10 13 . 5 M �, green-brown
ine) and McDonald et al. ( 2014 ) 6 ( M 500c ≈ 10 14 . 75 M �, light-blue
ine). Ho we ver, we will show that at the smallest radii the profiles of
C and NCC clusters diverge, with the NCC objects agreeing with
ata. 
For all masses, the simulated pressure profiles slightly undershoot

he observed pressures. In addition, the sloped are slightly too shal-
ow, underpredicting the pressure in the centres and o v erpredicting
t in the outskirts. 

The consistent discrepancy between the predicted and observed
etallicity could be explained by the assumed nucleosynthetic yields

eing too high, or by the total stellar masses being too high in the
imulation. Fig. 11 of Schaye et al. ( 2023 ) compares the cluster stellar
asses to observations. For M 500c > 10 14 M �, the total stellar masses

re indeed too high, ho we ver, if only the stellar mass within 50 kpc
pertures is included, then the stellar masses are too low, which
mplies that the comparison is sensitive to the difficult to observe
xtended low surface brightness stellar envelopes of galaxies. 

For the different panels, where different observational data sets
t the same mass are available, the difference between consecutive
ass bins is of roughly the same magnitude as the difference between

hose data sets (with the exception of the metallicity profiles). This
mplies that any differences seen between the simulated profiles and
bservations, could potentially be explained by uncertainties in the
bservations. 

.2 Weighting scheme 

hen calculating a cluster thermodynamic profile from simulations,
n important choice is how to weigh the contribution of individual
articles. The arguably most intuitive method, to weigh the contribu-
ion of each particle by the fractional volume it occupies in a spherical
hell (see equation 8 ), is not necessarily representative of what would
e measured observationally. Because thermodynamic profiles are
nferred from X-ray observations, X-ray bright gas will dominate
he inference. The comparison with volume-weighted profiles from
imulations is only fair if all volume elements within a spherical shell
ave the same X-ray brightness. 
To test this assumption, and to better approximate observational

nferences, we compare three different weighting schemes. Volume,
ass (see equation 10 ), and X-ray weighting (see equation 9 ) in
hich particles are weighted by their density- and temperature-
ependent X-ray luminosity. We expect the latter, which was used in
ig. 3 , to be closest to what is measured observationally. As a caveat
e note that observationally the density, temperature, and metallicity

re measured from the radially binned spectrum, we plan to include
his in future work producing realistic synthetic X-ray observations.

In Fig. 4 , we compare the resulting profiles for the fiducial model
L2p8 m9) and objects with masses between M 500c = 10 14 . 5 and
0 15 . 0 M � (a total of 12 354 objects). The physical radius (top axis)
s computed for the median mass of the sample. The differences
etween the different weighting schemes are generally small, and
 The McDonald et al. ( 2014 ) data shown are for their z = 0 . 3 − 0 . 6 bin, 
ut we will show in Section 4.5 that the normalized profiles hardly evolve, 
aking this an appropriate comparison even at z = 0. 
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Figure 4. Similar to Fig. 3 , but only showing the fiducial model (L2p8 m9) 
and massive clusters ( M 500c = 10 14 . 5 − 10 15 . 0 M �), using three different 
methods to weigh the particles when constructing the profiles. X-ray weight- 
ing is indicated by the solid line, mass weighting by the dashed line, and 
volume weighting by the dashed–dotted line. 
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omparable to or smaller than the scatter between different obser- 
ations. The scatter in the simulations is similar for all weighting
chemes and comparable in magnitude to what is shown in Fig. 3 .
he differences due to weighting are generally much smaller than an
 . 5 dex change in mass, as seen in Fig. 3 . Ho we ver, for the tempera-
ure, density, and entropy the weighting causes larger differences in 
he core ( r � R 500c ) than a 0 . 5 dex change in mass. Compared to
olume weighting, for mass and particularly for X-ray weighting, the 
nner temperature and entropy are lower, the density and metallicity 
igher, and the pressure is unaf fected. Dif ferences in the temperature
rofile are limited to r < 0 . 1 r 500c . For the density and entropy
rofiles, the differences increase towards both small and large radii. 
he pressure and metallicity profiles show the weakest dependence 
n the weighting scheme and an increasing difference with radius. 
These tendencies are in line with expectations. Since mass and 

-ray weighting fa v our denser gas, they yield a higher density, and
his denser gas tends to have a lower temperature, lower entropy, and
igher metallicities. The differences increase towards small radii, 
here the gas tends to be more multiphase. Because the different
hases tend to be in pressure equilibrium, the pressure profiles are
early the same for the different weighting schemes. The difference 
t larger radii seen for the density and entropy might be due to
articles bound to satellites, which will have higher densities. The 
ifferences between applying different weights are within the scatter 
etween dif ferent observ ational data sets. We note, ho we ver, that
hen discrepancies with the observational data e xist, the y tend to
iminish when moving from volume to mass weighting, and even 
ore so when changing to X-ray luminosity weighting. 

.3 Cool cores 

e distinguish CC and NCC clusters in our simulations by measuring
he radiative cooling time within 0 . 048 R 500c . This is in line with
udson et al. ( 2010 ), who compared 16 CC metrics and found this
ne to be the most distinguishing feature. We compute the cooling
ate from the cooling tables used for FLAMINGO (Ploeckinger & 

chaye 2020 ). These are interpolated to the X-ray-luminosity- 
eighted temperature, density, and metallicity of particles within 
 . 048 R 500c (the median NCC cluster has 10 particles within this
adius), where we make the same selection to exclude recently heated, 
tar-forming and cool particles as in the rest of this work. Using the
adiative cooling rate � , we compute the cooling time 

 cool = 

6 n e k B T 

2 n 2 e � ( n e , T , Z, z) 
, (18) 

ith Z the gas metallicity. CC clusters are often defined as objects
hat have a central cooling time below a critical value, which tends
o be set to a value between 1 and 5 Gyr . To discern strong CC
lusters from NCC clusters, we define the CC sample to be objects
ith t cool < 1 Gyr . Conversely, the NCC sample has t cool > 5 Gyr . 
We compare the (emission-weighted) cluster gas profiles for CC 

nd NCC clusters of mass between M 500c = 10 14 . 5 and 10 15 . 0 M � in
ig. 5 7 In this mass bin, this selects 16 per cent of the total number of
lusters as NCC (1988) and 22 per cent as CC (2785) (see also Fig. 8 ).
e note that the sample median central cooling time of all objects

s 2 Gyr , hence the total sample is more similar to CC than to NCC
lusters. Since the cooling time decreases with density, we expect 
C clusters to have denser cores. Cooling is also more efficient at
MNRAS 533, 2656–2676 (2024) 

 Note that for X-ray-selected clusters, the observational data tends to be 
ke wed to ward CC clusters (Eckert et al. 2011 ). 
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Figure 5. Similar to Fig. 3, but only showing the fiducial model (L2p8 m9) 
for massive clusters ( M 500c = 10 14 . 5 − 10 15 . 0 M �), comparing CC (dashed) 
and NCC samples (solid). The two samples show large differences in the 
cluster cores. 
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ubvirial temperatures, and at higher metallicity, particularly below
 keV where metal-line cooling becomes important. This gives rise to
he expectation that CC clusters have cooler, higher metallicity gas in
heir cores compared to their NCC counterparts, something borne out
n observations (e.g. De Grandi & Molendi 2001 ; Lovisari & Reiprich
019 ). We reproduce that trend in Fig. 5 , where the median relations
or NCC and CC are shown. The differences between CC and NCC
lusters are only large for r � 0 . 1 R 500c . The offset seen in the pres-
ure profile at small radii could be explained if CC objects have more
oncentrated mass profile, which is borne out by the higher density
n the core. We note that for temperature, density, and entropy, the
ifference is the core surpasses the 1 σ region shown as a shaded band.
CC clusters are sometimes defined as clusters with a low central

 r � 0 . 012 R 500c ) entropy, where the threshold tends to be in the
ange 30 − 50 keVcm 

2 (McDonald et al. 2013 ). We see that our CC
ample, which is selected based on the central cooling time, has a
uch lower central entropy compared to its NCC counterpart. The

ntropy at the smallest radius to which our profiles extend is below
0 keVcm 

2 for the CC sample, while it is more than double that
alue for the NCC sample. Our classification is thus in line with this
lternative definition of CC clusters. In Appendix E , we show that
he cooling time criterion used clearly separates the CC and NCC
opulations in density, temperature, and entropy, which shows that
his is a robust way of identifying CC clusters in FLAMINGO. 

.3.1 Evolution of the cool-core fraction 

e study the evolution of the CC fraction of clusters o v er a
ide mass range. As before, we define a CC cluster by its

entral ( r < 0 . 048 R 500c ) cooling time (equation 18 ). At z = 0,
e used 1 Gyr as the critical value for an object to be classified

s a CC. The CC fraction we obtain is similar to that obtained
y TNG-Cluster (Lehle et al. 2024 ), and slightly higher than
llustrisTNG (Barnes et al. 2018 ). Assuming the radiative cooling
s dominated by bremsstrahlung, and that the virial temperature
volves self-similarly as H ( z) 2 / 3 (equation 13 ), the cooling time of
 cluster will evolve as t cool ∝ E( z) −5 / 2 . Employing a self-similarly
volving critical value, Fig. 6 show that the CC fraction is almost
onstant with redshift. Only at the highest masses does it decrease
lightly. The dashed lines show the result when not accounting
or self-similar evolution, in that case a large fraction of objects is
lassified as CC at higher redshift. This strong evolution of the CC
raction is analogous to what has been found with a slightly different
ooling time criterion by Barnes et al. ( 2018 ) for the IllustrisTNG
imulation. Ho we ver, it seems in conflict with observations which
nd an almost non-evolving CC fraction for a non-evolving cooling

ime criterion (McDonald et al. 2017 ; Ruppin et al. 2021 ). 

.4 Model comparison 

sing the knowledge from the previous three sections, we compare
hermodynamic profiles for the different model variations in the
LAMINGO suite. We keep in mind the mass dependence, which,
epending on the quantity and radius (see Fig. 3 ) can give a 20 per
ent–100 per cent difference between consecutive mass bins; the
eighting dependence, which showed a strong radial dependence

nd can, at specific radii, change the result by 50 per cent (see Fig. 4 );
nd the CC and NCC distinction, which is especially rele v ant for the
nnermost 0 . 1 R 500c of the thermodynamic profiles (see Fig. 5 ). 

Fig. 7 shows the different model variations for two different mass
ins, large groups ( M 500c = 10 13 . 5 − 10 14 M �) in the left panel,



FLAMINGO galaxy clusters 2667 

Figure 6. Fraction of objects classified as CC ( t cool , ( < 0 . 048 R 500c ) < 1 Gyr ×
E( z) −5 / 2 ) as a function of redshift. When correcting for self-similar evolution, 
there is no change in the CC fraction with redshift. The dashed lines show 

the result when using a non-evolving critical cooling time of 1 Gyr . Shaded 
regions indicate the 1 σ bootstrap error on the CC fraction. 
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nd clusters ( M 500c = 10 14 . 5 − 10 15 M �) in the right panel. For all
odels, the scatter is comparable to what is shown in Fig. 3 . The

bservational data we have selected is only available for massive 
bjects, hence we do not show it for the lower mass bin. First, we
ocus on the gas fraction model variations, which are calibrated 
o observed mass-dependent gas fractions shifted up or down by 
ifferent numbers of observational σ (see Table 1 ). These are shown 
n different shades of blue in Fig. 7 . For r � 0 . 1 R 500c , we see the
xpected trends: lower gas fractions correspond to lower densities, 
hich implies a lower gas mass, and a lower gas pressure. The

hanges in density and pressure then determine the change in 
emperature which can go up or down depending on whether the 
ensity or pressure changes more. In FLAMINGO, we find that the 
eak temperature decreases with increasing gas fraction. From the 
ombination of a lower temperature and higher density with increas- 
ng gas fractions it follows that entropies are lower (see equation 14 ).

We furthermore find that the gas fraction variations show the 
argest differences at intermediate radii between 0 . 1 − 0 . 4 R 500c , and
onverge at both larger and smaller radii (only visible for the cluster
ass bin), except for the pressure profiles. The pressure profiles show 

n increasing difference between the models for decreasing radii, 
ith lower gas fractions yielding up to 40 per cent lower pressures

n the core of clusters, and a factor 4 lower pressure in the core of
roups. 
The lower gas fraction variations have a slightly stronger AGN 

eedback. The gas pushed out by the AGN is seemingly predomi- 
antly deposited between 0 . 1 − 0 . 4 R 500c , as the difference between
he models is largest there. The stronger AGN feedback deposits an 
ncreased amount of metals at these radii, explaining the divergence 
n metallicities in this radial range for clusters. At even larger radii,
he models converge again. The correlation between temperature 
nd gas fraction seen between 0 . 1 − 1 R 500c could also be due to the
umulati ve ef fect of the A GN. W ith the cosmic baryon fraction fixed
etween different gas fraction variations, a lower cluster gas fraction 
mplies more gas has been expelled at early time. While clusters grow, 
his hot expelled gas will flow towards the cluster, naturally leading
o higher temperatures in the outer regions. Though McCarthy et al.
 2011 ) found that the infalling gas has higher entropy not because it
as heated at earlier times, but simply because it is taking the place
f the low-entropy material that was ejected. 
The effect of a change in the cluster stellar fraction is seen in the

tellar mass variation model, shown by the orange line. This model
as a lower stellar mass, but the same gas fraction. Though almost
dentical to the fiducial model in temperature, density, pressure, and 
ntropy, the decreased production of metals, due to a lower stellar
raction, yields a consistently lower metallicity at all radii. The lower
etallicity for groups in the jet fgas −4 σ model can be explained by

he fact that at this halo mass the stellar mass of objects in this model
ariation is even slightly below the stellar mass variation model 
 M 

∗ − σ ). 
The two jet models show very different behaviour. Compared with 

he fiducial thermally driven AGN feedback, the kinetic jet feedback 
learly expels more gas from the cluster core. This is seen in a
epressed central density for clusters. The remaining gas in the core is 
eated to a significantly higher temperature compared to all thermal 
eedback models. The combination of a higher temperature and a 
ower density leads to a significantly higher entropy in the core, while
he pressure remains similar. This is not true for groups, which can
e explained by the gas fraction for the Jet model being similar to the
gas + 2 σ variation in this mass range, and consequently, the Jet model
s more similar to the increased gas fraction variation for groups. The
et models also show a strong deficit of metals in the core of clusters
ompared to the fiducial model. We interpret this as a sign that our
inetic jet feedback model is more ef fecti ve at expelling enriched gas
rom the cluster core. Previous work based on the OWLS simulations
Schaye et al. 2010 ), which use thermally driven AGN feedback, has
ound that the profiles are mostly affected by ejection of gas from the
igh- z progenitors of z = 0 clusters (McCarthy et al. 2011 ), which
aises the interesting question of exactly when and where the feed-
ack was actually injected. Though the relative lack of metals in the
ore is similar for the reduced gas fraction jet model ( Jet fgas − 4 σ ),
he o v erall metallicity is significantly lower for this model, especially
t larger radii. We note that for this latter model, the stellar fraction is
ignificantly lower (Schaye et al. 2023 ), possibly due the expulsion of
ow-entropy gas limiting radiative cooling and thus reducing the o v er- 
ll central stellar production, and hence the metal production. How- 
ver, we remind the reader that all variations have been calibrated to
atch the stellar mass function o v er the same range of masses. 
The combination of distinctly higher temperatures, lower densi- 

ies, and higher entropies, is a typical signature for NCC clusters seen
hen comparing with CC clusters in observations (e.g. Hudson et al.
010 ). In Fig. 8 , we compare the CC fraction of the jet models with
ll other models for clusters, finding that their fraction is indeed
uppressed by more than 50 per cent. The different CC to NCC
atio in the jet sample could then possibly account for some of the
ifference we see in the temperature, density, and entropy profiles. 
CC clusters are also observed to have lower core metallicities 

Lovisari & Reiprich 2019 ), in line with the difference between the
et models and the thermal AGN models in Fig. 7 . 

.4.1 Matching the cooling-time distributions 

ince the model variations have different strengths of their AGN and
tellar feedback, they will also have different central cooling times. 
e have shown in Fig. 5 that the thermodynamic profiles of CC and
CC clusters differ, especially in the core region. The core region

s also where we see a strong difference between the median profile
MNRAS 533, 2656–2676 (2024) 
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Figure 7. Similar to Fig. 4 , but showing different FLAMINGO models in the same box size and for the same resolution as L1 m9 for groups with mass 
M 500c = 10 13 . 5 − 10 14 M � in the left panel, and clusters with mass M 500c = 10 14 . 5 − 10 15 M � in the right panel. Except for the jet models and the most extreme 
gas fraction variation ( fgas − 8 σ ), all model medians for clusters are within the 1 σ scatter of the fiducial model. The two jet models show distinctively different 
behaviour in the cores of clusters. For groups, the effect of model variations is much larger. 
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Figure 8. CDF of the central cooling times ( t cool ( r < 0 . 048R 500c )) of 
massive clusters ( M 500c = 10 14 . 5 − 10 15 M �) for all L1 m9 model variations. 
The two jet models have significantly greater central cooling times. 

Figure 9. Temperature and entropy profiles for the central-cooling-time 
matched sample of massive clusters ( M 500c = 10 14 . 5 − 10 15 M �). After 
matching, the Jet and Jet fgas − 4 σ model models are closer to all other 
variations, but still discrepant. 
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or the jet models and all other variations, which begs the question
f whether these different profiles give rise to different CC fractions
etween the model variations, and whether correcting for this would 
ive consistent profiles between all models. 
To study this effect, we first compute the cumulative distribution 

unction (CDF) of the central-cooling times for clusters ( t cool ( r <
 . 048 R 500c ), equation 18 ). We plot these distributions in Fig. 8
hich clearly shows that the jet models have much larger central

ooling times compared to all other variations. The median profiles 
or the jet models will thus be much more NCC-like compared to the
ther variations. 
To test whether this can explain the large difference seen in the

ores for the median thermodynamic profiles of clusters, we create 
 matched sample of clusters across all model variations for the
luster mass bin ( M 500c = 10 14 . 5 − 10 15 M �), selecting for every
bject in the fiducial model (L1 m9) an object in each variation that
as a central cooling time differing by less than 10 per cent without
eplacement. If such a matching object cannot be found for every
odel variation, the halo is discarded. In this manner, we match ≈
 / 3 of all haloes in the simulations. This matched sample should have
early identical distributions of central cooling times, and we have 
hecked that their CDFs are indeed nearly identical. For this matched
ample of haloes, we recompute the median thermodynamic profiles 
or all variations. Fig. 9 shows these profiles for the temperature and
ntropy, for which the biggest difference with the two jet variations
ere seen. We see that after matching the cooling time distributions,

he median profiles for the Jet and Jet fgas − 4 σ models are more 
imilar to all other variations, but still show differences in the core.
his suggests that the differences in Fig. 7 are only partly due to the
ifferent CC/NCC sample composition. 

.5 Redshift evolution at fixed mass 

e study the evolution of cluster gas profiles with redshift in Fig. 10
or the L2p8 m9 simulation, selecting objects with the same mass
 M 500c ) at z = 0 , 0 . 5 , 1 . 0, and 1.5. Because haloes accrete mass
etween these redshifts, the most massive objects at z = 1 . 5 may
o longer be in the same mass bin at lower redshifts. However,
y selecting the same mass range, we can compare the physical
roperties of haloes at a fixed mass over cosmic time. At z = 1 . 5,
here are 17 objects in this mass bin. At all redshifts, including
 = 1 . 5, the scatter is almost identical to the error band shown for
 = 0. 

We find that the temperature, density, pressure, and entropy profiles 
how little to no evolution with redshift, when normalized to their
edshift-dependent X 500 quantity, or the redshift-dependent critical 
ensity. This is expected since, although the Universe has expanded 
ince z = 1 . 5, leading to the gradual dilution of gas, the virial
uantities X 500c account for the effect of this expansion. It suggests
hat in FLAMINGO non-gravitational physics may impact (proto- 
clusters mostly at high redshifts, as there is almost no deviation
rom self-similar evolution below z = 1 . 5. In Appendix A , we show
hat scaling relations also evolve close to self-similarly. 

Observations of high-redshift galaxy clusters find a deviation from 

elf-similar expectation in the core ( r < 0 . 1 R 500c ), with the cores
volving less since at least z = 1 (Ghirardini et al. 2021 ). When using
ormalized quantities, this results in higher redshift profiles being 
ower in the core compared to lower redshifts, as the normalization
 v er-compensates for evolution. We see this most strongly in our
emperature and entropy profiles, though the effect is not significant. 
utside 0 . 1 R 500c they are consistent with self-similarity, but inside

hat radius, the evolution is slightly slower. Unlike what is seen in
MNRAS 533, 2656–2676 (2024) 
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Figure 10. As Fig. 3 , cluster gas profiles for cluster with mass ( M 500c = 

10 14 . 5 − 10 15 M �) at different redshifts indicated by the colour. Observations 
are coloured by their mean redshift. The physical radius (top axis) for z = 0 
objects is shown. Except for temperature and metallicity very little evolution 
is seen. 

o  

a  

t
 

r  

T  

t  

h  

r  

f  

e  

t  

w

5

I  

c  

m  

t  

t  

a  

o  

t  

s

 

p  

n  

d  

p  

r  

i  

f  

h  

p  

r
 

p  

w  

i  

a  

t  

d  

d
 

s  

e  

T  

c  

c  

c  

e  

d  

C
 

fi  

fi  

s  

o
 

s  

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/533/3/2656/7692027 by guest on 05 N
ovem

ber 2024
bservations (McDonald et al. 2017 ; Ruppin et al. 2021 ), the density
nd pressure profiles do not show deviations from self-similarity in
he core. 

The metallicity shows a clear evolution with redshift. Higher
edshift clusters have a lower gas metallicity, particularly in the core.
his is expected, since fewer stars have been formed by those earlier

imes, resulting also in fewer SNe Ia, which means that less metals
ave been injected into the ICM. The decrease in metallicity with
edshift at large radii is consistent with what has previously been
ound in IllustrisTNG, C-EAGLE, and Magneticum (Vogelsberger
t al. 2018 ; Pearce et al. 2021 ; Angelinelli et al. 2023 ). In contrast
o those simulations, we find that the core metallicity also decreases
ith redshift. 

 C O N C L U S I O N S  

n this work, we explored groups and clusters in the FLAMINGO
osmological h ydrodynamical simulations, investig ating the effect of
ass selection, particle weighting, and CC selection, comparing their

emperature, density, pressure, entropy, and iron abundance profiles
o observations, and studied the evolution of cluster scaling relations
nd profiles. This has allowed us to conclude that, with the exception
f the metallicity of the ICM, FLAMINGO clusters are a good match
o objects in the real Uni verse, sho wing similar radial profiles and
caling relations. In particular, we found that 

(i) Even when normalized to virial expectations, thermodynamic
rofiles are sensitive to the mass of the selected objects. The
ormalized temperature, normalized entropy, and iron abundance
ecrease with increasing mass, whereas the density and normalized
ressure increase (Fig. 3 ). In particular, the density profile shows a
adius-independent offset of ≈ 0 . 2 dex per 0 . 5 dex in mass, which
s consistent with the view that more massive objects originate
rom larger fluctuations in the background density field, yielding
igher o v erall densities at all radii. Offsets in other thermodynamic
rofiles are of similar size but appear only at either small or large
adii. 

(ii) Our fiducial weighting of particles when constructing the
rofiles is by X-ray luminosity. We find that using mass or volume
eighting instead of X-ray weighting has a large, and non-trivial

nfluence on the thermodynamic profiles (Fig. 4 ). While the temper-
ture (pressure) profiles only show a difference of 0.3 and 0 . 1 dex in
he innermost (outermost) regions, the density and entropy show a
ifference of 0 . 2 dex at both large and small radii, with a decreased
ifference at intermediate radii. 
(iii) We define CC clusters using the central cooling time, and

how that in FLAMINGO they have lower core temperatures and
ntropies, but higher densities, pressures, and metallicities (Fig. 5 ).
his is in line with observational results, and implies that the sample
omposition is important to consider when comparing simulated
lusters with observed clusters as the latter tend to have sample
ompositions biased towards more CC clusters. The CC fraction
volves strongly with redshift when using a non-evolving CC
efinition. When correcting for self-similar evolution, we find the
C fraction to be almost constant with redshift (Fig. 6 ). 
(iv) The models using jet-like AGN feedback instead of our

ducial thermally driven AGN feedback give thermodynamic pro-
les with qualitatively different shapes (Fig. 7 ). Cluster cores are
ignificantly hotter and less dense in these models, indicating that
ur kinetic jet feedback is ef fecti ve at shaping the cluster cores. 
(v) Except for the iron abundance, FLAMINGO galaxy clusters

how little evolution in their thermodynamic profiles when normal-
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zed to their respective virial quantities (Fig. 10 ). This indicates that
assive galaxy clusters evolve self-similarly. 

We have shown that galaxy clusters from the FLAMINGO 

imulation evolve self-similarly, in line with expectations from 

bservations. The thermodynamic profiles are sensitive to mass, 
ven after normalization to virial expectations, potentially due to 
he importance of non-gravitational physics for galaxy groups and 
lusters. For the cores of clusters, the weighting scheme chosen 
o measure physical quantities from simulations is important to 
onsider. Finally, we have shown that the CC to NCC composition 
f galaxy cluster samples should be matched to perform reliable 
omparisons of thermodynamic profiles. In future w ork, it w ould 
e useful to compare virtual observations to the data, which would 
llow for a fairer comparison and enable accounting for selection 
nd projection effects. 
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PPENDIX  A :  T H E  E VO L U T I O N  O F  SCALING  

E L AT I O N S  

LAMINGO has been calibrated to match observed gas fractions at
 500c for clusters at z ≈ 0 . 1 − 0 . 3 and M 500c = 10 13 . 5 − 10 14 . 36 M �,

nd we have shown here and in Schaye et al. ( 2023 ) that this leads
o a reproduction of the observed z = 0 scaling relations. Here, we
how that this holds even at much higher redshifts. 

Fig. A1 shows the median X-ray-luminosity–temperature (top
eft), luminosity–mass (top right), temperature–mass (bottom right),
NRAS 533, 2656–2676 (2024) 
nd Compton Y–mass 8 (bottom left) relations for all groups and
lusters in the fiducial model for different box sizes and resolutions.
emperatures are mass-weighted and include all particles with
 > 10 5 K, we have compared with emission-weighted temperatures
nd found the differences to be negligible for these global properties.
he X-ray luminosity is scaled by E ( z) −2 ( E ( z) = H ( z) /H 0 ), and

he Compton-Y parameter and temperature have been scaled by
( z) −2 / 3 to take out the expected self-similar redshift evolution. The

mall horizontal arrows indicate the systematic shift applied to data
ith hydrostatic-equilibrium inferred masses, which corresponds to

he value found for the hydrostatic mass bias (0.743) during the
alibration in Kugel et al. ( 2023 ), which agrees with their assumed
riors based on the observations of Hoekstra et al. ( 2015 ) and Eckert
t al. ( 2016 ). We ne glect an y corrections on the observed quantities
ue to the hydrostatic bias as these are negligible (e.g. the X-ray
uminosity will be dominated by radii much smaller than R 500c ). 

The observed X-ray luminosities have been shifted to the 0.5–
.0 keV band using PIMMS 

9 (Mukai 1993 ). The SZE data have
een compiled by McCarthy et al. ( 2017 ) from the clusters observed
y Planck Collaboration XXIV ( 2016 ). Observational data were
rouped into a limited number of bins per data set, where the error
ars show the scatter between individual objects in that bin. 
The dif ferent colours, sho wing redshifts z = 0 . 0 , 1 . 0 , and 2 . 0,

ndicate that there is almost no evolution in the scaling relations after
ccounting for self-similar evolution (Kaiser 1986 , 1991 ), though
he mass–temperature relation shows a slight trend towards lower
emperatures at fixed mass when the redshift increases. This is similar
o what was found by Barnes et al. ( 2017 ), who ascribe it to larger
on-thermal pressure from bulk gas motion at higher redshift. In
greement with previous observational studies (e.g. Maughan et al.
012 ), the evolution of the scaling relations is consistent with self-
imilar expectations even though the slopes of the relations are very
ifferent from self-similar expectations. 
All four scaling relations show an excellent match to the obser-

ations, which are mostly at low redshift, across the entire mass
ange. Even the lowest resolution, simulation (L1 m10) is nearly
dentical to the highest resolution simulation (L1 m8) at all redshifts,
ith only a slight deviation visible at M 500c < 3 × 10 13 M � or,

qui v alently, T 500c < 2 × 10 7 K. At fixed resolution (m9), there is
ear-perfect agreement between different box sizes, and the larger
olume smoothly extends the scaling relation to higher masses. 

In summary, the simulated cluster scaling relations are numerically
onverged and agree well with observ ations. Their e volution is close
o self-similar. 
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Figure A1. Evolution of cluster scaling relations for haloes with M 500c > 10 13 M �, for the fiducial model run at different numerical resolutions and box sizes 
(different lines). The lines are the median relations between X-ray luminosity and temperature (top left), X-ray luminosity and halo mass (top right), temperature 
and halo mass (bottom right), and thermal SZ effect Compton Y and halo mass (bottom left). Luminosities, temperatures, and masses are measured within 
R 500c , while Compton Y is measured within 5 R 500c . The solid, dashed, dotted–dashed, and dotted lines show the results for different box sizes and resolutions. 
Comparisons are made with X-ray data from Pratt et al. ( 2009 , 0 . 08 < z < 0 . 15), Lovisari et al. ( 2015 , z < 0 . 035), Lovisari et al. ( 2020 , 0 . 059 < z < 0 . 546), 
Bulbul et al. ( 2019 , 0 . 2 < z < 1 . 5), Gaspari et al. ( 2019 , z < 0 . 04), and Migkas et al. ( 2020 , z < 0 . 3), and with SZE data for z < 0 . 25 clusters from Planck 
Collaboration XXIV ( 2016 ) compiled by McCarthy et al. ( 2017 ). We multiply the thermodynamic quantities by E ( z) α , where E ( z) ≡ H ( z) /H 0 , and the value 
of α is indicated in each panel, to correct the data to z = 0 assuming self-similar evolution. The shaded region ( z = 0 only) and the observational error bars 
indicate the 16th and 84th percentiles of the sample. Observational data are coloured according to the median redshift. The convergence with resolution and box 
size is excellent. There are only small deviations from self-similar evolution. 
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PPENDIX  B:  PROJECTION  EFFECTS  

hen observing galaxy clusters, the emission projected along the 
ine of sight is observed. In the analysis of observations, a (model-
ependent) deprojection procedure is performed such that analytic 
D profiles can be fitted to the results. 
In Fig. B1 , we compare 3D and projected profiles. We see

arge differences, especially in the core. Projected profiles from our 
imulations often seem to fit the deprojected observed profiles better 
han our 3D profiles. It would be of interest to test the deprojection
lgorithms used by observational studies on mock images from 

imulations to study systematic effects such as the influence of non-
phericitiy. This would then hopefully lead to a better understanding 
f these systematic effects which are especially important in the 
ore, where we currently often see the largest differences between 
bserved and simulated profiles. At larger radii, the differences 
hrink, but remain non-negligible. 
MNRAS 533, 2656–2676 (2024) 
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Figure B1. As Fig. 4 , for clusters with mass ( M 500c = 10 14 . 5 − 10 15 M �), 
but showing 3D (solid line) and projected (dashed line) profiles for X-ray 
weighting at z = 0, compared with deprojected observational results. 
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PPENDI X  C :  RESOLUTI ON  

e test the convergence properties of our simulations for our fiducial
ass bin M 500c = 10 14 . 5 − 10 15 . 0 M �, and show the results in Fig.
1 . We compare the three simulations L1 m8, L1 m9, and L1 m10,
igure C1. As Fig. 4 , for clusters with mass ( M 500c = 10 14 . 5 − 10 15 M �), 
ut showing different numerical resolutions. Differences are small at large 
adii, but tend to increase towards smaller radii. 
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hich use the same box size but differ in mass (spatial) resolution
y factors of 8 (2) (see Table 1 ). It should be kept in mind that
lthough all resolutions have been calibrated to the observed low- 
edshift galaxy mass function and cluster gas fractions, they are not 
he same physical models. 

For the pressure profile the resolution has a negligible effect. The 
emperature profile shows converged results at large radii, while at 
mall radii the peak of the temperature shifts inwards and increases 
lightly in normalization for the highest resolution. Something 
imilar can be seen for the entropy profile, where the plateau extends
o smaller radii for L1 m8. The density profile shows a slight
uppression at r < R 500c , but only for the highest resolution. The
etallicity profiles are somewhat shallower for increasing resolution. 

n all cases, at small radii, the highest resolution model is closer to
he observations than an extrapolation of the intermediate resolution 

odel. 

PPENDIX  D :  N O R M A L I Z AT I O N  

1 Pr essur e 

e can derive the expected pressure at r 500 , c by starting from the
efinition for physical electron pressure and writing down some 
ther standard virial relations 

 500c = n e , 500c k B T 500c , (D1) 

 B T 500c = 

μm p GM 500c 

2 R 500c 
, (D2) 

 e , 500c = 

ρg , 500c 

μe m p 
, (D3) 

g , 500c = 500 f B ρc ( z) , (D4) 

c = 

3 H 

2 ( z) 

8 πG 

(D5) 

ith k B the Boltzmann constant, m p the proton mass, G the gravita-
ional constant, μe the mean particle mass per free electron, f B the 
osmic baryon mass fraction, and H ( z) the Hubble parameter. 

Combining these relations, we can write equation ( D1 ) as 

 e , 500c k B T 500c = 

1500 

16 π
f B H 

2 ( z) 
μ

μe 

M 500c 

R 500c 
. (D6) 

e now need an expression for R 500c 

 500c = 

( 

3 
4 π M 500c 

500 ρc ( z) 

) 1 / 3 

(D7) 

= 

(
2 G 

500 

M 500c 

H 

2 ( z) 

)1 / 3 

, (D8) 

here we used equation ( D5 ). Putting this into equation ( D6 ), we
btain 

 e , 500c k B T 500c = 

1500 

16 π
f B H 

2 ( z) 
μ

μe 
M 

2 / 3 
500c 

(
500 H 

2 ( z) 

2 G 

)1 / 3 

. (D9) 

aking part of the right-hand side and rewriting gives 

1500 H 

2 ( z) 

16 π

(
500 H 

2 ( z) 

2 G 

)1 / 3 

= 

3 

8 π

(
500 

2 G 

1 / 4 
H 

2 ( z) 

)4 / 3 

. (D10) 

utting it all together gives an expression for the pressure at R 500c 

 500 c = 

3 

8 π

(
500 

2 G 

1 / 4 
H 

2 ( z) 

)4 / 3 

f B 
μ

μe 
M 

2 / 3 
500c . (D11) 

2 Temperature 

imilarly to the pressure, we can derive the temperature for an
sothermal sphere at R 500c by combining equations ( D2 ) and ( D8) 

 500c = 

μm p 

2 k B 

(
500 G 

2 

2 

)1 / 3 

M 

2 / 3 
500c H 

2 / 3 ( z) . (D12) 

3 Entropy 

or the entropy, we start from the definition of the physical entropy 

 500c = 

k B T 500c 

n 
2 / 3 
e , 500c 

, (D13) 

nd fill in the expressions for T 500 (equation D12 ) and n e , 500c 

equation D3 ) 

 500c = 

μm p 

2 

(
500 G 

2 

2 

)1 / 3 
M 

2 / 3 
500c H 

2 / 3 ( z) (
1500 f B H 

2 ( z) 
8 πGμe m p 

)2 / 3 (D14) 

= M 

2 / 3 
500c H 

−2 / 3 ( z) 

(
μ3 μ2 

e m 

5 
p G 

4 
)1 / 3 

5(3 /π ) 2 / 3 f 2 / 3 B 

. (D15) 

PPENDI X  E:  DI FFERENT  C O O L - C O R E  

RI TERI A  

n the main text, we have described a CC selection based on the
entral cooling time t cool ( r < 0 . 048 R 500c ). Ho we ver, this quantity is
ot al w ays av ailable in observ ations as it requires detailed kno wledge
f the thermodynamic state of the cluster core. Instead, entropy 
r density thresholds are sometimes used. Apart from that, CC 

ere originally identified as a population of objects with distinctly 
older cores. Fig. E1 compares the central ( r < 0 . 048 R 500c ) density,
emperature, and entropy for the CC and NCC populations that were
lassified by their central cooling time. For all the thermodynamic CC 

etrics, the two populations clearly separate, with CC objects having 
igher central density, and lower central entropy and temperature. 
MNRAS 533, 2656–2676 (2024) 
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Figure E1. Separation between CC (red) and NCC (black) clusters, identified 
by their central cooling times, shown for different CC metrics, the central 
density, normalized temperature, and normalized entropy. 
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