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Abstract

Joint sensing and communications systems have gained significant research interest by
merging sensing capabilities with communication functionalities. However, few works have
examined the case of multiple users. This work investigates a dual-user joint sensing and
communications system, focusing on the interference between the users that explores the
optimal performance trade-offs through a time-division approach. Bi-static radar setting
is considered. Two typical strategies under this approach are studied: one in which both
users follow the same order of communications and then sensing, and the other in which
the tasks are performed in opposite order at two users. In each strategy, the sum rate and
the detection probability are evaluated and optimized. The results show that the oppo-
site order strategy offers superior performance to the same order strategy, and they also
quantify their performance difference. This research highlights the potential benefits of
time-division strategies and multiple users in joint sensing and communications systems.

1 INTRODUCTION

The development of the sixth-generation (6G) wireless com-
munications systems necessitates both high-data-rate communi-
cations and high-precision sensing/localization capabilities [1].
Historically, sensing and communications have been considered
as separate functionalities. This separation has led to several
issues, such as spectrum congestion and mutual interference.
To address these issues, an increasing number of studies are
focusing on the combination of communications and sensing
technologies [2]. As a key technology to enable this, joint sens-
ing and communications (JSAC) has recently gained momentum
[3, 4]. Many of these studies predominantly focus on three key
areas: coexistence, cooperation and joint design. Within the field
of coexistence, the individual performance metrics of either
sensing or communications functions have been evaluated with
interference from the other system. For example, in [5–7], the
interference between sensing and communications operating
in a non-cooperative manner was studied. In the cooperation
literature, sensing and communications share information to
improve their own performances. For example, sensing and
communications performances were optimized by setting con-
straints on communications and sensing, respectively, in [8–10].
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Finally, for joint design, complete cooperation between sens-
ing and communications is adopted by co-designing radar and
communications. In many applications, both sensing and com-
munications functions are required in a single system. The joint
design of sensing and communications can reduce the cost
and energy consumption, as well as alleviate spectrum conges-
tion problems. Furthermore, precise location information of
mobile terminals can enhance wireless communication perfor-
mance and the advancement of communication technologies
also presents new opportunities to improve the localization
performance greatly [11]. Thus, our focus is on joint design
for JSAC.

Unlike mono-static settings used in most previous works
on JSAC, in our work, bi-static radar setting is considered.
Bi-static setting can help JSAC system achieve better perfor-
mances [12]. Firstly, positioning the sensing transmitter and
receiver separately offers enhanced flexibility and an extended
detection range [13]. Secondly, it eliminates the issue of self-
interference (SI) in a mono-static setting [14]. Also, many
works on JSAC have focused on dual-functional waveform
designs, where sensing and communications use the same
waveform [15, 16]. However, these schemes often require com-
plicated designs. Reference [17] provided methods for analysing
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sensing performance using generalized likelihood ratio test
(GLRT) detectors. The approximations to the distribution of
GLRT’s decision variable by using moment-matching were
proposed in [18]. The JSAC systems typically encounter
unavoidable performance tradeoff, which have been thoroughly
examined in various studies [4, 5, 7–13]. The performance
measures were derived for sensing, communications and JSAC
in [19]. The work in [20] focused on the performance trade-
off between sensing and communications. Three optimization
strategies, time-division, power-allocation, and mixture, were
proposed in [21]. The performance trade-off for a time-
division scheme where sensing was performed after data
communications in the same time frame was analysed in [22].

Most of the above works have only considered a single user.
In communications systems, multiple users are often present,
causing interference to each other. This interference could
degrade communications but could also improve sensing due
to extra reflection. Therefore, it is of great interest to study
JSAC with bi-static radar in the presence of multiple users.
Multiple users have been considered in some applications. For
example, reference [23] proposed a multi-user uplink commu-
nication scheme against a mobile aerial eavesdropper (AE) in
JSAC systems, where the JSAC base station (BS) transmits
radar signals to track and jam the AE. Reference [24] pro-
posed a symbol-level precoding (SLP) method for a multi-user
multi-input multi-output (MU-MIMO) downlink JSAC system
based on faster-than-Nyquist (FTN) signalling. However, none
of these works has considered time-division or bi-static setting.

Motivated by the above observations, in this work, a dual-user
JSAC system using time-divisioned bi-static radar is studied,
where two users adopt the same or different time allocation
strategies, unlike [17–22] that only considered a single JSAC user
without any interference from other users, or [23] and [24] with-
out time division or bi-static setting. One challenge addressed in
this work is the extension from a single user in [17–22] to two
users. This is difficult, because the extra user induces interfer-
ence into the system so that the sensing and communications
tasks need to adapt to the interfering power and the tasks of
one user affect the performance of the other user. For the case
of more than two users, users can be paired up as groups of two
for study, similar to the work on non-orthogonal multiple access
[25]. Another challenge addressed in this work is the use of
bi-static setting and time division between sensing and commu-
nications. Bi-static setting often has weaker received signals than
mono-static setting, making their target detection more difficult
due to high sensitivity and synchronization requirements. Time
division requires even higher synchronization between users and
between tasks. Communications-centric, sensing-centric and
joint designs are considered. All three designs are optimized
with respect to the time allocation parameters. Numerical results
show that the system performance can be improved when the
two users perform different functions at the same time. The
main contributions of this work can be summarized as follows:

∙ This work considers interference and cooperation between
two JSAC users with bi-static setting, while most previous
works only studied a single JSAC user.

FIGURE 1 Joint sensing and communications system using bi-static
radar.

∙ For the dual-user case, two time allocation strategies when
the two users either perform communications and sensing in
the same order or in the opposite order are studied. For each
strategy, three optimization problems are formulated and
solved by guaranteeing a minimum requirement on sensing,
on communications or no requirement.

The rest of the article is organized as follows. In Section 2, the
system model and the two strategies will be presented. In Sec-
tion 3, the performance tradeoff between communications and
sensing and their optimization will be formulated and solved.
In Section 4, numerical results will be presented. Finally, in
Section 5, concluding remarks will be made.

2 SYSTEM MODEL

Consider a dual-user JSAC system, where each user operates
with a separate JSAC scheme in time-division and bi-static set-
tings, as illustrated in Figure 1. Each JSAC user consists of one
BS as transmitter, one target to detect, one sensing receiver
and one communications receiver, similar to the models used
in [17–22]. In order to focus on the interference between differ-
ent JSAC users, assume that the sensing and communications
functions at each user adopt different frequencies to avoid the
interference between different functions and that the BS cannot
operate at two frequencies or two functions at the same time.

Without loss of generality, assume that the total transmis-
sion time of each user is fixed at T seconds and that the
total transmission power of user-x is PxT for both radar
and communications, where x = 1 for user-1 and x = 2 for
user-2. Moreover, assume that the transmission time and the
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transmission power for sensing, the transmission time and the
transmission power for communications of user-x are Txr , Pxr ,
Txc , Pxc , respectively. Let Ts be the sampling interval.

2.1 CS–CS

In the communication-sensing and communication-sensing
(CS–CS) strategy, two independent JSAC users perform com-
munications and sensing tasks in the same order, that is,
communications first and then sensing within a fixed amount of
time T seconds. Hence, one has T1c + T1r = T , T2c + T2r = T ,
P1c = P1r = P1T , and P2c = P2r = P2T . Depending on the length
of time allocated to the communications function, the received
signals at the communications receivers have two different
cases:

2.1.1 T1c ≥ T2c

In this case, the communication time of user-1 is longer than
that of user-2. Since communications and sensing operate at
different frequencies, there is no interference between com-
munications and sensing but there is still interference between
communications by different users, as they operate at the same
frequency. The received signals at the two communications
receivers for two users are given by

y1c =
√

P1T h11cw1c +
√

P2T h21cw2c + n1c (1)

y2c =
√

P2T h22cw2c +
√

P1T h12cw1cm + n2c (2)

where y1c = [y1c1, … , y1cK1
]T , y2c = [y2c1, … , y2cK2

]T ,
w1c = [w1c1, w1c2, … , w1cK1

]T , w2c = [w2c1, … , w2cK2
]T ,

w1cm = [w1c1, … , w1cK2
]T , K1 = T1c

Ts

and K2 = T2c

Ts

represent

the total numbers of samples for communications at two
users, K1 > K2,

√
P1T and

√
P2T represent the transmitting

amplitudes of two users, h11c and h22c are the complex channel
coefficients from user-1 and user-2’s transmitters to their own
communications receivers, h12c and h21c are the complex cross-
channel coefficients from user-1’s and user-2’s transmitters to
the other users’ communications receivers, w1ci and w2ci are
signals transmitted by the two users, w1cm and w1ci only differ in
their subscripts. If constant modulus modulation schemes, such
as phase shift keying (PSK), are used, the transmitted signals
satisfy |w1ci |2 = |w2ci |2 = 1, where i = 1, 2, … ,K1 or K2. It is
known that constant modulus modulation is beneficial to radar
detection [26]. Note that, w1cm is a part of w1c containing its
first K2 elements, n jc = [n jc1, n jc2, … , n jcK j

]T is Kj × 1 vector,

j = 1, 2 and [⋅]T represents the transpose operation, n1ci and
n2ci are the complex additive white Gaussian noise (AWGN)
with mean zero and variance 𝜎2, assuming that two users use
the same receivers. It is assumed that the noise samples are
independent of each other so that the covariance matrices of
n1c and n2c are given by 𝜎2IK1

and 𝜎2IK2
respectively, where IK1

and IK2
are the identity matrix but with different dimensions of

K1 and K2, respectively.
From Equations (1) and (2), when 0 < t ≤ T2c , both users are

performing communications tasks and their transmitted signals
will interfere with each other. When T2c < t ≤ T1c , user-2 stops
transmitting communications signals. During this period, user-1
continues with its communications function. In this case, user-1
only suffers from noise.

Using the signals in Equations (1) and (2), the information
rates in bits/Hz for the two communications users can be
derived as

C1 = T2c log2

(
1 +

P1T 𝛾11c

P2T 𝛾21c + 1

)
+(T1c − T2c ) log2 (1 + P1T 𝛾11c ) (3)

C2 = T2c log2

(
1 +

P2T 𝛾22c

P1T 𝛾12c + 1

)
(4)

where 𝛾11c =
|h11c |2
𝜎2

and 𝛾22c =
|h22c |2
𝜎2

are signal-to-noise ratios
(SNRs) in the channel from user-1’s and user-2’s transmit-

ters to their own communications receivers, 𝛾12c =
|h12c |2
𝜎2

and

𝛾21c =
|h21c |2
𝜎2

are signal-to-noise ratio in the channel from

user-1 to user-2 or vice versa. For user-x, 𝛿x = PxT 𝛾xxc

PyT 𝛾yxc+1
rep-

resents its signal to interference plus noise ratio (SINR) at its
communications receiver, where x = 1, y = 2 or x = 2, y = 1.

Therefore, the sum rate of the two users in bits/Hz in this
case can be derived as

C = C1 +C2

= T2c log2

(
1 +

P1T 𝛾11c

P2T 𝛾21c + 1

)
+ T2c log2

(
1 +

P2T 𝛾22c

P1T 𝛾12c + 1

)
+ (T1c − T2c ) log2 (1 + P1T 𝛾11c ). (5)

In the CS–CS strategy, after communications, sensing is per-
formed. Specifically, the sensing detection can be formulated as
a binary hypothesis testing problem [21]. However, the model
becomes more complex due to the user interference. There is a
cross channel between the two users, allowing each user to uti-
lize the signal from the other user to help sensing. In particular,
the hypothesis test for user-1 is

H0 ∶{
y1d =

√
P1T h11d w1r +

√
P2T h21d w2rn + n1d

y1s = n1s

(6)

H1 ∶{
y1d =

√
P1T h11d w1r +

√
P2T h21d w2rn + n1d

y1s =
√

P1T h11sw1r +
√

P2T h21sw2rn + n1s

(7)
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WANG ET AL. 1129

and the hypothesis test for user-2 is

H0 ∶{
y2d =

√
P2T h22d w2r +

√
P1T h12d w1r + n2d

y2s = n2s

(8)

H1 ∶{
y2d =

√
P1T h22d w2r +

√
P1T h12d w1r + n2d

y2s =
√

P2T h22sw2r +
√

P1T h12sw1r + n2s

(9)

where y1d = [y1d 1, … , y1dL1
]T , y1s = [y1s1, … , y1sL1

]T , y2d =
[y2d 1, … , y2dL2

]T , y2s = [y2s1, … , y2sL2
]T , w1r = [w1r1, … , w1rL1

]T ,
w2r = [w2r1, … , w2rL2

]T , w2rn = [w2r (L2−L1 ), … , w2rL2
]T , n1d =

n1s = [n1, … , nL1
]T , n2d = n2s = [n1, … , nL2

]T , y1d and y2d are
the signals in the direct channels, y1s and y2s are the signals in the

surveillance channels, L1 = T1r

Ts

and L2 = T2r

Ts

represent the total

numbers of samples for communications at two users, L1 < L2,
h11d and h22d are the complex channel coefficients from user-1’s
and user-2’s transmitters to their own sensing receivers in the
direct channels, h12d and h21d are the cross-channel coefficients
from user-1’s and user-2’s transmitters to each other’s sensing
receivers in the direct channels, h11s and h22s are the channel
coefficients from user-1’s and user-2’s transmitters to their own
sensing receiver reflected by the target in the surveillance chan-
nels, h12s and h21s are the channel coefficients from user-1’s
and user-2’s transmitters to each other’s sensing receivers via
the targets in the surveillance channels, w1ri and w2r j are the
transmitted signals for sensing detection, n1di , n1si , n2dj , and
n2s j are the complex AWGN with mean zero and variance 𝜎2,
i = 1, … ,L1 and j = 1, … ,L2.

Similarly, we set |w1ri |2 = 1 and |w2ri |2 = 1 with constant
modulus, leading to wH

1r
w1r = L1 and wH

2r
w2r = L2, where (⋅)H

is the Hermitian operation. For example, this is the case when
linear frequency modulation is utilized for radar sensing. Again,
assume that the noise samples are independent with the covari-
ance matrices of n1d , n1s , n2d , and n2s being given by 𝜎2IL1

or
𝜎2IL2

. It is also assumed that clutters have already been included
in the noise in Equations (6)–(9), similar to [17–22]. Note that
both wxc and wxr are assumed unknown but deterministic. The
coefficients of the radar channels hxyd and hxys are not known
either for x, y = 1, 2. In this case, the GLRT detector can be
used. Details of this detector can be found in [17]. Using this

detector, if 𝛾xyd = |hxyd |2
𝜎2

, the probability of false alarm can be
approximated as [21]

FA ≈ e−𝜆 (10)

where 𝜆 is the detection threshold used in the GLRT detector.
The probabilities of detection can be approximated as [21]

DP1 ≈ Q1

(√
2P1T 𝛾11sw

H
1r

w1r + 2P2T 𝛾21sw
H
2rn

w2rn,
√

2𝜆

)
= Q1

(√
2(P1T 𝛾11s + P2T 𝛾21s )L1, b

)
(11)

DP2 ≈ Q1

(√
2P2T 𝛾22sw

H
2r

w2r + 2P1T 𝛾12sw
H
1r

w1r ,
√

2𝜆

)
= Q1

(√
2P1T 𝛾22sL1 + 2P2T 𝛾12sL2, b

)
(12)

where 𝛾xys =
|hxys |2
𝜎2

is the SNR of the surveillance channel from
the transmitter of user-x to the radar receiver of user-y reflected

by the target, b =
√

2𝜆 =
√
−2 ln(FA) is a constant from Equa-

tion (10), FA is the predetermined probability of false alarm, and
Q1(⋅, ⋅) is the first-order Marcum Q function [27]. Note that,
since T = Tc + Tr , one has N = K1 + L1 = K2 + L2, where
N = T

Ts

.

2.1.2 T1c < T2c

In this case, the communications time of user-2 is longer than
that of user-1. The received signals are very similar to those
in the previous subsection except that the indexes 1 and 2
are swapped. When 0 < t ≤ T2c , the received signals at the
communications receivers can be given by

y1c =
√

PT h11cw1c +
√

PT h21cw2m + n1c (13)

y2c =
√

PT h22cw2c +
√

PT h12cw1c + n2c (14)

where ‖w1c‖ = ‖n1c‖ = K1, ‖w2m‖ = K2 − K1, ‖w2c‖ =‖n2c‖ = K2. ‖⋅‖ represents the length of the vector. Using
Equations (13) and (14), the information rates can be derived as

C1 = T1c log2

(
1 +

P1T 𝛾11c

P2T 𝛾21c + 1

)
(15)

C2 = T1c log2

(
1 +

P2T 𝛾22c

P1T 𝛾12c + 1

)
+ (T2c − T1c ) log2 (1 + P2T 𝛾22c ) (16)

and the sum rate of the two users can be derived as:

C = C1 +C2 = T1c log2

(
1 +

P1T 𝛾11c

P2T 𝛾21c + 1

)
+ T1c log2

(
1 +

P2T 𝛾22c

P1T 𝛾12c + 1

)
+ (T2c − T1c ) log2 (1 + P2T 𝛾22c ) (17)

For sensing, similar to before, the hypothesis test for user-1
can be written as

H0 ∶{
y1d =

√
P1T h11d w1r +

√
P2T h21d w2r + n1d

y1s = n1s

(18)
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1130 WANG ET AL.

H1 ∶{
y1d =

√
P1T h11d w1r +

√
P2T h21d w2r + n1d

y1s =
√

P1T h11sw1r +
√

P2T h21sw2r + n1s

(19)

and the hypothesis test for user-2 can be written as

H0 ∶{
y2d =

√
P2T h22d w2r +

√
P1T h12d w1rn + n2d

y2s = n2s

(20)

H1 ∶{
y2d =

√
P1T h22d w2r +

√
P1T h12d w1rn + n2d

y2s =
√

P2T h22sw2r +
√

P1T h12sw1rn + n2s

(21)

where ‖w1r‖ = ‖n1d‖ = ‖n1s‖ = L1, ‖w1rn‖ = L1 − L2,‖w2r‖ = ‖n2d‖ = ‖n2s‖ = L2, w1rn is a part of w1r and ‖⋅‖
represent the length of the vector. The detection probabilities
become

DP1 ≈ Q1

(√
2P1T 𝛾11sw

H
1r

w1r + 2P2T 𝛾21sw
H
2r

w2r , b

)
= Q1

(√
2P1T 𝛾11sL1 + 2P2T 𝛾21sL2, b

) (22)

DP2 ≈ Q1

(√
2P2T 𝛾22sw

H
2r

w2r + 2P1T 𝛾12sw
H
1rn

w1rn, b

)
= Q1

(√
2(P1T 𝛾12s + P2T 𝛾22s )L2, b

) (23)

which is similar to that when T1c > T2c , expect that indexes 1
and 2 are swapped.

2.2 CS–SC

In the communication-sensing and sensing-communication
(CS–SC) strategy, two users perform sensing and communica-
tion functions in the opposite order. Without loss of generality,
assume that user-1 performs the communications function
first and then performs sensing detection, while user-2 does
the opposite.

2.2.1 T1c + T2c ≥ T

In the case when T1c + T2c > T , the communications times of
the two users overlap, which will cause interference. The sens-
ing time does not overlap so there is no cross-channel between
them. In this case, the received signals at the communications
receivers are given by

y1c =
√

P1T h11cw1c +
√

P2T h21cw2cm + n1c (24)

y2c =
√

P2T h22cw2c +
√

P1T h12cw1cn + n2c (25)

where y1c = [y1c1, … , y1cK1
]T , y2c = [y2c1, … , y2cK2

]T , w1c =
[w1c1, w1c2, … , w1cK1

]T , w2c = [w2c1, … , w2cK2
]T , w2cm =

[w2c1, … , w2c (K1+K2−N )]
T , w1cn = [w2cL2

, … , w2cK1
]T . Note

that, w2cm is a part of w2c containing its first K1 + K2 − N

elements and w1cn is a part of w1c containing its last
K1 + K2 − N elements. n1c = [n1c1, n1c2, … , n1cK1

]T and
n2c = [n2c1, n2c2, … , n2cK2

]T are vectors, and all other symbols
are defined as before.

Following the same method in Section 2.1, using Equations
(24) and (25), the sum rate of the two users can be derived as

C = (T − T1c ) log2 (1 + P1T 𝛾11c )

+ (T − T1c ) log2 (1 + P2T 𝛾22c )

+ (T1c + T2c − Ts ) log2

(
1 +

P1T 𝛾11c

P2T 𝛾21c + 1

)
+ (T1c + T2c − Ts ) log2

(
1 +

P2T 𝛾22c

P1T 𝛾12c + 1

)
. (26)

Similarly, the hypothesis tests for user-1 and user-2 are

H0 ∶

{
y1d =

√
P1T h11d w1r + n1d

y1s = n1s

(27)

H1 ∶

{
y1d =

√
P1T h11d w1r + n1d

y1s =
√

P1T h11sw1r + n1s

(28)

H0 ∶

{
y2d =

√
P2T h22d w2r + n2d

y2s = n2s

(29)

H1 ∶

{
y2d =

√
P1T h22d w2r + n2d

y2s =
√

P2T h22sw2r + n2s

(30)

where ‖w1r‖ = ‖n1d‖ = ‖n1s‖ = L1, ‖w2r‖ = ‖n2d‖ =‖n2s‖ = L2, ‖⋅‖ represent the length of the vector. The sensing
detection probabilities of the two users are

DP1 ≈ Q1

(√
2P1T 𝛾11sw

H
1r

w1r , b

)
= Q1

(√
2P1T 𝛾11sL1, b

) (31)

DP2 ≈ Q1

(√
2P2T 𝛾22sw

H
2r

w2r , b

)
= Q1

(√
2P2T 𝛾22sL2, b

)
.

(32)

It can be seen that the detection probabilities in this case is sim-
ilar to the single user case in [21], as they do not overlap with
each other.
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WANG ET AL. 1131

2.2.2 T1c + T2c < T

In the case when T1c + T2c < T , the communications times of
the two users do not overlap, so there is no interference. This
is based on our assumption that sensing and communications
operate at different frequencies. In this case, user 1 will finish
their communications before user 2 starts their communica-
tions. Since the two communications do not happen at the same
time, there is no interference between them. However, the sens-
ing times overlap which leads to a cross-channel and therefore
cooperation between the two users. In this case, the received
signals at the communications receivers are given by

y1c =
√

P1T h11cw1c + n1c (33)

y2c =
√

P2T h22cw2c + n2c (34)

and the sum rate for two users are

C = T1c log2 (1 + P1T 𝛾11c )

+ T2c log2 (1 + P2T 𝛾22c ). (35)

Similarly, the hypothesis tests for user-1 and user-2 are

H0 ∶{
y1d =

√
P1T h11d w1r +

√
P2T h21d w2rn + n1d

y1s = n1s

(36)

H1 ∶{
y1d =

√
P1T h11d w1r +

√
P2T h21d w2rn + n1d

y1s =
√

P1T h11sw1r +
√

P2T h21sw2rn + n1s

(37)

H0 ∶{
y2d =

√
P2T h22d w2r +

√
P1T h12d w1rm + n2d

y2s = n2s

(38)

H1 ∶{
y2d =

√
P1T h22d w2r +

√
P1T h12d w1rm + n2d

y2s =
√

P2T h22sw2r +
√

P1T h12sw1rm + n2s

(39)

where ‖w1r‖ = ‖n1d‖ = ‖n1s‖ = L1, ‖w2r‖ = ‖n2d‖ =‖n2s‖ = L2, ‖w1rm‖ = ‖w2rn‖ = (1 − K1 − K2), ‖⋅‖ represent
the length of the vector. The detection probabilities are

DP1 ≈ Q1

(√
2P1T 𝛾11sw

H
1r

w1r + 2P2T 𝛾21sw
H
2rn

w2rn, b

)
= Q1

(√
2P1T 𝛾11sL1 + 2P2T 𝛾21s (L2 − K1), b

) (40)

DP2 ≈ Q1

(√
2P2T 𝛾22sw

H
2r

w2r + 2P1T 𝛾12sw
H
1rm

w1rm, b

)
= Q1

(√
2P1T 𝛾12s (L1 − K2) + 2P2T 𝛾22sL2, b

) (41)

It can be seen that, when the sensing times overlap, the two
users can use each other’s signals to increase the detection
probabilities. This is a form of collaborative sensing.

3 PERFORMANCE TRADEOFF AND
OPTIMIZATION

Before the optimization problems are formulated, define 𝛼1 =
T1c

T
and 𝛼2 = T2c

T
as the time allocation coefficients for user-1

and user-2, respectively. Thus, T1c = 𝛼1T, T2c = 𝛼2T, T1r = (1 −
𝛼1)T and T2r = (1 − 𝛼2)T. Consequently, L1 = [𝛼1N ], K1 =
[(1 − 𝛼1)N ], L2 = [𝛼2N ], and K2 = [(1 − 𝛼2)N ], with 0 ≤

𝛼1, 𝛼2 ≤ 1, where [⋅] is the rounding function.

3.1 CS–CS

Assume that both users have the same transmission power and
symmetric channels. This represents the scenario for two inde-
pendent users. Using 𝛼1 and 𝛼2, when 𝛼1 > 𝛼2, the information
rates, the sum rate and the probabilities of detection in the
CS–CS strategy can be rewritten as

C1 = 𝛼2T log2

(
1 +

PT 𝛾c

PT 𝛾Δ + 1

)
+ (𝛼1 − 𝛼2)Ts log2 (1 + PT 𝛾c ) (42)

C2 = 𝛼2T log2

(
1 +

PT 𝛾c

PT 𝛾Δ + 1

)
(43)

C = 2𝛼2T log2

(
1 +

PT 𝛾c

PT 𝛾Δ + 1

)
+ (𝛼1 − 𝛼2)T log2 (1 + PT 𝛾c ) (44)

DP ∶

⎧⎪⎨⎪⎩
DP1 = Q1

(√
2(1 − 𝛼1)PT (𝛾s + 𝛾Λ )N , b

)
DP2 = Q1

(√
2PT [(1 − 𝛼1)𝛾s + (1 − 𝛼2)𝛾Λ]N , b

)
(45)

and when 𝛼1 < 𝛼2, the information rates, the sum rate, and the
probabilities of detection can be rewritten as

C1 = 𝛼1T log2

(
1 +

PT 𝛾c

PT 𝛾Δ + 1

)
(46)

C2 = 𝛼1T log2

(
1 +

PT 𝛾c

PT 𝛾Δ + 1

)
+ (𝛼2 − 𝛼1)Ts log2 (1 + PT 𝛾c ) (47)

C = 2𝛼1T log2

(
1 +

PT 𝛾c

PT 𝛾Δ + 1

)
+ (𝛼2 − 𝛼1)T log2 (1 + PT 𝛾c ) (48)
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1132 WANG ET AL.

DP ∶

⎧⎪⎨⎪⎩
DP1 = Q1

(√
2PT [(1 − 𝛼1)𝛾s + (1 − 𝛼2)𝛾Λ]N , b

)
DP2 = Q1

(√
2(1 − 𝛼2)PT (𝛾s + 𝛾Λ )N , b

)
(49)

where PT = P1T = P2T . Also, 𝛾c = 𝛾11c = 𝛾22c , 𝛾Δ = 𝛾12c =
𝛾21c , 𝛾s = 𝛾11s = 𝛾22s , 𝛾Λ = 𝛾12s = 𝛾21s are the SNR of the
communications channel, the communications interference
channel, the sensing surveillance channel and the sensing
cross-channel, respectively.

In the subsequent analysis, we will determine the optimal
values of 𝛼1 and 𝛼2 which optimize sensing, communica-
tions, or both performances. The first optimization problem is
formulated as

P1 ∶ max
𝛼1,𝛼2

{DP}, (50)

C1 ≥ Cm,C2 ≥ Cm, s.t. (51)

0 ≤ 𝛼1, 𝛼2 ≤ 1 (52)

where Cm is the minimum communications rate for each user,
DP = 1

2
(DP1 + DP2) is the average detection probability with

DP1 and DP2 given by Equations (45) and (49) and C1,C2
are given by Equations (42)–(48). For applications prioritizing
sensing over communications, this optimization aims to max-
imize the probability of detection while ensuring a minimum
communication rate for each user.

The second optimization problem is given by

P2 ∶ max
𝛼1,𝛼2

{C }, (53)

DP1 ≥ Pm,DP2 ≥ Pm, s.t. (54)

0 ≤ 𝛼1, 𝛼2 ≤ 1 (55)

where Pm is the minimum detection probability for sensing.
This optimization is for applications where the communications
function is of more importance than the sensing function.

When both sensing and communications hold equal impor-
tance, or when neither has any constraints, the third optimiza-
tion problem is

P3 ∶ max
𝛼1,𝛼2

{U }, s.t. (56)

0 ≤ 𝛼1, 𝛼2 ≤ 1 (57)

where the unified metric U is the measure of performance
trade-off between sensing and communications, which is
defined as

U = 𝜖DP + (1 − 𝜖)
C

Cmax
, (58)

0 < 𝜖 < 1 is the trade-off coefficient and it indicates the impor-
tance of sensing in the Pareto optimization problem [21]. In

Equation (58), Cmax is used to normalize the information rate
so that both the probability of detection and the normalized
information rate are between 0 and 1 for optimization. Next,
we will solve these optimization problems.

For P1, when 𝛼1 ≥ 𝛼2, C1 > C2 and when 𝛼2 > 𝛼1, C2 > C1.
Thus, to satisfy the constraints in Equation (51)

⎧⎪⎪⎨⎪⎪⎩
C2 = 𝛼2T log2

(
1 +

PT 𝛾c

PT 𝛾Δ + 1

)
> Cm, 𝛼1 ≥ 𝛼2

C1 = 𝛼1T log2

(
1 +

PT 𝛾c

PT 𝛾Δ + 1

)
> Cm, 𝛼1 < 𝛼2

(59)

From Equation (59), one has

⎧⎪⎪⎨⎪⎪⎩
1 ≥ 𝛼1 ≥

Cm

T log2

(
1+ PT 𝛾c

PT 𝛾Δ+1

)
1 ≥ 𝛼2 ≥

Cm

T log2

(
1+ PT 𝛾c

PT 𝛾Δ+1

) (60)

where Cm ≤ T log2 (1 + PT 𝛾c

PT 𝛾Δ+1
) must be satisfied. From Equa-

tions (45) and (49), the detection probabilities DP1 and DP2
increase monotonically as 𝛼1 or 𝛼2 decreases. Thus, the max-
imum DP is achieved when 𝛼1 and 𝛼2 are the smallest. Then,
the optimum values are

𝛼1opt = 𝛼2opt = 𝛼opt

=

⎧⎪⎪⎨⎪⎪⎩

Cm

T log2

(
1 + PT 𝛾c

PT 𝛾Δ+1

) , Cm ≤ T log2

(
1 +

PT 𝛾c

PT 𝛾Δ + 1

)

none, Cm > T log2

(
1 +

PT 𝛾c

PT 𝛾Δ + 1

)
(61)

and

DPmax = 1
2

[
Q1

(√
2(1 − 𝛼opt )PT (𝛾s + 𝛾Λ )N , b

)
+Q1

(√
2PT (1 − 𝛼opt )(𝛾s + 𝛾Λ )N , b

)]
(62)

respectively.
For P2 in Equation (53), when 𝛼1 > 𝛼2, DP2 ≥ DP1 and

when 𝛼2 > 𝛼1, DP1 > DP2 so that to satisfy the constraints in
Equation (55)

⎧⎪⎨⎪⎩
Q1

(√
2(1 − 𝛼1)PT (𝛾s + 𝛾Λ )N , b

)
> Pm, 𝛼1 ≥ 𝛼2

Q1

(√
2(1 − 𝛼2)PT (𝛾s + 𝛾Λ )N , b

)
> Pm, 𝛼2 < 𝛼1.

(63)
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WANG ET AL. 1133

Since the Marcum Q function is monotonic, from Equation
(63), one has

⎧⎪⎪⎨⎪⎪⎩
0 ≤ 𝛼1 ≤ 1 −

[Q−1
1 (Pm, b)]2

2PT N (rs + rΛ )

0 ≤ 𝛼2 ≤ 1 −
[Q−1

1 (Pm, b)]2

2PT N (rs + rΛ )

(64)

where Q−1
1 (⋅, ⋅) is the inverse function of Q1(⋅, ⋅) and

[Q−1
1 (Pm, b)]2 ≤ 2PN (rs + rΛ ) must be satisfied. The partial

derivative of C with respect to 𝛼2 is derived as

𝜕C

𝜕𝛼2
= 2T log2

(
1 +

PT 𝛾c

PT 𝛾Δ + 1

)
− T log2 (1 + PT 𝛾c ). (65)

When PT 𝛾c ≥ P2
T
𝛾2
Δ
− 1,

𝜕C

𝜕𝛼2
≥ 0 always holds. The same

holds when 𝛼1 < 𝛼2. Thus, from Equations (64) and (65), the
optimum values are

𝛼1opt = 𝛼2opt = 𝛼opt

=
⎧⎪⎨⎪⎩

1 −
[Q−1

1 (Pm, b)]2

2PT N (rs + rΛ )
, [Q−1

1 (Pm, b)]2 ≤ 2PT N (rs + rΛ )

none, [Q−1
1 (Pm, b)]2 ≤ 2PT N (rs + rΛ )

(66)
and

Cmax = 2𝛼opt T log2

(
1 +

PT 𝛾c

PT 𝛾Δ + 1

)
(67)

For P3 in Equation (58), there are no constraints on the
probabilities of detection or the information rates so that one
can simply take the first-order partial derivatives of U with

respect to 𝛼1 and 𝛼2 and setting them to zero to give
𝜖𝜕DP

𝜕𝛼1
+

(1−𝜖)𝜕C

Cmax𝜕𝛼1
= 0 and

𝜖𝜕DP

𝜕𝛼2
+ (1−𝜖)𝜕C

Cmax𝜕𝛼2
= 0. There is no closed-form

expression for the optimum values but these are nonlinear equa-
tions with only one variable, which can be easily solved by using
mathematical software, such as MATLAB.

3.2 CS–SC

Similarly, when 𝛼1 + 𝛼2 > 1, the information rates, the sum
rate, and the probabilities of detection can be rewritten as

C1 = 𝛼1Ts log2 (1 + PT 𝛾c )

+ (𝛼1 + 𝛼2 − 1)Ts log2

(
1 +

PT 𝛾c

PT 𝛾Δ + 1

)
(68)

C2 = 𝛼2Ts log2 (1 + PT 𝛾c )

+ (𝛼1 + 𝛼2 − 1)Ts log2

(
1 +

PT 𝛾c

PT 𝛾Δ + 1

)
(69)

C = (𝛼1 + 𝛼2)Ts log2 (1 + PT 𝛾c )

+ 2(𝛼1 + 𝛼2 − 1)Ts log2

(
1 +

PT 𝛾c

PT 𝛾Δ + 1

)
(70)

DP ∶

⎧⎪⎨⎪⎩
DP1 = Q1

(√
2(1 − 𝛼1)PT 𝛾sN , b

)
DP2 = Q1

(√
2(1 − 𝛼2)PT 𝛾sN , b

)
.

(71)

and when 𝛼1 + 𝛼2 < 1, the information rates, the sum rate, and
the probabilities of detection can be rewritten as

C1 = 𝛼1Ts log2 (1 + PT 𝛾c ) (72)

C2 = 𝛼2Ts log2 (1 + PT 𝛾c ) (73)

C = (𝛼1 + 𝛼2)Ts log2 (1 + PT 𝛾c ) (74)

DP ∶

⎧⎪⎨⎪⎩
DP1 = Q1

(√
2[(1 − 𝛼1)𝛾s + (1 − 𝛼1 − 𝛼2)𝛾Λ]PT N , b

)
DP2 = Q1

(√
2[(1 − 𝛼1 − 𝛼2)𝛾Λ + (1 − 𝛼2)𝛾s]PT N , b

)
.

(75)

The optimization problems are similar to these in P1, P2, P3, but
in this case DP is given by Equation (71) or (75), C is given by
Equations (70)–(74), and other symbols are defined as before.
These optimization problems can be solved in the following.

In the CS–SC strategy, the expressions of C and DP are
asymmetric in the two cases of 𝛼1 + 𝛼2 ≥ 1 and 𝛼1 + 𝛼2 < 1.
When PT 𝛾c ≥ P2

T
𝛾2
Δ
− 1, the communication functions of two

users overlap but the sum rate will still increase. Under this con-
dition, C increases when 𝛼1 or 𝛼2 increases, and DP decreases
with 𝛼1 or 𝛼2 increases.

For P1, when 𝛼1 + 𝛼2 ≥ 1, one has

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

C1 = (𝛼1 + 𝛼2 − 1)Ts log2

(
1 +

PT 𝛾c

PT 𝛾Δ + 1

)
𝛼1Ts log2 (1 + PT 𝛾c ) > Cm, 𝛼1 ≤ 𝛼2

C2 = (𝛼1 + 𝛼2 − 1)Ts log2

(
1 +

PT 𝛾c

PT 𝛾Δ + 1

)
𝛼2Ts log2 (1 + PT 𝛾c ) > Cm, 𝛼1 > 𝛼2,

(76)

and when 𝛼1 + 𝛼2 < 1, one has

{
C1 = 𝛼1Ts log2 (1 + PT 𝛾c ) > Cm, 𝛼1 ≤ 𝛼2

C2 = 𝛼2Ts log2 (1 + PT 𝛾c ) > Cm, 𝛼1 > 𝛼2.
(77)
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1134 WANG ET AL.

Using Equations (76) and (77), one has

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

0 ≤ 𝛼1 ≤
Cm

A
,Cm ≤ A

0 ≤ 𝛼2 ≤
Cm

A
,Cm ≤ A

0 ≤ 𝛼1 ≤
Cm + B

2B + A
,A < Cm ≤ A + B

0 ≤ 𝛼2 ≤
Cm + B

2B + A
,A < Cm ≤ A + B

(78)

where A = Ts log2 (1 + PT 𝛾c ) and B = Ts log2 (1 + PT 𝛾c

PT 𝛾Δ+1
). It

can be seen from Equations (71) and (75) that DP monotoni-
cally increases when 𝛼1 or 𝛼2 decreases. Thus, the maximum DP

is achieved when 𝛼1 or 𝛼2 is smallest, so the optimum values are

𝛼1opt = 𝛼2opt = 𝛼opt

=

⎧⎪⎪⎨⎪⎪⎩

Cm

A
,Cm ≤ A

Cm + B

2B + A
,A < Cm ≤ A + B

none,Cm > A + B

(79)

and

DPmax =

⎧⎪⎪⎪⎨⎪⎪⎪⎩

Q1

(√
2(1 − 𝛼1)PT 𝛾sN , b

)
,Cm ≤ A

Q1
(√

2[(1 − 2𝛼opt )𝛾Λ + (1 − 𝛼opt )𝛾s]PT N , b
)
,

A < Cm ≤ A + B

none,Cm > A + B

(80)
For P2, when 𝛼1 + 𝛼2 ≥ 1, one has

⎧⎪⎨⎪⎩
Q1

(√
2(1 − 𝛼1)PT 𝛾sN , b

)
> Pm, 𝛼1 ≥ 𝛼2

Q1

(√
2(1 − 𝛼2)PT 𝛾sN , b

)
> Pm, 𝛼2 < 𝛼1,

(81)

and when 𝛼1 + 𝛼2 < 1, one has

⎧⎪⎨⎪⎩
Q1

(√
2[(1 − 𝛼1)𝛾s + 2(1 − 𝛼1 − 𝛼2)𝛾Λ]PT N , b

)
> Pm, 𝛼1 ≥ 𝛼2

Q1

(√
2[(1 − 𝛼1 − 𝛼2)𝛾Λ + (1 − 𝛼2)𝛾s]PT N , b

)
> Pm, 𝛼2 < 𝛼1.

(82)
Since the Marcum Q function is monotonic, from Equations
(81) and (82), one has

⎧⎪⎨⎪⎩
0 ≤ 𝛼1, 𝛼2 ≤ 1 − D

E1
,D ≤ E1

0 ≤ 𝛼1, 𝛼2 ≤ 1 −
D + E2

E1 + 2E2
,E1 < D ≤ E1 + E2

(83)

where Q−1
1 (⋅, ⋅) is the inverse function of Q1(⋅, ⋅), and D =

[Q−1
1 (Pm, b)]2, E1 = 2PN𝛾S and E2 = 2PN𝛾Λ. One sees from

Equations (70) and (74) that C increases when 𝛼1 or 𝛼2 increase.
Thus, the maximized Cmax is achieved when 𝛼1 or 𝛼2 is the
largest, so the optimum values are

𝛼1opt = 𝛼2opt = 𝛼opt

=

⎧⎪⎪⎨⎪⎪⎩

1 − D

E1
,D ≤ E1

1 −
D + E2

E1 + 2E2
,E1 < D ≤ E1 + E2

none,D > E1 + E2

(84)

and

Cmax =

⎧⎪⎪⎪⎨⎪⎪⎪⎩

2(2𝛼opt − 1)Ts log2

(
1 +

PT 𝛾c

PT 𝛾Δ + 1

)
+ 2𝛼optTs log2 (1 + PT 𝛾c ),D ≤ E1

(𝛼1 + 𝛼2)Ts log2 (1 + PT 𝛾c ),E1 < D ≤ E1 + E2

none,D > E1 + E2
(85)

For P3, taking the first-order partial derivatives of U with
respect to 𝛼1 and 𝛼2 and setting them to zero, one has
𝜖𝜕DP

𝜕𝛼1
+ (1−𝜖)𝜕C

Cmax𝜕𝛼1
= 0 and

𝜖𝜕DP

𝜕𝛼2
+ (1−𝜖)𝜕C

Cmax𝜕𝛼2
= 0. Again, there is no

closed-form expression but they can be solved using MATLAB.

4 NUMERICAL RESULTS AND
DISCUSSION

In this section, numerical examples are presented to show the
performances of the dual-user JSAC systems. In the examples,
the parameters are set as: PT = 1, T = 10, Ts = 0.5, 𝜖 = 0.5,
FA = 0.01, N = 20. The examination focuses on the effects of
the time allocation parameters 𝛼1 and 𝛼2 on the system perfor-
mance. The performances of sensing and communications are
measured by the average detection probability DP and the sum
rate C , respectively.

Figures 2–4 show the system performances using the CS–CS
strategy. Figure 2 shows how the average detection probability
DP changes with different time allocation parameters 𝛼1 and 𝛼2
with communications constraints as P1 in Equation (50). Several
observations can be made. First, DP starts from zero in all cases.
This is because when 𝛼1 and 𝛼2 are too small, the communica-
tions rates C1 or C2 do not reach the minimum communications
rate Cm and hence, both DP1 and DP2 are set to 0. Second, DP

starts from 1 when the minimum rate is met but then decreases,
when 𝛼1 or 𝛼2 increase. This is because the partial derivatives
of DP1 and DP2 with respect to 𝛼1 or 𝛼2 are lower than zero
from Equations (45) and (49). Third, similar observations can
be made for both 𝛼1 and 𝛼2. These observations also explain
why DP has turning points at 1. Note that the maximum DP

is obtained at 1 when 𝛼1 and 𝛼2 are between 0.6 and 0.7 in
each sub-figure. This gives flexibility to the choice values of 𝛼1
and 𝛼2.
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WANG ET AL. 1135

FIGURE 2 The average detection probability DP versus 𝛼1 and 𝛼2 when
𝛿 = 0 dB, 𝛾s = 1 dB for CS–CS.

FIGURE 3 The sum rate C versus 𝛼1 and 𝛼2 when 𝛿 = 0 dB, 𝛾s = 1 dB
for CS–CS.

Figure 3 shows how the sum rate C changes with different
time allocation parameters 𝛼1 or 𝛼2 with sensing constraints as
P2 in Equation (54). In order to consider the impact of inter-
ference between different users on the optimal performance of
the system, we set 𝛿 = 0 dB. First, C starts from a fixed value
when 𝛼1 = 0 and 𝛼2 = 0 but ends with zero when 𝛼1 and 𝛼2 are
large. When 𝛼1 = 0, 𝛼2 takes three possible non-zero values:
0.3, 0.5, and 0.7. Thus, when 𝛼1 = 0 and there is no commu-
nications activity from user-1, user-2 still has communications
activity and vice versa. Therefore, the sum rate exists when
𝛼1 = 0 or 𝛼2 = 0. When DP1 or DP2 cannot meet the min-
imum detection probability Pm, the sum rate C drops to zero.
This was set by our experiment to show that the system cannot
meet the optimization requirement in this case. The sum rate
reaches the maximum value of 16, and then decreases to 0 when
𝛼1 or 𝛼2 increase from 0 to 1, because the partial derivatives of

FIGURE 4 The unified metric U versus 𝛼1 and 𝛼2 when 𝛿 = 0 dB,
𝛾s = 1 dB for CS–CS.

C with respect to 𝛼1 or 𝛼2 are larger than zero from Equations
(44) and (48), but when 𝛼1 or 𝛼2 reach 0.85, DP1 or DP2 cannot
meet the minimum detection probability Pm, so the sum rate C

is set to 0 and the optimization is not possible in this case. This
also explains why the curves in the figure have a turning point
around 16, as the sum rate increases with 𝛼1 and 𝛼2 and then
is set to zero. Note that the maximum C is obtained when 𝛼1
and 𝛼2 are 0.8 in each sub-figure. This is due to the symmetric
channel settings used. It can be verified that the optimum val-
ues observed from the figures are the same as those calculated
in Section 3. For example, in Figure 3, if 𝛼1 = 0.7, C reaches the
maximum value of 15.585 when 𝛼2 = 0.8. Using Equation (67),
this value is calculated as 16 when 𝛼1 = 𝛼2 = 0.8.

Figure 4 shows how the unified metric U changes with dif-
ferent time allocation parameters 𝛼1 or 𝛼2 as P3 from Equation
(56). The value of U is always between 0 and 1 and is never zero.
This is because the normalization is completed with respect to
C and no sensing or communications constraints are imposed.
Also, they increase first and then decrease when 𝛼1 or 𝛼2
increase. This is because when 𝛼1 or 𝛼2 are small, the sum rate
C keeps increasing when 𝛼1 or 𝛼2 increase, but the average
detection probability DP is almost unchanged so that U contin-
ues to increase. When 𝛼1 or 𝛼2 are large, the average detection
probability DP is significantly reduced, so U begins to decrease.
These lead to a turning point around 0.85 in the figure. Note
that the maximum U is obtained when 𝛼1 and 𝛼2 are 0.8 in
each sub-figure.

Figures 5–7 show the system performances for the CS–SC
strategy. Figure 5 shows how the average detection probabil-
ity DP changes with 𝛼1 or 𝛼2. The DP still increases from 0
to 1 and then decreases again, when 𝛼1 or 𝛼2 increase. This
is also because when 𝛼1 or 𝛼2 are small the communications
rates C1 or C2 don’t reach the minimum communications rate
Cm and hence, both DP1 and DP2 are set to 0. When 𝛼1 or
𝛼2 increase, the communications rates C1 or C2 can meet the
minimum communications rate Cm and DP is a fixed value.
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1136 WANG ET AL.

FIGURE 5 The average detection probability DP versus 𝛼1 and 𝛼2 when
𝛿 = 0 dB, 𝛾s = 1 dB for CS–SC.

FIGURE 6 The sum rate C versus 𝛼1 and 𝛼2 when 𝛿 = 0 dB, 𝛾s = 1 dB
for CS–SC.

The partial derivatives of DP with respect to 𝛼1 or 𝛼2 are
smaller than zero, so DP decreases when 𝛼1 or 𝛼2 increase.
When 𝛼1 = 0.7 or 𝛼2 = 0.7, DP cannot reach 1 anymore. This
is because when 𝛼1 or 𝛼2 are large, little time is allocated to sens-
ing. In addition, when sensing and communications of two users
are performed in different orders, the user-1 or user-2 cannot
use each other’s sensing signals to increase the detection prob-
ability, so DP1 or DP2 cannot reach 1. Note that the maximum
DP is still obtained when 𝛼1 and 𝛼2 are around 0.45 in each
sub-figure.

Figure 6 shows C versus 𝛼1 or 𝛼2. Here, C increases from a
fixed value to the maximum value and then decreases to 0 when
𝛼1 or 𝛼2 increase from 0 to 1, similar to Figure 3. Also, the sum
rate C at 𝛼2 = 0.7 or 𝛼1 = 0.7 decrease to 0 when 𝛼1 or 𝛼2
is 0.3, respectively. Additionally, when sensing and communica-

FIGURE 7 The unified metric U versus 𝛼1 and 𝛼2 when 𝛿 = 0 dB,
𝛾s = 1 dB for CS–SC strategy.

tions of two users are performed in different orders, user-1 or
user-2 cannot use each other’s sensing signals to increase the
detection probability, so DP1 or DP2 cannot reach the mini-
mum detection probability Pm and C is set to zero. Moreover,
C increases faster than that in Figure 3. This is because there
is no interference between communications signals of two user
when they perform sensing and communications in different
orders.

Figure 7 shows how the unified metric U changes with 𝛼1
or 𝛼2. Different from Figure 4, there are intersection points
between different curves. This means the same performance
tradeoff can be achieved under different combinations of 𝛼1
and 𝛼2. Also, different curves reach their maximum values at
different times. This is because the sensing and communica-
tions no longer have the same maximum values when 𝛼1 or
𝛼2 change. From the previous figures, one sees that allocating
more time to communications in general improves communi-
cations rate but degrades sensing performance, and vice versa.
However, this also depends on the JSAC order, as changing the
order can reduce interference. Also, our work does not consider
power allocation but this can affect the tradeoff between sensing
and communications as well, if the total power is fixed. Simi-
larly, DP in Figure 5, C in Figure 6 and U in Figure 7 have
extreme points for the same reason as those in Figures 2, 3, and
4, respectively.

Figures 8 and 9 compare the maximum average detection
probability and sum rate for the CS–CS and CS–SC strategies
with two benchmarks. Benchmark 1 and Benchmark 2 both allo-
cate the time equally between sensing and communications for
CS–CS and CS–SC, respectively, or 𝛼1 = 0.5 and 𝛼2 = 0.5.

In Figure 8, several observations can be made. First, DPmax
increases from 0 to 1 when 𝛾s increase from −10 to 10 dB. This
is because when the SNR of the sensing channels increases,
the received signals at the sensing receivers are enhanced.
Second, DPmax of CS–SC strategy is always higher than that
of CS–CS strategy. This is because the interference between
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WANG ET AL. 1137

FIGURE 8 Comparison of the maximum DP for the CS–CS and CS–SC
strategies.

FIGURE 9 Comparison of the maximum sum rate C for the CS–CS and
CS–SC strategies.

communication signals is serious under the CS–CS strategy.
This reduces the sum rate of CS–CS. Consequently, it is harder
to meet the constraints in Equation (51) and degrade the detec-
tion performance. For the CS–SC scheme, since users perform
communications and sensing in the opposite order and sensing
and communications operate at different frequencies without
interference, the interference between communications signals
is smaller and the sum rate is larger. Since the two benchmarks
cannot meet the communications requirements, their DPmax is
always 0.

This is revealed in Figure 9, which compares the maximum
sum rate for the CS–CS and CS–SC strategies. First, Cmax always
increases when 𝛿 increases from 0 to 20 dB. This is because,
when the SINR of the communications channels increases, the
received signals at the communications receivers are enhanced.

FIGURE 10 Sum rate comparison of communications and sensing with
the same frequency and different frequency for the CS–CS strategy.

Second, Cmax of CS–SC strategy is higher than that of CS–CS
strategy. Again, this is because of less interference between com-
munications signals in the CS–SC strategy. Both CS–CS and
CS–SC strategies have better performance than the two bench-
marks. From the comparison, better system performance can be
achieved by choosing optimal time allocation coefficients. Both
sensing and communications performances under the CS–SC
strategy are better than those in the CS–CS strategy.

The above results have assumed different frequencies for
sensing and communications. Figure 10 compares the sum rate
for JSAC using the same frequency (SF) and that using different
frequencies in the CS–CS strategy. One sees that higher sum
rate can be achieved when JSAC uses different frequencies than
that uses the same frequency. This agrees with intuition. How-
ever, our results quantify their difference. Moreover, the optimal
values of time allocation are also shown in all cases. This is
expected. For example, the optimum value for 𝛼1 in the upper
part of Figure 10 is the same as that for 𝛼2 in the lower part
of Figure 10, as predicted by Equation (66). All the curves in
Figure 10 for different values of 𝛼1 or 𝛼2 have the same opti-
mum value of 0.8, as predicted by Equation (66) where 𝛼opt does
not depend on 𝛼1 or 𝛼2. The optimum value in this case is 0.8,

close to 1, which can also be calculated using 1 − [Q−1
1 (Pm,b)]2

2PT N (rs+rΛ )
in Equation (66). Note that these curves increase with 𝛼1 or 𝛼2
and then decrease to zero to have extreme points at around 16,
for the same reason as Figure 3.

Figure 11 compares the proposed scheme with that in [21]
for the unified metric U . One sees that the proposed scheme
always has a higher maximum U than that in [21], showing the
advantage of the work. One also sees that the proposed scheme
achieves the maximum U at 𝛼1 = 𝛼2 = 0.8, while the scheme in
[21] achieves the maximum U at 𝛼1 = 𝛼2 = 0.95. Note that the
value of U first increases and then decreases with 𝛼1 or 𝛼2 to
have extreme points at around 0.85 or 0.79, for the same reason
as Figure 4.
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FIGURE 11 Comparison of the proposed scheme with [21].

5 CONCLUSION

In this work, a dual-user JSAC system based on time division
has been studied using bi-static settings, when two users per-
form sensing and communications in the same order or in the
opposite order. For both schemes, three optimization strategies
have been investigated. By comparing the optimal performances
of the two schemes, numerical results have demonstrated that
the CS–SC scheme provides the best performance. Note that
this work assumes two users. The complexity of the prob-
lem increases exponentially with the number of users and thus,
arbitrary numbers of users will be considered in future works.
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