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ABSTRACT 
 

In the present dissertation, the daily crude oil data from U.S, Energy Information 

Administration from 2000-2019 is explored to test the forecasting accuracy by drawing the 

comparison between multiple models. Forecasting models discussed in the research cover 

regression, artificial neural network (ANN), exponential smoothing (ES), and autoregressive 

integrated moving average (ARIMA). This research primarily aims to determine which mode 

provides the optimal forecasting results for WTI and Brent market, two major international 

light oil markets. The data is split into training, validation, and testing parts, with different 

purposes of modelling. Based on the adopted evaluation metrics, ARIMA model exhibits the 

optimal performance in validation data for both markets; while seasonal exponential 

smoothing model achieves the best 10-day and 20-day ahead forecasting. The results of this 

research suggest that complicate models are prioritized in daily crude oil data. 

 

Keywords: Crude Oil Forecasting; Regression; Neural Network; Exponential Smoothing; 

ARIMA; Univariate Model; Multivariate Model 
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1. Introduction 

1.1 Background 

Crude oil is vital to global economics. One of the observations is that uncertainty in oil price 

has directly led to recession in 1980 and 1982 (Elder and Serltetis, 2010). Also, nearly two 

thirds of the world energy demands are met from crude oil (Slim, 2015). In recent years, it 

has been evidenced that the large fluctuations in oil market has depressed current investment 

(Wang, Wu and Yang, 2016). Due to the significance of crude oil, forecasting crude oil 

arouses huge attention from scholars and researchers; nevertheless, forecasting oil price is a 

challenging research subject. One of the challenges refer to the uncertainty in oil price, since 

several factors can affect crude oil price. The internal factors consist of inventory, supply, 

and demand; in the means time, the external factors involve weather, policy, and wars etc. 

The variations of these factors make the oil prices unpredictable.  

Previously, conventional statistical and econometric techniques are popular in oil forecasting 

(Slim, 2015). Since 1973, scholars considered that the linear relation between price and 

economy has diminished (Elder and Serletis, 2010). The nonlinearity of crude oil price is 

attributed to the uncertainty (e.g., transaction cost and the absence of riskless arbitrage) 

(Fattouh, 2009). Over the years, several representative oil forecasting models include linear 

regression, Generalized Heteroscedasticity (GARCH), and vector auto-regression (VAR). 

GRACH model has been employed extensively to characterize the dynamics of oil return 

(Wang, Wu and Yang, 2016). Also, ARMA is a classical linear model; GARCH and 

Exponential Smoothing (ES) model can be expressed as ARMA-type model. (Bollerslev and 

Mikkelsen, 1996). 

In recent studies, certain advanced and artificial intelligence models outperform conventional 

models in forecasting than, since these models can characterize the non-linear relation in the 

oil market. Artificial Neural Network (ANN), a representative AI model with excellent 

performance in forecasting short term crude oil and economic index (Kulkarni and Haidar, 

2009). However, each model has its own weaknesses. Most GARCH-class model only 

captures the short memory; ANN’s forecasting result is difficult to test; Markov switching 

multifractal (MSM) parameter k’s value is setting given user’s experience. The challenges of 

forecasting crude oil is not only comes from model selection, but also the uncertainty of price 

pattern. There is a continuous debate in crude oil dynamics, one perspective is that world oil 
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market is one great pool; the other perspective says that oil market is globalized, of which 

price shocks is transferring from the market to the next (Fattouh, 2009). 

 

1.2 Purpose of Paper  

This researchaims to find appropriate forecasting models for WTI and Brent markets. In this 

dissertation, three types of models, traditional, more advanced, and artificial intelligence, are 

attempting for justify the optimal model. There are rare researches that are covering all three 

types of models. Also, both univariate and multivariate models are taken to fit daily light 

crude oil spot prices from 2000 to 2019. Regression and neural network models are taken as 

multivariate forecasting models; exponential smoothing and ARIMA models are taken as 

univariate forecasting modes for WTI and Brent oil prices. To build the model with high 

forecasting accuracy, the crude oil data is split into training, validation, and test dataset. 

Training data helps the user identify the parameters for each model, and validation dataset 

helps the user to assess the fitted model’s performance. The evaluation metrics consist of 

MSE, RMSE, MAE, and AIC. The optimal forecasting model for Brent and WTI oil markets 

should exhibit the lowest error rate in evaluation metrics. Finally, testing data assesses the 

model’s performance in 10 and 20 day-ahead forecasting. Based on the past papers, there are 

few researches that focusing on predicting 10 and 20 day-ahead oil price based on daily crude 

oil price; scholars are very interesting in forecasting 1 day-ahead price.  In the dissertation, 

the various types of forecasting models are discussed in literature review. Then, the 

methodology and model selection process is following literature review. Modelling section 

presents the model’s parameter selection and adjustment process. Lastly, the model 

performance and conclusion are drawn based on the taken forecasting model.  

 

2. Literature Review 
At the beginning of this section, the motivation of oil forecasting is summarized and follows 

by an overview of crude oil history and its significant events. The crude oil flotation pattern 

has been changing over time. Based on recent studies, several oil forecasting models are 

comparing and contrast. The models which are discussing are ARIMA, exponential 

smoothing, neural network, SVR, ARCH, and Markov Switching Multifractal models. The 

different paper supports different forecasting model as the best model, since the data 

selection, data pre-processing, and parameter selection methods can be varied. In summary, 
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to capture the complexity of oil, artificial intelligence, advanced, and combined models are 

more preferred than classical statistics models for most of the studies. 

 

2.1 Motivation 

Oil has acted as the crucial source of energy for human since the 19th century. Compare to 

modern society, oil is even more important to people’s life, since machinery, transportation, 

and heating are three knowable usages of oil. In the past few decades, economists found the 

unstable crude oil price adversely affects the country's economy, especially in gross domestic 

product (GDP), employment rate. In Hamilton (1983) research, seven of the eight post-war 

recessions in the U.S. have been preceded by a surge in the price of crude oil. From the 

economics perspectives, the giant oil fluctuations’ adverse effects are vital to several 

measures of investment, durable consumption, as well as aggregate output (Elder and 

Serletis, 2010). The fluctuations in the oil market affect the demand and supply of other 

energetic comedies, so does their prices. Also, the fluctuant oil price negatively impacts each 

country in the world, since the fluctuations impact both the oil export countries’ economy 

stability and the import countries’. Thus, forecasting crude oil’s demand and volatility is of 

rising implication for economy reasons, especially the wide variations of price in recent 

years.  

 

2.2 History of Crude Oil 

1973 is a breakeven point in crude oil history, since the relation between oil prices and 

economics has changed. Hooker (1996) defined the linear relation is diminished after 1973, 

and three critical reasons to explain the oil prices is no longer Granger cause. They are 

sample stability, oil prices are endogenous, and linear and symmetric misrepresent the form 

of the oil price interaction. Before 1973, the U.S. had the dominated power in controlling 

crude oil price. From 1973 to 1979, OPEC (Organization of the Petroleum Exporting 

Countries) increased crude oil price, and the price was rising from $3.4 to $12 per barrel. The 

oil shock somehow affected the U.S. macroeconomic and caused its deep recession from 

1974 and 1975. In 1985, Saudi Arabic quitted the OPEC, and the world crude oil production 

was up-regulated from 2 million barrels per day to 5 million barrels per day. This event 

directly down-regulated the world crude oil price. Since then, the model's ability to keep 

stable during structural break period has been increasingly significant. Salisu et al. (2012), 

defined recent two structural breaks occur in 1990 and 2008, corresponding to the 
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Iraqi/Kuwait conflict and global financial crisis. Other recent notable price fluctuations cover 

price increase due to OPEC curtailed the production of crude oil b 4.2 million per day from 

2000 and 2001 and North Korean missile launches in 2017.  

 

2.3 Dynamics Patterns in Oil Market 

Depending on crude oil’s quality, oil is classified as light and heavy oil. Light oil exhibits 

higher quality and a higher share of light hydrocarbons, and a simple distillation can produce 

it; in contrast, the heavy oil exhibits lower quality since the higher sulphured contents, and it 

requires extra processing to produce products (Lanza, Manera and Giovannini, 2005). One 

factor causing price differential in the oil market is the quality since the extra refining process 

cost reflects the oil price. Oil markets’ dynamics are closely related to oil quality. The three 

major oil markets (Brent, Dubai, and West Texas Intermediate (WTI) Cushing), are not only 

split by region but also the quality. Both Brent and WTI, the European benchmark and US 

benchmark individually, are light oil markets; Dubai, the Persian Gulf benchmark, is heavy 

oil market (Lanza, Manera, Giovannini, 2005). Among the three primary markets, WTI 

exhibits highest quality, followed by Brent and Dubai (Fattouh, 2010). 

 

There are three essential perspectives regarding crude oil market dynamics. Adelman’s theory 

compares the world oil market with the world ocean, saying that the feature is one great pool 

(1984). Each country should share the same level of scarcity due to a shortage of oil supply. 

Accordingly, the change of price is linked. However, other scholars have the opposite 

perspectives to those of Adelman. They consider the oil market is globalization; the scarcity 

in one region will transfer to other regions (Gulen 1997, 1999 & Weiner, 1991). This is 

because different countries hold various attitudes to the crude oil, so regional policy is crucial 

to impact the oil price in a specific area. One implication of globalization is the price of crude 

oil with similar quality should move closer together. Finally, Gulen (1999) criticized the 

globalization thesis and considered the world oil market is regionalized, oil prices move 

independently of each other in response to local market conditions and regional shocks. 

 

Fattouh’s (2009) finding, suggests the different oil markets, Brent, Dubai, and WTI, are 

linked. For the presence of transaction costs and absences of riskless arbitrage, the market 

relation is non-linearity. Due to the non-linearity and non-stationary characteristics of crude 

oil prices, most of the conventional methods cannot provide accurate results in forecasting oil 
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prices (Li et al., 2018). Numerous scholars asserted that the characteristics of crude oil are 

nonlinear, complexity, and seasonality. Ling, Tang et al. (2013), summarized that the 

seasonality can be explored by one-year time scale, and it is a particular case of a cyclical 

pattern. The reasons for the seasonality is numerous and complicated; they are temperature, 

climate, as well as weather. 

 

2.4 Model Types: Structural, Linear or Nonlinear 

Oil forecasting model can be grouped into three broad types: structural, linear, and nonlinear 

time series model (Moshiri and Foroutan, 2006). A structural model is not as conductive as 

linear and nonlinear time series model in forecasting crude oil prices. Pindyck (1999) 

explained the reason for this is that structural models provide some reasonable explanation of 

the underlying factors of demand and supply changes, but they are generally not successful in 

predicting oil prices. Also, the conventionally linear structure model is not as prioritized as a 

linear or nonlinear time series model in forecasting crude oil volatility, since dynamic pattern 

of oil is being complex. In contrast, linear and nonlinear models (e.g., ARCH class and 

ARMA models) are more accurate in forecasting oil volatility. 

 

2.5 Linear Models 

2.5.1 ARIMA  

An autoregressive integrated moving average (ARIMA) model is a generalized from 

autoregressive moving average (ARMA) model in time series analysis. The “I” in ARIMA 

refers to differentiation of the modelling. The function representing the ARIMA model is 

denoted ARIMA (p, d, q). The origin of the ARMA model is auto regression (AR) model and 

moving average (MA) model. Ahmed and Shabei (2014) has summarized the advantage of 

ARIMA model is showing  the regression error is a linear combination of error term whose 

values occurred contemporaneously and at various times in the past.  

 

Linear time series models, ARIMA (Box and Jenkins, 1976) helps characterize linear 

characteristic of crude oil volatility, an ideal model theoretically. It requires only the 

historical time series data under forecasting. In other words, the future value of the variable in 

ARIMA is assumed as a linear combination of past errors. Data transformation is usually 

vital for the classification step to ensure the accuracy of ARIMA, Partial Autocorrelation 

Function (PACF) and Autocorrelation Function (ACF) is recommended to be applied before 
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being fitted into ARIMA model to recognize the data trending (Ahmed and Shabei, 

2014). Also, PACF and ACF are adopted to identifying the models. The challenge in model 

identification has stated by Yusof, Rashid, and Mohamed (2010), the ACF and PACF are 

random variables, which will not give the same picture as the theoretical function. In Ahmed 

and Shabei (2014) study, ARIMA model has better forecasting performance under two 

measure of error, MAE and RMSE.  

 

2.5.2 Exponential Smoothing  

Forecasting crude oil prices can be split into three major types, conventional time series, 

more advanced time series (e.g., ARIMA and artificial intelligence or machine learning 

models). The representative conventional time series models are simple exponential 

smoothing (SME). Exponential Smoothing (ES) is one of the trending models used to 

forecast the real-time data, exhibiting the advantages of getting operative, simple, and 

accurate results (Tularam and Saeed, 2016). Some ES models are specific cases of the 

ARIMA model. For instance, two parameters ES is equated with ARIMA (0, 2, 2); simple ES 

is equated with ARIMA (0,1,1). The only exception is that the three-parameter Holt-Winters 

model does not have the equivalent ARIMA model (Chatfield and Yar, 1988). Though ES is 

a simple model, its result is comparable to those complex models, and it fits well in the 

horizontal data pattern. Therefore, transfer the nonstationary time series data to stationery can 

improve to model’s accuracy. Theoretically, the training data is finding the parameters by the 

sum of squared one-step-ahead prediction error criterion (Billah, King, Snyder, and Koehler 

2006). Similar to ARMA class models, the advantage of ES models is weighted and summed 

past observations; the data a long time ago is allocated with a small value of weight. In ES 

class models, no seasonal effect, additive seasonal effect, and multiplicative seasonal effect 

are the three major types of computing trend. The additive seasonal ES model calculates the 

amount of adjustment constantly; in contrast, multiplicative seasonal effect indicates that 

amount of adjustments is varied (NCSS Statistical Software). The following ES models are 

extensively used to forecast crude oil and economic data.  

1. Simple Exponential Smoothing (SES): the basic model in the ES family and a local 

level model. Simple ES has been commonly used for short-range forecasting, usually 

just one month into the future; whereas, it does not consider the seasonality in time 

series model. Though simple exponential smoothing is usually considered a basic 
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model in forecasting, it can provide reasonably acceptable forecasting accuracy with 

minimum computation complexity (He, 2018). 

2. Double exponential smoothing (DES): it is also known as Holt’s linear exponential 

method. It has been extensively applied to data that shows a trend, the long-term 

increase or decrease. Suppalakpanya et al. (2019) experimentally found that DES has 

the smallest MAPE in forecasting crude palm oil since the palm oil price indicates 

rising trend. In other words, DES can forecast the crude oil price accurately either in 

upward or downward trend. 

3. Holt-Winters (HW) is a more advanced ES family models than models mentioned 

previously, since it considers the seasonality factor that may impact the crude oil 

volatilities. In Albalawi and Alanzi (2015)’s research, HW ES is applied after they 

detect the seasonality in data. 

 

2.6 Nonlinear Models 

Crude oil volatility is a complicated and dynamic series, so generating a flexible nonlinear 

and local optimized model will be more appropriate and realistic. One evidence of nonlinear 

relation in crude oil prices is Chaos theory, interested and investigated by economists under 

the market crash of October 1987. In Chaos theory, the complex behaviour of economic 

series appears randomly, probably explained by a deterministic nonlinear system. Before 

1973, the crude oil price was forecasted by the linear regression. However, Hooker (1996) 

defined three critical reasons to explain the oil prices is no longer Granger cause many US 

macroeconomics indicator variable in data after 1973. The sample is stable, the oil prices is 

endogenous, linear and symmetric, which wrongly reflects the form of the oil price 

interaction. Accordingly, part of scholars is prioritized ANN models to forecast oil volatility 

instead of ARCH class models.  

 

Nonlinear time series models are remarkable in their prediction accuracy under the chaos 

theory. In the past academic papers, scholars primarily focused on three types of a forecasting 

model to forecast crude oil fluctuation; they are a neural network, SVR, GARCH, and MSM ( 

Markov switching multifractal) volatility model. In the recent researches, scholars agree that 

different type of model has its strength and weakness, so combined forecasting models are 

trending for recent studies. The forecasting models introduce below are suitable for 

forecasting dynamics in the oil market. 
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2.6.1 Neural Network 

Artificial neural network (ANN) is considered as a method to forecast crude oil volatility, 

since its nonlinear methods that mimics human brain and memory. (Wang and Wang, 2016). 

The major benefit of applying ANN is that it can learn all types of data and forecast with a 

reasonable accuracy (Moshiri and Foroutan, 2006). One feature of energy market is chaos 

(Adrangi and Chatrath, 2001& Panas and Ninni 2000), this means the market are dynamic 

and unstructured, so finding a locally optimal forecast will be more realistic. In accordance 

with chaos theory, the nonlinear ANN-family models should exhibit better accuracy than 

structural and linear forecasting models. The following ANN models are representative in oil 

forecasting research. 

 

1. The backpropagation neural network (BPNN) has a powerful problem-solving ability. 

This model is commonly used for forecasting short term crude oil. Depends on the 

selected data, some scholars proved that three layer perceptron has optimal 

forecasting accuracy in oil price; the more advanced BPNN model employed five 

neurons that represents five different trends in the oil market (Aloui, 2015). 

 

2. Multilayer perceptron (MLP) can capture complex relation between inputs and 

outputs; neurons grouped into layers of different levels (Herrera et al., 2019). Three 

types of layers, input layer, hidden layer, as well as output layer. MLP can have more 

than one hidden layer. This ANN based model obtains the major idea. In Moshiri and 

Foroutan(2006)’s study, they used the MLP model to forecast oil volatility, and then 

compared forecasting error (MSE, RMSE, MAE) with ARIMA and GARCH models. 

MLP has the lowest error rate among three models.  

 

3. Feedforward network (FFNN): Recurrent neural networks, ERNN, a special type of 

recurrent neural networks, acquires the recent event to forecast future output (Wand 

and Wang, 2016). In Kulkarni and Haidar’s research (2009), FFNN was applied for 

short-term crude oil forecast, with the rise in forecast horizon, the predict accuracy is 

decreasing. A three-layer FFNN is first set up as the benchmark. Besides, ANN model 

has the lowest MSE, MAE, RMSE compared with GARCH and ARMA. 

 

Among several type of neural network, Wang and Wang (2016) combined the Multilayer 

perception and Elman recurrent neural network (ERNN) model, termed as ST-ERNN. The 
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motivation of ST-ERNN is by capturing both of historical and recent crude oil data to prevent 

losing of meaning information from past to recent. Since the structural break may exist in the 

historical data rather than recent data, a long memory model is vital to enhance prediction 

accuracy in out-of-sample data. Compared with BPNN, ERNN’s result is closer to real data 

from 1990s to today, a noticeable fluctuation period (Wand and Wang, 2016). 

 

However, the concern raised by using ANN is that it may be extreme useful in particular 

scenarios, but not generally apply to others scenarios. Also, the data’s stationary should be 

examined in ANN model. If data is non-stationary, the transformation process can up-

regulate the ANN model’s in-sample accuracy and out-of-sample accuracy. Besides the 

neural network, other nonlinear time series models should be employed as well. As Moshiri 

and Foroutan (2006) mentioned in their research (e.g., Threshold AR, Exponential AR, or 

Generalized AR). 

 

2.6.2 SVR 

The support vector regression (SVR) model is another popular machine learning model for 

oil forecasting. Support vector machines (SVM) was first developed for classification case; 

SVR is later developed for regression case (Yasin et al. 2016). Compared with ANN model, 

SVR model has several similar aspects to ANN’s. First, both are easy to overfit. Second, they 

are not statistical based model, so they cannot fit test data based on parameters estimated 

from the training data (He, 2018). One thing that SVR is better than ANN is that SVR can 

overcome the overfitting, the serious challenge in machine learning models. Evidence can be 

found in Yasin et al. (2016) research, they found the SVR’s forecasting result is following the 

same pattern of the actual oil price.  

 

2.6.3 Family of ARCH Models 

Family of ARCH is popular and extensively used model to forecast oil return volatility. Engle 

(1982) introduced The ARCH (Autoregressive Conditional Heteroskedastic) model. It was 

defined as mean zero, serially uncorrelated process with non-constant variance conditional on 

the past, but constant unconditional variance. In contrast to ARIMA model, ARCH model can 

capture the heteroscedastic outcomes of a time series procedure, which ARIMA mode is not 

able to capture. In practical application, ARCH has been widely adopted in macroeconomic 

field, like estimates of the variance of United Kingdom inflation. The models that list below 

are members of ARCH family model, and they are commonly used for forecasting oil price. 
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1. GARCH: Under the effect of ARCH model, the generalized ARCH model was first 

presented by Bollerslev (1986). Compared with the ARCH model, GARCH exhibits 

more flexible lag structure (Bollerslev 1986). GARCH model is a trending method to 

forecast oil volatility. In Moshiri and Foroutan (2006), they selected GARCH as the 

prior non-linear model. 

 

2. IGARCH: In Kang et al. (2009), CGARCH and FIGARCH exhibit better out-of-

sample forecasting accuracy than GARCH and IGARCH; FIGARCH exhibits high 

forecasting accuracy in Brent and Dubai oil price, CGARCH is committed to WTI. 

 

3. FIGARCH: Baillie et al. (1996) presented a fractionally integrated GARCH 

(FIGARCH) model that allowing for a factional integrated process in conditional 

variance. 

 

4. CGARCH: Engle and Lee (1999) presented the component-GARCH (CGARCH)      

models distinguishing between short-run and long-run persistence of volatility. 

 

2.6.4 Weakness of ARCH class 

However, the family of GARCH model has 2 limitations in forecasting crude oil volatility. 

First, most of GARCH-class models only captures the short memory and they are unable to 

capture structural break. As mentioned in above, structural break is an infrequent shift or 

shock without information. FIGACH, with a long memory and the remarkable prediction 

accuracy, seems to be a fiction due to unaccounted structure break. GARCH models cannot 

identify the timing of structural shift and appearances of unstructured shift (Lamoureux and 

Lastrapes, 1990). To address such problems, the model should be combined with current 

economic context, e.g., conducting risk-premium analysis (Lamoureux and Lastrapes, 1990). 

 

In the recent studies, AFIGARCH (Adaptive FIGARCH) has been used to capture crude oil’s 

long memory and structural break characteristics; however, if the sample period does not 

cover structural break, the model's accuracy will not be as conductive as other ARCH class’s 

models. The unfavourable sample performance can be explained by AFIGARCH easiness of 

overfitting, since it requires considerable parameters to be estimated. Due to estimates, the 
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result of the model is not easy to interpret. AIIGARCH is similar to neural network. 

Overfitting is because model's in-sample performance is better than out-of-sample 

performance, i.e., the lower forecast power in the real-world case. Second, GARCH-class 

models not able to multiscale data. GARCH model are always associated with dynamics of 

squared returns, so family of GARCH model fails to capture the multivalent feature of crude 

oil volatility.  

 

2.6.5 Markov Switching Multifractal  

After discovering limitation on GARCH-class model, scholars proposed a novel model, 

Markov switching multifractal (MSM). Theoretically, benefits of applying MSM approach 

are the capturing of the stylized facts of crude oil fluctuations, which are multi-fractality or 

multi-scaling, long memory, as well as structural breaks (Wang et al., 2016). Multifractal 

process is a recent formalism to model the time series of returns in finance, and its 

characteristics include hyperbolically decaying auto-covariance (long memory) and fat tails, 

implying different powers of the measure(Lux, 2012). Univariate MSM can be extended to 

multivariate ones, which can model the covariance between 2 different asset returns. 

Empirically, Wang et al. (2016) indicated that MSM model is more accurate both in-sample 

result and out-sample result than GARCH or historical volatility models. However, the 

ongoing discussion about MSM is how to define the value of k. theoretically, higher value of 

k gives the favourable model confidence. In Lux (2012)’s finding, the general method of 

moments (GMM) approach was proposed to estimate multifractional parameters, which can 

be used in case which Maximum likelihood (ML) is not applicable or computationally 

infeasible.  

 

2.7 Characteristics of Crude Oil Data  

Knowing that crude oil price refers to a time series data. In Kalekar(2004)’s study, he defined 

the seasonality in time series is the tendency of time-series data to exhibit behaviour that 

repeats itself L periods. In time series modelling, whether the target value is stationary or not 

should be checked by plotting the line or scatter chart. Most types of the time-series data are 

non-stationary data, so does crude oil spot price. Ahmed and Shabri (2014) summarized that 

the characteristics of stationary data are stable mean and autocorrelation. If data is non-

stationary, the transformation will be necessary in data pre-processing step for number of 

models (e.g., family of ARMA and ES models). 
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Spot oil price data is extensively used to forecast crude oil volatility, and its volatility reveals 

the volatility of current and future values of oil production consumption and inventory 

demand (Pindyck, 2004). Some scholars highlighted the relationship between crude oil price 

and stock market prices (Wand and Wang, 2016); others stressed the relation between spot 

prices and future price. Kulkarni and Haidar (2009), used commodity future price to forecast 

spot price. Compare with crude oil spot price, the superiority of future price is that reacts 

faster to new information, since the characteristics of commodity are more favourable by 

investors, including low transaction costs, high liquidity and low cash in up-front. On the 

other hand, the pressing concern of applying future price to forecast spot oil price is whether 

the two prices are correlated or not. Numerous of journals has stated the low correlation 

between future price and spot oil price; some scholar stated the relationship depends on 

periods (Minimol, 2018). Those scholars who realize the weak correlation may exist between 

future and spot oil price still insist on using the future price to forecast oil price. Another 

motivation for seasonal testing is the long duration of spot oil prices; As a result, seasonal 

visual examination may not be accurate sufficiently. This is primarily because they believe 

future price can influence oil price at least in some degree, since high commodity price 

impact the crude oil spot price by weaken buyer’s purchasing power and economic growth 

 

3. Methodology  

The literature review suggest that in the economic filed, more and more advanced prediction 

models are developed used to predict the volatility of crude oil. Scholars believe that 

complicated models exhibit better forecasting accuracy for recent crude oil data, but they also 

agree that different advanced model’s prediction power might heavily on the data selection, 

pre-processing, and evaluation metrics. From this perspective, it is arduous to judge whether 

complex or classical type of model is fitting better in data that has been selected in this paper. 

In other words, this researchis aiming to compare both classical and complex models 

forecasting performance, and their performance in 10 and 20-day ahead forecasting. The 

following section is discussing the motivation for selecting the models and their parameters. 

The reason that testing data is relatively small range of data due to the high fluctuation in the 

crude oil price, a short forecasting period can reflect what is going on currently. 
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3.1 Model Selection 

3.1.1 Multivariate Model versus Univariate Model 

The two types of time series forecasting model are multivariate and univariate models. 

Univariate model forecasts the oil volatilities by analysing the historical price. The single 

input of forecasting model is spot oil price. The advantage of the model is it provides more 

accurate results than multi-variate model and tends to reflect changes in the macroeconomic 

environment more rapidly. In the economic modelling, exchange rate forecasting, univariate 

time series fits better than multivariate time series for most currencies (Azubuike and 

Kosemoni, 2017). Crude oil price is related to economic activity, so the economic forecasting 

models inspire model’s selection process in crude oil forecasting. Besides, the weakness of 

univariate model is that it does not consider the relevant factors that impact price (Tularam 

and Saeed, 2016).   

 

Different than univariate forecasting model, multivariate models always contain numerous of 

variables correlated with crude oil price. Gabralla and Abrahma (2013) summarized five 

driving factors affecting the crude oil price, including gold, demand of the international oil, 

supply of international oil, political factor, and natural disaster/oil for heating. These 

variables can act as inputs in multivariate oil forecasting models. Some popular multivariate 

models are ANN, VAR, regression models, since these models are prioritized to have 

sufficient inputs and then capture the relation between input and targets.  

 

Though multivariate model covers number of important factors affecting crude oil price (e.g., 

GDP, supply and demand), it increases the difficulty to explain the result and variables. 

Moreover, factors (GDP and Consumer Price Index (CPI)) does not match the crude oil data 

daily frequency. In other words, if user selects daily crude oil data as input for multivariate 

model, the oil driving factor (e.g., GDP) cannot be considered. From this perspective, 

multivariate models are generating less convincible results than univariate models. 

 

In this dissertation, both univariate and multivariate models are adopted. The multivariate 

models’ inputs are calculated from daily spot oil prices. The motivation of selected daily 

crude oil data as input is stating in the next section. The methodology of converting 

univariate to multivariate follows the Azubuike and Kosemoni’s research (2017), which they 
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convert the daily exchange rate to average monthly exchange rate when fitting a multivariate 

time series model. 

 

3.2 Crude Oil Data  

3.2.1 Data, range frequency 

User can collect the data purposefully after defining the targeting model types. Data’s 

selection process is associated with research aim, which is to find the optimal model in a 

short forecasting period. Though there are various types of crude oil in the market, this 

researchwill only focus on two major prices that exhibit high level similarity, WTI and Brent. 

These two markets present high level of similarity in crude oil quality. Crude oil in WTI and 

Brent are recognized as higher quality (light and sweet) than Dubai. Since the oil prices are 

depending on its quality, the assumption made in data selection process is WTI and Brent’s 

prices and its fluctuations are similar. When data’s feature is similar, the identical forecasting 

models can fit into data, and the forecasting results can be comparable. Later in the 

descriptive analysis, this assumption is being validated. 

 

WTI and Brent’s spot oil prices are collected from U.S. Energy Information Administration 

(EIA). Compared with commodity future prices, spot oil prices reflect the variations in the 

macroeconomic environment more rapidly. Data’s frequency can vary with research purpose 

and model type. Some scholars employ the weekly data, others use daily or intraday data. For 

a short-term forecast, the daily or intraday data is prioritized; weekly and monthly data are 

prioritized for other forecasting horizons, since it is less noisy (Kulkarni & Haidar, 2009). 

Thus, the daily spot oil price data of WTI and Brent will be used since the objective of 

research paper is short time forecasting.  

 

The line chart in Figure 1 downloaded from EIA has demonstrated the crude oil fluctuation 

from 1986 to 2018 in unit of dollar. From 1986 to 2000, price was less fluctuation; price 

became unstable after 2000, and showed dramatic up and down these years. Based on visual 

inspection of line chart, non-stationarity and uncertainty pose serious threat in crude oil 

forecasting, especially for data after year of 2000.  

 

Range and frequency are two crucial factors affecting the model’s performance. Data’s 

frequency has been taken as daily based, and the next step is to define range. Based on the 

pattern of fluctuations, the range of selection is from 2000 to 2018, the wavier period is in the 
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Figure 1. Data visualisation helps understand the data. Thus, another line chart is created by 

SAS Enterprise Miner; Figure 2 captures WTI and Brent’s daily price from 2000 to 2019. 

 

  

 

Figure 1: Annually Spot Price of Crude Oil in US dollar (1986-2018) 

 

 

Figure 2: Daily Crude Oil Spot Price from 2000 to 2019 (in US dollar)  

 



 

17 
 

3.2.2 The Descriptive Analysis of Data   

The descriptive analysis of data help define the data’s characteristics, and pre-processing 

method before fitting into model. From the Table 1, there are 4978 observations from January 

1st 2000 to July 1st 2019. In contrast, Brent’s average price is slightly higher than WTI, nearly 

$2.36 higher per barrel; besides, Brent’s standard deviation is larger than WTI’s, i.e., Brent 

prices market is more unstable than WTI. Another noticeable statistic is there are 84 and 27 

missing values for WTI and Brent respectively. By pre-processing the missing values may 

take the potential risk of changing the patter, it can increase the model’s generalizability. I 

general, the two ways to process missing values are either deleting or imputing. Since the 

missing amount is not large than the whole database, Python is applying to delete the missing 

values in the dataset. The detailed coded of Python can be found in Appendix 1. In Table 2, 

the descriptive analysis result is not obviously changed after the missing values are deleted. 

There are 4867 observations for Brent and WTI individually, and no change for the mean, 

minimum and maximum. From the descriptive analysis, the crude oil return descriptive 

statics shows the high-level similarities, so it illustrates the high level of integration between 

the world’s large oil markets. Based on the finding, most of WTI’s model’s parameters 

should show high level of similarity as Brent’s. In the modelling step, WTI’s forecasting 

model will first fit data, and it provides some clues for s Brent market’s models. 

 

3.2.3 Criteria of Selection Process 

The model selection and creating process follows three major criteria. First, model should 

capture long memory. The advantage of long memory model can capture key historical event 

(e.g., structural breaks in the past). By including black swan event in the dataset, whether the 

model has strong forecast power and stability in fat tail event can be tested. Second, model 

should capture the multi-scaling feature. For instance, different methods of normalization, 

computing the oil return differently impacts the result. To justify the optimal scaling method, 

one way is the user’ applying personal experience. Another approach is for the model to 

automatically select the best features. Finally, an appropriate model should have high 

accuracy and stability in out-of-sample data. In this dissertation, multiple linear regression 

model is created as baseline for complex models. More advanced linear based models 

ARIMA and Exponential smoothing is created later.  
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The nonlinear and machine learning models are necessary to apply under chaos theory in 

crude oil. The nonlinear model neural network fits data to compare the liner models’ result. 

None linear models (e.g. ANN) may be overfitting and into local optimal easily. Though the 

performance is ideal in in-sample data, its forecasting accuracy in the real-world data is not 

conductive. Part of researches focused on forecast 1 trading day ahead to valid model 

performance, whereas longer and multiple forecasting horizons is meaningful to test model 

performance by including more rare events. Accordingly, 10, 20 trading day ahead in out-of-

sample data are significant to validate model long term forecast accuracy.   

 

Variable  Mean  Standard 

Deviation 

Non 

Missing 

Missing  Minimum Medium Maximum Skewness Kurtosis 

Cushing 

Price 

62.02724 26.53666 4894 84 17.5 59.23 145.31 0.367874 -0.76648 

Brent 

Price 

64.39039 30.31785 4951 27 16.51 60.56 143.95 0.393839 -0.9517 

 

Table 1: Descriptive Analysis of Spot Oil Prices 

 

Table 2: Descriptive Analysis of Spot Oil Prices after Deleting Missing Value 

 

3.3 Preliminary Analysis of Data 

Two analytical methods are applied for checking the existence of seasonality in WTI and 

Brent oil prices. First, visual inspection of line chart is for roughly check, and then 

autocorrelation test (ACF) is for more accurate check. In the Figure 2, one unit of the 

horizontal axis represents five years, but it is not accessible to inspect seasonality visually. 

Alternatively, reconstructing the line chart with two years per unit is more visual inspection 

friendly. The reconstructing oil return line chart of WTI and Brent are displaying on Figure 3 

and Figure 4 respectively. WTI spot oil price at the beginning of the 2000 is high, and then it 

Variable  Mean  Standard 

Deviation 

Non 

Missing 

Missing  Minimum Medium Maximum Skewness Kurtosis 

Cushing 

Price 

62.03044 26.51565 4867 0 17.5 59.23 145.31 0.368505 -0.76306 

Brent 

Price 

64.73514 30.36025 4867 0 16.51 60.98 143.95 0.379098 -0.96699 
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starts descending till the end of June. Likewise, Brent’s line chart illustrates the price in 

summer period is less than winter period. This observation validates the seasonality existing 

in crude oil market, and the world’s oil market consistency. Most of periods in the chart 

shows the same cyclical fluctuation; however, the exceptions are found frequently from the 

start of 2008 to 2012. This phenomenon revealed that seasonal is not the only influence 

factor, other factors like economics are also powerful to impact crude oil price. In later 

models identify stage, seasonality-based model will be one of them. 

Another motivation for seasonal testing is the long duration of spot oil prices; As a result, 

seasonal visual examination may not be accurate sufficiently. Then second method is applied, 

i.e., autocorrelation and partial autocorrelation tests. If the data without seasonality, there will 

be less correlated between lags, and each lag’s coefficient will stay from upper confidence 

limit to lower limit confidence limit. In other words, the correlated lags illustrate seasonality. 

From the Figure 5, in 16 lags, most of coefficients located within the limit, besides lag 1, 3 ,5, 

and 7. In WTI, seasonality probabilities are important for early data, but not so important for 

recent data.  In Figure 6, the Brent’s autocorrelation chart, lag 6 and 14 is exceeding the 

confidence limit, but others stay within the limit. Seasonality is not detected in the Brent 

market. In summary, for the prediction of oil fluctuations, seasonal factors seem to be less 

important during structural damage, but seasonal model and non-seasonal model were fitted 

and their prediction accuracy was compared in the dataset. 

 

Figure 3: WTI Oil Return Line Chart for Detecting Seasonality 
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Figure 4: Brent Oil Return Line Chart for Detecting Seasonality 

 

                    

Figure 5: WTI Oil Return ACF Chart 
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Figure 6: Brent Oil Return  ACF Chart 

 

 

3.4 Process of Modelling  

Initially, preparing the preliminary analysis of crude oil for both WTI and Brent gives a better 

understanding to the data. In preliminary analysis, descriptive statistics is adopting for the 

basic statistics metrics cover the mean, standard deviation, maximum, and minimum, etc. 

Furthermore, autocorrelation test was performed for WTI and Brent for identifying the 

seasonality in crude oil price. Overall, preliminary analysis assists user to select model and 

identify the parameters in the modelling stage. The data is split into training, validation 

dataset, 90% and 10% respectively; 80% and 20% for ANN to avoid overfitting. Test dataset 

is for 10 day-ahead forecasting is from June 18th 2019 to July 1st 2019; 20 day-ahead 

forecasting is from June 4th 2019 to July 1st 2019. Finally, a stationary time series model is 

built enabling model’s prediction to be more stable under black swan event. The two data 

transformed methods are logarithmic return and classical return. Logarithmic return method 

is to calculate crude oil price return by the following function:  

𝑟𝑡= 100*(log(Pt)-log(Pt-1)).   
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The return is calculated by current logarithmic price minus yesterday’s logarithmic price. 

Excel is employed to calculate logarithmic return, so the base 10 logarithm of number is 

applied as default. Another method is classical return, and it is calculating by following 

function: 

R=
𝑉𝑓−𝑉𝑖

𝑉𝑖
. 

In this method, return is equated with current crude oil price minus yesterday’s price, and 

then divided by current price. In the modelling step, two data transform methods are 

comparing under certain evaluation metrics, so the better one will be applying to remaining 

of study. 

 

3.5 Forecasting Evaluation Metrics 

After defining the forecasting models, the next step is to compare forecasting price to actual 

price in out-of-sample dataset. This step helps user select the optimal performance 

forecasting model. It is known that the complex model has favourable accuracy in training 

data, but there may be overfitting for the validation data. The optimal forecasting model 

should have relatively small prediction errors in validation dataset. To assess forecasting 

model’s performance, two types of evaluation metrics is applied in this dissertation, scale-

dependent measures and information criterion. In Chen, Twycross, and Garibaldi (2017) 

research, they asserted that performance of forecasting is varies with the accuracy measure 

methods have been used. In other words, crude oil forecasting models’ performance is based 

on the selected evaluation metrics 

 

Crude oil volatilities’ forecasting accuracy is depending not only on the forecasting models, 

but also on evaluation metrics. Appropriate crude oil forecasting models may achieve 

unfavourable results, since inappropriate evaluation metrics misleads the results. Scale-

dependent measures is based on absolute or squared errors, and it is useful in comparing 

forecasting methods on same set of data (Chen, Twycross, and Garibaldi, 2017).  Three 

popular scale-dependent measures are mean absolute error (MAE), mean squared error 

(MSE), and error root mean squared error (RMSE).  MAE calculates arithmetic mean of 

absolute errors, so it is easy to compute and understand; whereas, bias may occurr when data 

has large outliers. MAE’s formula is expressed as 
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MAE=
1

𝑛
∑ |𝑒𝑡|𝑛

𝑡=1  

 

Unlike MAE’s calculation, MSE calculates arithmetic mean of squared errors. Its formula is:  

 

MSE=
1

𝑛
∑ 𝑒𝑡

2𝑛
𝑡=1  

 

RMSE is the square root of MSE, so it is sensitive to data’s outliers as well, similar to MSE 

and MAE’s shortcoming. Its formula is:  

 

RMSE=√𝑀𝑆𝐸 

 

Sum of squared errors (SSE) is sum of squared the difference between observation and 

overall average.  

 

SSE= Σ𝑡=1
𝑛 (𝑋𝑖 − �̅�)^2 

 

In brief, the scale-dependent evaluation metrics depend on scale of data, so it is crucial to 

user to smooth the outliers before imputing data into forecasting models. Either the data 

transform or data normalization is strongly recommended in the data pre-processing step.   

 

Information criterions (IC) is another type of evaluation metric used in the article. 

Representative information criterions cover Akaike Information Criterion (AIC) Empirical 

Information Criterion (EIC), Schwarz’s Bayesian Information Criterion (BIC). The 

motivation of applying IC is that it is a simple method to choose from a range of competing 

models. On the other hand, IC is highly theoretical, so it is not clear how this will work in 

practice, or whether users know which information criteria are best suited for predictive tasks 

(Billah, Hyndman, and Koehler 2003). The performance of information criterion depends on 

various factors (e.g., forecasting horizons, types of models). AIC is a common criterion to 

assess the autoregressive model’s performance, since it balances the quality and model 

complexity.  AIC can be expressed by following equation:  

AIC=𝑒2𝑘/𝑛 𝑅𝑆𝑆 

𝑛
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K denotes the number of repressor’s (including intercept), n is the number of observations 

and RSS is the residual sum of squares of the model. The model with a smaller value of AIC 

is more conductive to user. 

 

To assess forecasting model performance, model producing the lowest forecasting error is 

selected, since it means more accurate between forecast and actual value. Depending on 

models’ type and data pre-processing methods, the evaluation metrics may be slightly 

different. 

 

4. Modelling: Multivariate Forecasting Models 

This researchstarts with the classical forecasting method and follows by the AI model. The 

multiple linear regression (MLP) is the benchmark. As the chaos theory and uncertainty exist 

in the crude oil market, model that can capture the nonlinear relation may exhibit better 

forecasting accuracy. Quadratic regression and ANN models are applied after the 

conventional statistical model is built. The data pre-processing method is min-max 

normalization. Unlike the time series models proposing under stationary data assumption, the 

normalized data is prioritized both in regression and ANN models. However, one limitation 

of ANN is that parameters adopted in training data are not available to test in 10 day and 20 

day ahead forecasting, since it is black box model. Due to the limitation of ANN, linear 

regression and quadratic regression models are adopted to compare the forecasting 

performance in validation dataset instead of doing 10 day and 20 day ahead forecasting. 

 

4.1 Regression Model  

Regression function is a basic analysis to find the relationship between target and inputs, and 

multiple linear regressions (MLR) is created as benchmark for other models. The general 

linear regression equation is 

Yi = β0 + β1xi1 + β2xi2 + βp−1xi,p−1+⋴ 

MLR requests one dependent variables and more than one independent variables; however, 

the WTI and Brent’s crude oil spot price are univariate. It is necessary to convert the 

univariate data into multi-variable data and pre-process the data.  
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4.1.1 Data Normalization 

Unlike the pre-processing step in time series model, ARIMA and ES, regression models do 

not require to transform the data from the non-stationary to stationary data, whereas 

normalization is highly recommended. Regression is sensitive to outliers, and existence of 

outliers will down-regulate the model’s accuracy. According the descriptive statistics and the 

history of crude oil spot prices, outliers are detected in high frequency around 2008.  Min-

max and Z score, min-max normalization is taken between two popular normalization 

methods. This normalization method is scaling the price data from zero to one, so the 

standard deviation will end up in a smaller number. The Min-max normalization function is 

presented as:  

𝑋𝑛 = (𝑋𝑖 − 𝑋𝑚𝑖𝑛)/(𝑋𝑚𝑎𝑥 − 𝑋𝑚𝑖𝑛) 

Z-score is calculated based on the data’s mean and standard deviation; however, non-

stationary data’s mean and standard deviation is not sufficiently stable. The application of Z-

score method may cause the normalized data not to be in the same range, so this method is 

rejected. 

𝑋𝑛=
𝑉𝑎𝑙𝑢𝑒−𝜇

𝜎
 

As regression model is the based on the multiple inputs, univariate data must transfer to 

multivariate data. In the later computation, the original spot prices are replaced by the 

normalized price, since the large-scale data reduces the impact of small-scale data. The major 

idea of regression model is to analyse the historical data to forecast future. The normalized 

price as the result, 2,3,4,5 day’s average spot oil price, logarithmic return, volatilities are 

included in the input variables. In brief, the data cover one dependent variable is normalized 

crude oil price, and 11 independent variables, and a time ID. In the Table 3, all the variables 

for WTI and Brent are shown. 

In the sampling stage, 90% of data is selected for training and the rest part of data is for 

validation and testing after several justifying. The training data is selected by the top 

sampling method, which elder data is selected first for training parameters.  
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Table 3: WTI Regression Inputs and Target list 

 

4.1.2 Multiple Linear Regression Parameters Selection:  

Different than univariate time series model, the 11 predictive inputs of regression models are 

created by user. The user created inputs raising concern about whether those inputs are 

significant to target or not. To eliminate the concern, significant test is applying to MLR 

model. The significant value is 0.05, and the null hypothesis is predictive input is not 

significant to the target. If predictive input’s p value is greater than 0.05, the null hypothesis 

is accepted; otherwise, the null hypothesis is rejected.  

WTI and Brent Multivariate Variables List 

Number  Name Role 

1 Min-max Normalization Price  Target 

2 Yesterday Price Input  

3 2 Days Average Price Input  

4 3 Days Average Price  Input  

5 4 Days Average Price Input  

6 5 Days Average Price Input  

7 WTI Return (Log) Input  

8 WTI Volatilities (Log Squared) Input  

9 WTI Volatilities (Log Absolute) Input  

10 WTI Return (Classic) Input  

11 WTI Volatilities (Classic Squared) Input  

12 WTI Volatilities (Classic Absolute) Input  
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As the result, only WTI 4 and 5-day average are not significant enough to the target, since 

their p value are greater than the 0.05, which is 0.57 and 0.42 respectively. In this statistical 

test, it proves the recent WTI prices are more significant to the forecasting target, and that 

forecasting the short-term oil prices is more accurate than the long-term. On the other hand, 

the top three important variables are WTI return, WTI volatilities, and WTI yesterday price. 

In contrast, the white-box models, MLR, has the benefits of easy to explain, examine; 

moreover, predictive variables’ coefficients clearly show the significance and effect level to 

the target.  

In WTI’s MLR model, three justifications are attempting. In the first attempt, MLR includes 

all the input variables. Secondly, the insignificant variables are dropped. By dropping the 

WTI 4-day and 5-day average price, the value of SSE, MSE, and RMSE are all increasing. 

This attempt is rejected since its high error rate. In the final attempt, only one input that has 

major effect to the target is kept, but this attempt is failed with high error rate. In contrast, 

MLR’s coefficients allocated weights for each variable, insignificant variables are not 

necessary to drop; accordingly, WTI’s MLR includes all the 11 predictive variables. 

Brent’s MLR justification is following the WTI’s process. The process is starting with 

significant test, most of inputs are not significant, since their P values are greater than 0.05. 

One possible explanation can be multicollinearity in time series data. To solve this issue, the 

stepwise algorithm is generating in the next step. In the next step, the top five insignificant 

variables are dropped in the system to compare the results with the original result. After 

several inputs justifications, the model has the lowest value of error rate, MSE, RMSE, and 

SSE, includes all 11 inputs in the function. 

 

4.1.3 Quadratic Regression Parameters Selection 

Nonetheless, the straight line MLR may not fit into data as well as other models. From the 

WTI and Brent spot oil price line chart, the high fluctuation characteristics is weakening the 

MLR prediction power, a straight line not seems fit the high volatilities very well; moreover, 

the crude oil price may not always increase or decrease in linear trend. One assumed trend is 

damped trend, oil price should be in the long-term view. Another assumed trend is 

multiplicative, and the convinced example is the structure break in 2008. Prices has a huge 

drop and down during 2008 to 2012, so multiplicative trend seems to be more accurate for 
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forecasting than linear trend under uncertainty. Based on the varied trends of oil price, a 

complex form of the regression is in need to develop. In regression family models, 

polynomial regression enables a single predictor variable in several powers, so they a 

complex form of linear regression models. In SAS Enterprise Miner software, the degree of 

polynomial is defined by user. By setting the polynomial value as two, quadratic regression is 

applied for WTI and Brent markets. 

In contrast, the quadratic regression for WTI and Brent has the better prediction accuracy 

than the MLR, and the detailed results will be discussed in the later. To reduce the amount of 

computation and to optimize quadratics function, three types of variable selections are 

applying in WTI and Brent’s data. The methodology behind stepwise method is added or 

deleted one variable at a time.  Forward selection method means variables are added to model 

one at a time. In backward elimination method, it covers all 11 variables initially, with 

variables subsequently being eliminated one at a time. The motivations of applying all three 

algorithms to both market’s quadratic regression models is variable deleted or added in the 

early stage may not important in a later stage. Also, the volatilities pattern in the different 

markets can be varied. For instance, WTI spot prices are more correlated with the recent data; 

however, Brent seems not have a specific pattern of the data fluctuation. 

 

4.2 Neural Network (ANN) 

4.2.1 Data Pre-processing 

Min-max method of normalization is applied to pre-processing process, and all ANN family 

models use the same dataset as regression models to make the results comparable. 

Normalization is crucial and necessary step in data pre-processing, since ANN is a 

sophisticated form of the linear regression model, and the outliers may affect the ANN’s 

forecasting accuracy. Li et al. (2018) introduced two benefits of normalization; one is 

accelerate the search for the optimal solution for gradient descent, and the other is to allow 

the features of different dimensions to be comparable numerically and possibly improve the 

accuracy. In order to establish a fair comparison, this researchadopts a common normalized 

method (the Min-Max normalization) for AI-based predictors. ANN’s target variable is same 

as regressions, which is spot oil price after min-max normalization. WTI and Brent spot 

prices are dropped since they are normalized value; it can mislead the ANN model. Since the 

non-stationary data enable ANN to capture the general characteristics, transforming 
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nonstationary to stationary data is not necessary for ANN models (Kulkarni and Haidar, 

2009).    

The data partition step in the ANN model should be extra careful, since ANN model’s 

training and validation weights may be different than other models. Such difference referring 

to ANN is a complex model mimicking human brain. Complex model can capture the 

brilliant in-sample accuracy, but poor performance in the out-of-sample validation. ANN 

model may be too complex to overfitting. To avoid overfitting, a larger amount of the 

validation dataset can help the early stopping of ANN. In this dissertation, the 20% validation 

data and 80% of training data will be applied after trying several different portions of 

division.  

Principle Component Analysis (PCA) is a feature selection method that extensively used in 

ANN models for reducing dimension. In concept, PCA filters the irrelevant features in order 

to improve the prediction accuracy. In Grigoryan (2015), he states the major idea in PCA is to 

find the component vectors that interpret the maximum possible amount of variance by 

linearly transformed components. From several methods to compute PCA, a correlation 

method is adopted to extract principal competent in this dissertation. However, the inputs 

variables are not considerable in this case. PCA is useful in large amount of input, and 

probable not necessary in this model. The result is to be compared for the models with or 

without PCA. Among various types of ANN, multilayer Perceptron, Generalized Linear are 

developed in SAS Enterprise Miner. 

Principle 

Component 1  

Principle 

Component 2 

Principle 

Component 3 

Principle Component 

4 

WTI 3 days Average  Log absolute WTI 

volatilities  

Basic WTI 

Return 

Basic squared WTI 

volatilities 

WTI 4 days Average  Log squared WTI 

volatilities 

Log WTI 

Return 

Basic absolute WTI 

volatilities  

WTI 2 days Average  Basic absolute 

WTI volatilities  

 
Log absolute WTI 

volatilities  
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WTI 5 days Average  Basic squared WTI 

volatilities 

 
Log squared WTI 

volatilities 

WTI Yesterday price  
   

Table 4: WTI’s Principle Components List 

 

4.2.2 ANN Model Parameters’ Setting  

The Generalized Linear ANN is the benchmark, since it does not have hidden layers. 

Subsequently, multilayer ANN fits data. One advantage of MLP model is user can set more 

than one hidden unit. As for the hidden nodes’ selection, the number is determined using the 

practical guidelines used by previous researchers (2n+1, 2n, n, and n/2). The number of n is 

11 in this model, so the hidden units 23, 22, 11, and 5 are tried in the model. Also, 1 hidden 

unit is trying, since 1 hidden unit is sufficient in most of cases; the inputs are not large 

enough to carry number of hidden layers. In SAS Enterprise Miner, the training and 

validation data is split into 100 units, and each unit covers nearly 204 observations of training 

data, and 51 observations of validation data. 

In those 11 variables, part of them may be highly correlated to another, PCA can help user 

eliminate the worries. Other motivations of applying Principle Component Analysis is 

reducing the calculation cost, make the black box model easier to understand. After the 

principle component analysis, the ANN models inputs decreases to four principle 

components. However, one disadvantage of applying PCA is delete some observations. By 

comparing the results from the model with PCA and without the PCA, the model without the 

PCA exhibits the better performance for both WTI and Brent markets.  

Number of Hidden 

Units 

Validation 

SSE  

Validation 

MSE  

Validation 

RMSE 

ANN(Multilayer)n=1 0.034591 0.00003401 0.005832 

ANN(Multilayer)n=2 0.022548 0.00002217 0.004709 

ANN(Multilayer)n=4 

(Selected) 

0.00297 0.000008822 0.00297 

ANN(Multilayer)n=5 0.005664 0.000005569 0.00236 

ANN(Multilayer)n=6 0.007166 0.00007046 0.002645 

ANN(Multilayer)n=11 0.039171 0.00003852 0.006206 
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Table 5: WTI Hidden Units and Error Evaluation 

Number of Hidden Units Validation 

SSE  

Validation 

MSE  

Validation 

RMSE 

ANN(Multilayer)n=1 0.053047 5.22E-05 0.007222 

ANN(Multilayer)n=4 0.023117 2.27E-05 0.004768 

ANN(Multilayer)n=5 0.040485 3.98E-05 6.31E-03 

ANN(Multilayer)n=6 

(Selected) 

0.020168 1.98E-05 0.004453 

ANN(Multilayer)n=7 0.038153 3.75E-05 0.006125 

Table 6 Brent Hidden Units and Error Evaluation 

 

4.2.3 The limitation of ANN class model 

ANN is a black box model, so some parameters are difficult to be explained; in the meantime, 

the first input that ANN model randomly choose may misleading the model result. Also, 

more worries are originate from its data partition method. On the whole, time series 

forecasting models divide the training and validation dataset by the periods; whereas, ANN is 

the black box method that user is unable to know the partition method in SAS Enterprise 

Miner. Compared with time series models, like ES and ARIMA, they can select data in 

earlier period as training data, and recent data as validation. For time series data, data 

partition that based on the date is more understandable and reasonable than randomly selected 

method, especially when the crude oil data has several structure breaks. In brief, ANN class 

model does not have strong prediction ability of time series model. 

 

5. Modelling: Univariate Forecasting Model 
Though ANN-class model can capture the complex attribute in the oil price, it has limitation 

in the model testing and result explanation process. In contrast, the univariate time series 

forecasting models have easily interpret result and have capability to evaluate the 10 day ad 

20 day-ahead forecasting. Two classical univariate models are applied, Exponential 

Smoothing (ES) and Auto regression integrated moving average (ARIMA).  Logarithmic 

return is adopted to transform the data from nonstationary to stationary. Under the same pre-

processing method, ES and ARIMA’s forecasting performances are compared  
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5.1 ES models 

5.1.1 Data Pre-processing 

In this paper, the stationary data is imputing to ES models, since imputing the same dataset 

enable user to compare the model’s performance between ES and ARIMA. Also, a stable 

time series data takes concerted action to simple ES horizontal data assumption. As simple 

ES is the first univariate time series model, two data transformation methods are applying 

into ES model. The two transformation methods are logarithmic return and square root 

classical return, the detailed calculations have introduced in mythology part. In the next step, 

user has to prepare the time series data according to data’s frequency; SAS Enterprise Miner 

can help user to prepare time series data in an easy way by setting several criteria’s before the 

node is running. The crude oil spot price is a weekday based data, so user need to specify the 

weekday as time interval. To prevent any missing value that existing in the weekday data, 

user can replace the missing value to data constant value. Based on the finding of descriptive 

statistical, the structure break around year of 2018 incurred large number of outliers. By 

smoothing the outliers as predictive value in ES model, the pattern of imputing data might 

closer to horizontal, which is conform to the assumption of ES model. The last step before 

fitting data into ES model is the divide data into training, validation and testing. 

In SAS Enterprise Miner, I use WTI’s classical and logarithmic return as target variable for 

comparing their performance. After imputing two dataset into system, the times series data 

preparation node is connecting to data, so the time interval can be set by weekday based, and 

data partition node is setting up as the as MLR model. The system automatically select the 

best ES model for imputing data, the following table shows the training data error metric. 

Classical return has higher RMSE, MSE and MAE than logarithmic return, so the classical 

return method is rejected. As the marketing similarity’s existence, Brent is using logarithmic 

return as target. 

Method  RMSE  MSE  MAE 

Logarithmic Return 1.056074 1.115293 0.815447 

Classical Return  1.11307 1.278484 0.832161 

Table 7: Data Transformation Method Comparison 

Overall, the log return data performs better than another, so logarithmic return price is 

applying for other time series models.  

After defining the dataset, the proportion of training and validation data need to be defined. 

The most favourable data partition is 90% of training data and 10% of validation data. The 
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training data, from January 1st 2000 to August 31, 2017, is used to find the smoothing 

parameters; the validation data is used for evaluating forecast accuracy and model selection 

after determining the parameters, which is from September 1st, 2017 to June 03rd, 2019; test 

data is last 10 days and 20 days. 

The prior evaluation criterion is AIC, other major criterion is MAPE, MSE. Number of 

criterions can be used for evaluating the model performance. In Billah, King, Snyder, and 

Koehler (2006)’s paper, their find is AIC has a slight edge over its counterparts among AIC, 

BIC HQ MCp, GCV, and FPE. Though there is little to distinguish the various information 

criteria, the information criteria approaches outperform the encompassing approach. In order 

to prevent different evaluation metrics demonstrate different best model, AIC is set up the 

prior criteria to evaluate the ES family models. 

 

Figure 7. Exponential Smoothing Modelling Process Flow 

 

Data Pre-
processing

• Classical return versus logarithmic return

• Prepare time series data

Modelling

• Single ES, Double ES, and Triple ES

• Mean level (α) is selected by several experiments 

• Trend and seasonal parameters value, and initial value are 
aumatically defined by software

• Compare the error rate that with smoothing the outliers and 
without smoothing the oultiers 

Evaluation 

• Under certain evaluation metrics, select the model that has lowest 
error rate

• Compare the result 

• Computing 10 and 20-day ahead evalaution metrics
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5.1.2 Model Selection 

The motivations of employing ES model to crude oil data are declining weight on older data, 

easy to compute, and minimum data is required (Holt, 2004). First, descriptive statistics help 

user to select appropriate ES family models by visually inspecting two market’s crude oil 

spot price line chart. Three data trends of ES models are linear, exponential and damped trend 

model. Linear trend means the price increase or decrease fixed amount each period, which is 

an ideal model theoretically, exponential trend indicates the price increase or decrease by 

specific value of factor. These two trends are fitting into data later, the only exception is 

damped trend ES model. The damped trend means the crude oil price will remain stable in 

some point’s future, it may happen in the long term perspective; however, this 

researchfocused on the short period forecasting, the damped trend is excluded in models 

selection.   

Based on the descriptive analysis, seasonality of data should be considered as one crucial 

component that influences the model accuracy. In ES family models, Triple ES, an extended 

model based on Double ES, is able to analysed data’s seasonality; thus, besides the double 

ES’s mean level and trend parameters, seasonality is the additional parameter enable Triple 

ES be different than other ES models. In this case, winter additive ES and additive seasonal 

ES model are fitting to the two crude oil markets’ data. In triple ES model, there are two 

types of seasonality, multiplicative and additive. In this dissertation, the multiplicative 

seasonality is not considering, since it makes model become complicated. On the other hand, 

additive methods are commonly used for constant data. In the data pre-processing step, crude 

oil data has been transformed to stationary data, which means it is constant and prioritized by 

additive seasonality. In the later modelling process, I am going to compare the model with 

smoothing outliers and without smoothing outliers, and then select the model with lower error 

rate. 

 

5.1.3 Simple ES 

Simple ES is also called as single ES model, it assumes the data has the stable mean, and no 

trend and seasonality; moreover, it is ARIMA (0,1,1) practically, it performs well in short 

period forecast. The assumption of ES model the data pattern is nearly horizontal, and no 

trend or seasonal variation exists in the historical data. In family of ES models, simple ES is 

setting as benchmark for others. The simple ES formula shows below: 
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𝑆𝑡 = 𝛼𝑦𝑡−1 + (1 − 𝛼)𝑆𝑡−1 

The function that forecasting the next point is 

𝑆𝑡+1 = 𝛼𝑦𝑡 + (1 − 𝛼)𝑆𝑡 

Where 0≤∝≥ 1 

The level is slowly changing over time. The starting value of simple ES is generating by the 

software automatically. The user only needs to set up the level parameter, ∝. The value 

smoothing parameters ∝, is subjective and relying on the user’s experience. An increasing 

value of ∝ represents recent data carries more weights than aged. In SAS Enterprise Miner, 

the default setting of ∝ is 0.05, and it brings out the best in sample performance compared 

with ∝ value of 0.1, 0.2, and 0.9 separately. By comparing the result, the default setting 0.05 

performs best among three values. One explanation of small value of ∝ can be the dataset has 

transferred from non-stationary to stationary, so smaller value of ∝ fits data better when data 

is stationary. The single ES is a basic model in univariate time series forecasting, since the 

model does not consider seasonal and trend. In preliminary analysis, seasonality impacts the 

crude oil price in some measure, and it will be considered in advanced ES model later in the 

paper.  

 

5.1.4 Linear ES 

The linear ES is an extended form of simple ES, since it includes level and trend factors in its 

function. The motivation of fitting double ES model into crude oil data assumes that the trend 

of crude oil may slightly increase year by year. Though the ACF chart and visual inspection 

did not show the obviously trend in WTI and Brent prices, the trend may cause by the healthy 

3% US dollar inflation every year; moreover, the data range is about 18 years, which is large 

enough to consider the inflation impact to crude oil price. In SAS Enterprise Miner, Additive 

and multiplicatively trend can be selected by user; however, the multiplicatively trend will 

increase the model complexity, it will not consider in Double ES model. Double ES with an 

additive trend is called Holt’s Linear ES, and its formula shows below:  

𝑆𝑡 = 𝛼𝑦𝑡 + (1 − 𝛼)(𝑆𝑡−1) 

𝑏𝑡 = γ(𝑆𝑡 − 𝑆𝑡−1) + (1 − γ)𝑏𝑡−1 

 Besides the smoothing parameters ∝, γ is representing the trend. In the software, the initial 

value and parameter γ is generated by the system, parameter ∝’s value is same as simple ES 
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which is 0.05. After setting down the parameters, SAS Enterprise Miner generating the 

following figures, Figure 8 that shows Brent’s linear ES forecasting.  From the chart it shows 

the trend of oil return is going downwards. 

 

 

 

 

Figure 8: The Screenshot of Brent’s Linear ES Forecasting Result from SAS Enterprise Miner 

 

5.1.5 Triple ES  

Based on the descriptive analysis, seasonality of data should be considered as one crucial 

component that influences the model accuracy. In ES family models, triple ES is an extended 

model based on Double ES. Triple ES can analysed data’s seasonality, so three parameters 

are included in the formula. Holt-Winters ES is created by Winters and Holt, as an extended 

model of the Double ES. Holt-Winters method including three smoothing parameters, they 

are ∝ in level mean function; γ in trend function, and δ in seasonality function. In the 

following functions, St, bt and It represents the mean level, trend and seasonal individually.   

 

Overall Smoothing: 𝑆𝑡 = 𝛼𝑦𝑡 + (1 − 𝛼)(𝑆𝑡−1) 

Trend: 𝑏𝑡 = γ(𝑆𝑡 − 𝑆𝑡−1) + (1 − γ)𝑏𝑡−1 

Seasonal: 𝐼𝑡 = 𝛽
𝑦𝑡

𝑆𝑡
+ (1 − 𝛽)𝐼𝑡−𝐿 

Forecast: 𝐹𝑡+𝑚 = (𝑆𝑡 + 𝑚𝑏𝑡)𝐼𝑡 − 𝐿 + 𝑚 
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In general, user needs to define the three parameters based on experience. SAS Miner 

Enterprise simplify the parameter selection process, and only parameter ∝ need to be defined 

by user, other parameters are generated in the system automatically.  

Two types of triple ES are applied in to WTI and Brent. The first one is Additive Winter 

model which includes seasonality and trend, the second model is additive seasonal, which 

only cover seasonality and level in the function. In triple ES, WTI price is used for test 

outliers’ effect to forecasting accuracy. The Table 8 shows the performance of model that 

without smoothing outliers; the Table 9 shows the performance of model that has smoothed 

outliers in. In summary, forecasting models with smoothing outlier and without smoothing 

outliers does not have huge forecasting difference. The model that smoothing outliers is 

keeping, since ES model is based on the linear assumption.  

Table 8: WTI ES model Error rate Without Smoothing Outliers 

Table 9: WTI ES model Error rate After Smoothing Outliers 

 

 

Without Smoothing outliers 

Model Name MAE MSE  RMSE AIC  

Additive Winters 

Exponential Smoothing  

0.73884 1.10642 1.051867 472.0199 

Additive Seasonal 

Exponential Smoothing  

0.738076 1.105163 1.051613 467.7991 

Smoothing outliers 

Model Name MAE MSE  RMSE AIC  

Additive Winters 

Exponential Smoothing  
0.738844 1.106424 1.051867 

472.0119 

Additive Seasonal 

Exponential Smoothing  
0.738076 1.10589 1.051613 

467.7991 
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1. Additive Winter Model.   

After defining the parameter ∝ in SAS Miner Enterprise and smoothing the outliers, 

the Holt-Winters ES shows the oil return in a slowly downward trend for both WTI 

and Brent markets. Figure 9 is additive winter’s forecasting result in WTI market. 

One possible explanation of the trend can be the structure break in 2008 leads the 

price has huge increase and following a drop down, so the software captures the 

characteristics, the trend oil price is going down.  

 

 

 

Figure 9: A Screenshot of WTI Additive Winter Model Forecasting Result from SAS Enterprise Miner 

 

2. Additive Seasonal Model  

Different than conventional Holt-Winters model, this triple ES eliminates the trending 

factor in the function. The system default model selection criterion is MSE, and the 

parameter 𝛼 is same as additive winter which is 0.05. Also, smoothing the outliers’ 

option is selected in the systems before running the model. After the setting up the 

model, SAS Enterprise Miner automatically selected additive seasonal model as the 

best model in ES-family. 

 

5.2 ARMA Family Models 

5.2.1. Data Pre-processing 
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The assumption of ARIMA is that crude oil price is the linear function. The linear function is 

written as: 

Yt=bt + ϵt 

The error term is normally distributed and independently, and its mean should either be zero. 

The motivation of ARIMA model is that it is univariate model, and a good ARIMA requires 

at least 50 observations, and a large sample size is required for seasonal time series (Okrie, 

2014). By performing the sufficient observations, the 19 years daily data, ARIMA model 

applies to forecast crude oil price. 

 

Before applying the model, whether the data is stationary should be checked. ARIMA model 

is based on the stationary data, so it has no trend or heteroscedasticity. In time series data, 

stationary means the mean, variance and autocorrelation remain stable over time. Methods of 

checking stationarity cover visually inspect the price plot, mean, ACF, PACF and IACF plot. 

The Autocorrelation (ACF) is the correlation between a variable lagged one or more periods 

and itself. (Selvi, Shree and Krishnan, 2018).  The lag k ACF function is shown below: 

𝑟𝑘 =
Σ𝑖=1

𝑁−𝑘(𝑌𝑖 − �̅�)(𝑌𝑖+𝑘 − �̅�)

Σ𝑖=1
𝑁 (𝑌𝑖 − �̅�)^2

 

 

The PACF function at time lag k is the correlation between yt and Yt-k, and it plays the 

crucial role in data analysis aimed at identifying the extent of the lag in an AR model. From 

the descriptive analysis, the WTI and Brent’s price plots highly fluctuations, since they are 

not moving around constant mean based on the visual inspection. Also, the WTI and |Brent’s 

standard deviations are large, which is another evidence demonstrating non-stationery feature 

in crude oil.  

 

To remove the non-stationary of time series data, two metrics in the data pre-processing step 

can be used to calculate crude oil return, one is logarithmical return, and another is classical 

return. Their detailed calculating functions have been discussed in the methodology chapter. 

Based on ES model’s finding, logarithmic return has the better prediction performance than 

classical return method; accordingly, ARIMA is going to employ same database as ES. After 

the logarithmic return, the average prices of WTI and Brent is near to zero, so the 

nonstationary data has transferred to stationary data. 

After the data transformation, ACF and APCF test is applied to validate the crude oil’s non-

stationary feature in a more accurate way. By imputing the crude oil spot price data to SAS 
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Enterprise Miner, and the system will generate the autocorrelation test, and divide the data to 

24 lags automatically. Okrie (2014) experimentally found that crude oil price is non 

stationary, since ACF plot decays very slowly to zero. From the Figure 5, the WTI’s ACF 

decays slowly, so the autocorrelation plots demonstrate the daily crude oil price data is 

nonstationary. In the figure 6, the Brent’s ACF is also showing the data’s non-stationary 

feature. The crude oil return data for both markets are non-stationary, so ARIMA model must 

fit into oil return data instead of ARMA model. In the later, the difference (d) with value one 

is applied in ARIMA model.  

 

 

Figure 10: ARIMA Model’s Process Flow Chart 

 

5.2.2 ARIMA’s Parameters Setting 

 

ARIMA model is combining the AR and MA. AR displays the variable of interest is 

regressed on its own lagged values; MA shows the regression error is virtually a linear 

combination of error terms (Selvi, Shree and Krishnan, 2018). If q=0, then the model refers to 

AR model. If p=0, the model is MA type. If d=0, then it is ARMA model. 

 

1. AR Model:  

To understand ARIMA and its parameters, it is crucial to break down the ARIMA into AR 

and MA models. The Auto-Regressive model (AR) is p in ARIMA model 

Model 
Identification

• Plot the data, and analysing the descrptive data

• Stationarize the series 

• Difference the data by logrithmicretun method

Parameter 
Estimation

• Plot ACF and PACF

• Prepare candidates

• Selecting the appropriate ARIMA by AIC serach method

• Prevent over differencing by applying unit root test 

Prediction

• White noise test

• Out-of-Sample Performance

• 10 day and 20-day ahead forecasting 
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Yt=Φ0 + Φ1Yt−1 + Φ2Yt−2 + ⋯ + ΦpYt−p++ϵt 

Yt is the dependent variable  

Φ is estimated coefficients  

ϵt is error term which represents the variable that not going to consider in the model  

Yt is dependent variable Yt and Yt−k by plotting the PACF, people can find the appropriate  

lag p in an AR(p) model or ARIMA(p, d, q) model 

 

2. Moving Average model (MA) 

Moving average is emphasis as the function below: 

Yt=θ0 − θ1ϵt−1 − θ2ϵt−2 − ⋯ − θqϵt−q + ϵt 

Θ Represents the estimated moving average parameter  

ϵt is random error term 

 

3. ARIMA Model:  

ARIMA model can be stated as follow:  

Yt=θ0 − θ1ϵt−1 − θ2ϵt−2 − ⋯ − θqϵt−q + ϵt  

Yt=Φ0 + Φ1Yt−1 + Φ2Yt−2 + ⋯ + ΦpYt−p − θ0 − θ1ϵt−1 − θ2ϵt−2 − ⋯ − θqϵt−q + ϵt 

Due to continuing change in world oil market, a short-term forecast is discussed in this 

dissertation. The Box-Jenkins model, ARIMA, is the proper model to forecast short-term 

time series data; it is developed in four essential steps, they are model identification, 

parameter estimation, diagnostic checking, and model utilization. In time series analysis, 

ARIMA model is generalization from ARMA model. The Table 10 shows the major idea 

about model selection. ARMA model is the more suitable than AR and MA, since both ACF 

and PACF die down.    

 

As the ACF charts also demonstrate the non-stationary feature in the crude oil data, ARIMA 

model should urgently fit the oil return data. The order of model is commonly written as (p, 

d, q); p is the order if autoregressive, d is the differencing and q is the moving average. The 

default value of d is one in SAS Enterprise Miner, whereas user can vary the value to a larger 

integer to remove data’s non-stationarity. In this dissertation, the default value of differencing 

(p) is not changed, since pre-processing the data with logarithmic return method makes data 

stationary. In Okorie (2014), he stated that usually the first difference is sufficient to coerce a 

non-stationary timer series to stationary and the second difference is seldom required. In 
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other words, this researchfocuses on justifying the value of p and q to build a good ARIMA 

forecasting model for WTI and Brent.  

Table 10: ACF and PACF chart help to identify ARIMA's Parameter 

 

In concept, the value range of p and q should between zero and two inclusive or total number 

of parameters below three. To select the appropriate ARIMA model, Box and Jenkins (1976) 

presented partial autocorrelation (PACF) statistics and autocorrelation test (ACF) method to 

build ARIMA. WTI’s ACF and PACF chart is displayed in Figure 5 and Figure 11 

separately. In WTI’s ACF, there is one spike which indicates MA (1); in PACF, there is one 

spikes, which means AR (1). As the all parameters are defined, The WTI market’s ARIMA 

model is ARIMA (p, d, q) = (1, 1, 1). Brent’s ACF and PACF chart are showed in Figure 6 

and Figure 12. There are two spikes in PACF and ACF, so the Brent’s ARIMA (p, d, q) = (2, 

1, 2)  

 

Another method to define ARIMA parameters are p, indicating the cut-off lag in the PACF, 

and q, indicating the decay number in ACF.  In WTI’s ACF and PACF chart, p=3, 7, q= 1.  In 

Brent’s ACF and PACF, its p=6, and q=1. Though the ACF and PACF provides the value of 

parameters directly, the visual check is insufficient accurate. By comparing the several 

different ARIMA models, the one with the lowest AIC is considered as the optimal model. 

The Table 11 is showing the different attempts with its own AIC. Initially, ARIMA (1, 1, 1) 

is fitting to the data for the benchmark in both markets. After trying the different p and q 

values, the ARIMA (3, 1, 5) has the lowest AIC value, 13540.24, in WTI market; ARIMA (1, 

1, 1) perform best in Brent market. After defining the ARIMA’s parameters, the model 

requires the absolute value of t to be greater than 1.96 and p-value should be less than 0.05. If 

Model ACF PACF 

AR (p) Dies down Cut off after lag q 

MA (q) Cut off after lag p Dies down 

ARMA (p,q) Dies down Dies down 
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the statistical data are not satisfied those two conditions, the model is inadequacy

. 

Figure 11: WTI Oil Return PACF 

 
Figure 12: Brent Oil Return PACF 
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ARIMA  p d q AIC  

Attempt 1 1 1 1 13544.3 

Attempt 2 4 1 6 13550.13 

Attempt 3 4 1 9 13550.48 

Attempt 4 3 1 1 13536.3 

Attempt 5 3 1 2 13540.94 

Attempt 6 3 1 5 13534.78 

Attempt 7 2 1 1 13542.93 

Attempt 8 2 1 2 13548.51 

Table 11: WTI ARIMA Model’s Parameter Selection 

ARIMA  p d q AIC  

Attempt 1 1 1 1 12805.11 

Attempt 2 2 1 2 12807.2 

Attempt 3 1 1 2 12806.73 

Attempt 4 2 1 1 12806.54 

Attempt 5 1 1 3 14611.02 

Attempt 6 7 1 7 15914.23 

Table 12: Brent ARIMA Model's Parameter Selection 
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5.3.3 Unit Root Test 

Unit root test is the stationary test in the ARIMA model. In usual, the test is applied before 

identifying the ARIMA model, so user can identify the order of difference. However, unit 

root test prevents over differencing in this case. For WTI and Brent markets, the d=1 is 

employed to test, first ordinary difference, is sufficient to transform the data. In the unit root 

test, the hypothesis is presented below:  

𝐻0: The time series data is not stationary 

𝐻1: The time series data is stationary 

The default significant value in the SAS Enterprise Miner is 0.05. In the Tab1e 13, WTI’s 

ARIMA (3, 1, 5) p-value is below 0.05. Thus, null hypothesis is rejected, WTI’s data is 

stationary. Same hypothesizes are applied in Brent’s unit root test, and oil return is stationary.  

WTI ARIMA(3,1,5)        

Augmented Dickey-Fuller 

Unit Root Tests 

       

Type Lags Rho Pr < Rho Tau Pr < 

Tau 

F Pr > F 

Zero Mean 0 -4773.39 0.0001 -70.35 <.0001 
  

 
1 -4995.12 0.0001 -49.97 <.0001 

  

 
2 -4402.83 0.0001 -38.58 <.0001 

  

Single Mean 0 -4773.54 0.0001 -70.35 <.0001 2474.51 0.001  
1 -4995.67 0.0001 -49.97 <.0001 1248.47 0.001  
2 -4403.78 0.0001 -38.58 <.0001 744.23 0.001 

Trend 0 -4774.59 0.0001 -70.36 <.0001 2475.07 0.001  
1 -4999.28 0.0001 -49.98 <.0001 1249.12 0.001  
2 -4410.05 0.0001 -38.59 <.0001 744.79 0.001 

Table 13: WTI ARIMA(3,1,5) Unit Root Test 

Brent ARIMA(1,1,1)               

Augmented Dickey-Fuller 

Unit Root Tests 

    
  

        

Type Lags Rho Pr < Rho Tau 
Pr < 

Tau 
F Pr > F 

Zero Mean 0 -4532.1 0.0001 -66.77 <.0001     

  1 -4426.5 0.0001 -47.03 <.0001     

  2 -4475 0.0001 -38.79 <.0001     

Single Mean 0 -4532.4 0.0001 -66.77 <.0001 2228.93 0.001 

  1 -4427.3 0.0001 -47.03 <.0001 1106 0.001 

  2 -4476.7 0.0001 -38.79 <.0001 752.43 0.001 

Trend 0 -4533.5 0.0001 -66.78 <.0001 2229.5 0.001 
Table 14: Brent ARIMA (1, 1, 1) Unit Root Test 
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6. Model Validation and Result Analysis 

In this dissertation, both the univariate and multivariate models are adopted in the modelling 

step whereas, the data pre-processing methods are different, univariate model’s forecasting 

performance is not comparable to multivariate. In other words, models imputing normalized 

data are comparable to each other, so the linear regression models’ forecasting performance is 

compared with ANN class models’. Models, ARIMA and ES, using stationary data, are 

comparable to each other. After comparing the out-of-sample validation, the 10-day ahead 

and 20-day ahead forecasting accuracy will be compared. 

 

6.1Multivariate Models’ Out-of-sample Performance 

6.1.1 Multiple Linear Regression and Quadratic Linear Regression 

As Table 15 shows, stepwise quadratics linear regression has the lowest SSE, MSE, and 

RMSE among five regression-class forecasting models. Based on the validation data’s 

performance metrics, the ranking of favourable regression models is stepwise QLR> 

Backward QLR >Forward QLR>QLR>MLR. MLR’s error rate is larger than the QLR types 

model, which illustrates the more complex models are prioritized to forecast WTI oil prices 

since year of 2000. Similar to WTI, Brent also showed that the quadratic regression fits better 

than the MLR. Both the forward and stepwise quadratics linear regressions perform well in 

validation dataset. The reason that SAS Miner Enterprise software selects the forward 

quadratics linear regression as the optimal model is the slightly difference in performance 

metric cannot be seen in the table. In brief, the complex form of regression model, quadratics 

regression exhibits higher forecasting accuracy than MLR for WTI and Brent. 

USE  Model Name Validation 

SSE 

Validation 

MSE 

Validation 

RMSE 

Y Stepwise Quadratic Linear 

Regression 

3.36E-07 6.62E-10 2.57E-05 

 
Forward Quadratic Linear 

Regression 

3.67E-07 7.23E-10 2.69E-05 

 
Backward Quadratic Linear 

Regression 

3.20E-07 1.22E-09 3.49E-05 

 
Quadratic Linear Regression 1.14E-06 2.25E-09 4.74E-05 
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Multiple Linear Regression  4.13E-04 0.000000812 0.000901 

Table 15: WTI Regression-Class Models’ Performance Evolutions 

 

 

Table 16: Brent Regression-Class Models’ Performance Evolutions 

 

6.1.2 Neural Network  

The validation performance metrics table shows that the generalized neural network has 

lower error rate than multilayer neural network for both WTI and Brent prices. The simple 

form of ANN models without the hidden layer have higher forecasting accuracy than 

multilayer ANN. One explanation can be the multilayer ANN is too complicated to reach the 

out-of-sample forecasting success. In other words, ANN model has capability to captures the 

optimal result in training data, but can be overfitting in the validation or testing dataset. In the 

modelling process, the software selecting top 80% of data as training data, the remaining part 

as test data. The training data includes floated period, like economic recession in 2008; 

however, the prices in validation data are more stable than them in training data. In summary, 

the data partition method highly possible lead the multilayer ANN forecasting accuracy lower 

than generalized ANN. 

USE  Model Name Validation 

SSE 

Validation 

MSE 

Validation 

RMSE 

Y Forward Quadratic Linear 

Regression 

2.71E-07 5.34E-10 2.31144E-05 

 
Stepwise Quadratic Linear 

Regression 

2.71E-07 5.34E-10 2.31144E-05 

 
Backward Quadratic Linear 

Regression 

5.22E-07 1.03E-09 3.20405E-05 

 
Quadratic Linear Regression 1.03E-06 2.03E-09 4.50781E-05 

 
Multiple Linear Regression  0.006774803 1.33362E-05 0.00365188 

Use Model Name Validation SSE Validation 

MSE 

Validation 

RMSE 

Y Generalized 

Neural Network 

0.001083 1.06E-06 0.00103173 

 Multilayer Neural 

Network (n= 6) 

0.007166 0.00000882 0.00297014 
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Table 17: WTI ANN-class Model Performance Evaluation 

 

Table 18: Brent ANN-class Model Performance Evaluation 

 

6.2 Univariate Model’s Performance 

6.2.1 Exponential Smoothing 

 In SAS Miner Enterprise, Mean Square Error is setting up as selection criteria in Exponential 

Smoothing models. As the result, additive seasonal ES has lowest error rate among all ES 

models for both WTI and Brent markets. Among all ES models, additive winters ES has the 

highest similarity to additive seasonal ES, since both are triple ES models. The only 

difference is additive winters ES considers three parameters (level mean, trend, seasonality); 

additive seasonal ES only considers level mean and seasonality. In additive winters ES, WTI 

and Brent’s trend is going downward; however, the additive seasonal ES forecasting two 

market’s prices are horizontal lines. In brief, model without trend exhibits better forecasting 

accuracy than with trend under the same level means, 0.05. This finding illustrates that 

seasonality heavily impacts crude oil prices instead of trend. 

Table 19: WTI Additive Seasonal ES Model Performance Evaluation 

 

Table 20: Brent Additive Seasonal ES Model Performance Evaluation 

6.2.2 ARIMA  

 

Use Model Name Validation 

SSE 

Validation 

MSE 

Validation 

RMSE 

Y Generalized 

Neural Network 

0.016479804 1.62043E-05 0.00402546 

 
Multilayer Neural 

Network (n=4) 

0.020168162 0.000019831 0.004453205 

Market Model Validation 

SSE 

Validation 

MAE 

Validation 

MSE 

Validation 

RMSE 

WTI Additive Seasonal ES 277.2695523 0.556819168 0.606716745 0.778920243 

Market  Model Validation 

SSE  

Validation 

MAE 

Validation 

MSE  

Validation 

RMSE 

Brent Additive Seasonal ES 265.1664337 0.548924087 0.580232897 0.761730199 
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By several attempts, WTI ARIMA (3, 1, 5) and Brent ARIMA (1, 1, 1) have the lowest AIC. 

After defining the parameters, the user must do diagnostic checking. One primary tool to do 

diagnostic checking is residual analysis. The aim of the analysis is to realize whether the 

residuals are uncorrelated (white noise) or contain additional information that may be adopted 

by a more complex model (SAS Institute Inc, n.d.). In a well-fitted model, the residuals are 

expected to exhibit the property of white noise. The null hypothesis is that errors are random, 

which is white noise. The significant level will be 0.05 if the result is above 0.05, it means to 

accept the null hypothesis, and the white noise exists. The autocorrelation check of residuals 

for ARIMA (3, 1, 5) is listed in Table 21. In this case, first 12 lags’ values are higher than 

0.05, so the null hypothesis is accepted. The ARIMA (1, 1, 1) autocorrelation check of 

residual for Brent is showing in Table 22. As the first 12 lags’ value are greater than the 

significant level, the null hypothesis is accepted, the white noise exist in the model. 

 

Autocorrelation 

Check of Residuals 

        

To Lag Chi-

Square 

DF Pr > 

ChiSq 

Autocorrelations 
    

6 9.16 4 0.0573 -0.036 -0.019 0.001 0.012 0 -0.014 

12 17.14 10 0.0714 -0.028 -0.028 0.006 -0.011 0 0.002 

18 26.85 16 0.0432 -0.003 0.028 0.028 0.006 0.003 0.023 

24 35.42 22 0.035 -0.001 0.01 -0.011 -0.017 0.011 -0.035 

30 42.02 28 0.0432 0.021 0.018 0.025 -0.003 0.007 0.003 

36 56.43 34 0.0092 -0.018 0.018 -0.044 0.007 -0.006 -0.021 

42 82.27 40 <.0001 -0.018 0.055 0.019 0.039 0.017 0.011 

48 88.15 46 0.0002 -0.004 0.017 0.018 -0.023 0.006 0.009 

Table 21: ARIMA (3,1,5) Autocorrelation Check of Residuals 
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Table 22: Brent (1,1,1) Autocorrelation Check of Residuals 

 

 The taken ARIMA models apply to forecast crude oil volatilities, and then the out-of-sample 

validation performance need to be evaluated. The validation data is about 10% at the end of 

observations periods, and it has not been used in modelling step. In SAS Enterprise Miner, 

user can set up a specific amount of observations to forecast ahead. The forecasting and 

actual data is compared under several evaluation metrics, SSE, MAE, MSE, RMSE. The 

Table 23 and Table 24 shows the selected ARIMA model’s performance in the validation 

dataset. The finding is ARIMA (1, 1, 1) in Brent market are more accurate in forecasting out-

of-sample data than that of WTI ARIMA (3,1,5) 

Table 23: WTI ARIMA (3, 1, 5) Out-of-sample Performance 

Table 24: Brent ARIMA (1, 1, 1) Out-of-sample Performance 

Autocorrelation Check of Residuals 
       

To Lag Chi-

Square 

DF Pr > 
ChiSq 

Autocorrelations 
    

6 6.27 4 0.1798 0.005 0.002 -0.012 0.013 0.001 -
0.032 

12 10.27 10 0.4168 0.023 -0.01 -0.006 -
0.005 

0 -
0.014 

18 26.37 16 0.049 0.012 0.043 0.025 0.021 -
0.019 

0.001 

24 40.2 22 0.0103 -0.017 0.002 -0.026 -
0.032 

-
0.031 

0.007 

30 48.54 28 0.0094 0.03 0.026 0.002 -
0.008 

0.011 0.006 

36 57.9 34 0.0065 -0.005 -0.005 -0.024 -0.01 -
0.013 

-
0.034 

42 65.94 40 0.006 0.01 0.004 0.018 0.032 -
0.013 

0.007 

48 69.8 46 0.0134 0.005 -0.001 0.011 -
0.024 

0.002 -
0.009 

Market Model  Validation 

SSE  

Validation 

MAE 

Validation 

MSE  

Validation 

RMSE 

WTI  ARIMA 

(3,1,5) 

274.73611 0.54995 0.601173113 0.775353541 

Market Model  Validation 

SSE  

Validation 

MAE 

Validation 

MSE  

Validation 

RMSE 

Brent ARIMA 

(1,1,1)  

262.3164811 0.543547196 0.573996676 0.757625683 
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6.2.3 Performance Comparison  

ES and ARIMA models’ results are comparable, since both of them are using the same 

stationary data in modelling step. In line with the evaluation metrics tables, ARIMA model 

has better out-of-sample performance than the additive seasonal ES. Overall, ARIMA ( 3, 1, 

5) is the best univariate forecasting model in WTI; ARIMA (1, 1, 1) is the best univariate 

forecasting model in Brent. 

 

6.3 10-day Ahead Forecasting and 20-day Ahead Forecasting 

In 10-day and 20-day ahead forecasting, regression-class models and ANN models are 

excluding. The main reason is ANN as black box model is challengeable to interpret the 

model and its result. In this research, the complex forecasting models are used for short-term 

forecasting. Additive seasonal ES and ARIMA models’ 10-day ahead forecasting 

performance are listing in Table 25 to 28. From the table, additive seasonal ES is more 

accurate in forecasting 10-day ahead oil price for WTI and Brent, since the lower value of 

SSE, MAE, MSE and RMSE value.  

 For 20-day ahead forecasting, the models’ performance is listing in Table 29 to 32. Similar 

to 10-day ahead forecasting, additive seasonal ES has the lower error rates than ARIMA 

model. In summary, additive seasonal ES model is more accurate in forecasting short term 

light oil price than ARIMA model. 

Table 25: WTI Additive Seasonal ES 10 day-ahead forecasting 

Market Model Name Validation 

SSE  

Validation 

MAE 

Validation 

MSE  

Validation 

RMSE 

WTI 

 

ARIMA (3,1,5) 9.365580472 0.765451848 0.936558047 0.967759292 

Table 26 WTI ARIMA(3,1,5) 10 day-ahead forecasting 

Market  Model Name  Test SSE  Test MAE Test MSE  Test RMSE 

WTI 

 

Additive Seasonal 

Exponential Smoothing 

8.859644038 0.727224537 0.885964404 0.941256821 
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Table 27: Brent Additive Seasonal ES 10 day-ahead forecasting 

Market  Model Validation SSE  Validation MAE Validation 

MSE  

Validation 

RMSE 

Brent  ARIMA(1,1,1) 7.311084155 1.650101241 0.731108415 0.85504878 

Table 28: Brent(1,1,1) 10 day-ahead forecasting 

Market  Model Name  Validation 

SSE  

Validation 

MAE 

Validation 

MSE  

Validation 

RMSE 

WTI Additive Seasonal 

Exponential Smoothing 

19.92866683 0.736018434 0.996433342 0.998215078 

 Table 29: WTI Additive Seasonal ES 20-day Ahead Forecasting 

Table 30: WTI ARIMA(3,1,5) 20-day Ahead Forecasting 

Table 31: Brent Additive Seasonal ES 20-day Ahead Forecasting 

Market  Model  Validation 

SSE  

Validation 

MAE 

Validation 

MSE  

Validation 

RMSE 

Brent ARIMA (1,1,1) 12.82861335 0.647933011 0.641430667 0.800893668 

Table 32: Brent ARIMA(1,1,1) 20-day Ahead Forecasting 

 

7. Conclusion 
The purpose of this researchis to find the best forecasting models for Brent and WTI, and also 

the model for 10 and 20 day-ahead forecasting. Varied types of forecasting models are 

including in the dissertation, they are linear, advanced time series, and machine learning 

Market  Model Name  Validation 

SSE  

Validation 

MAE 

Validation 

MSE  

Validation 

RMSE 

Brent  Additive Seasonal 

Exponential Smoothing 

6.956191999 0.674958578 0.6956192 0.834037889 

Market  Model  Validation 

SSE  

Validation 

MAE 

Validation 

MSE  

Validation 

RMSE 

WTI ARIMA (3,1,5) 20.20635494 0.744674277 1.010317747 1.005145635 

Market  Model Name  Validation 

SSE  

Validation 

MAE 

Validation 

MSE  

Validation 

RMSE 

Brent Additive Seasonal 

Exponential 

Smoothing 

12.12291982 0.638066067 0.606145991 0.778553782 
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models, but each model has its own advantage and disadvantage in forecasting oil prices. In 

the multivariate models, MLR and Quadratics regression are classical statistics models, but 

unable to capture the nonlinear relation in the oil prices. In contrast, ANN-class models are 

able to capture the nonlinear relation, but they are challengeable to user for interpreting. 

Among MLR, quadratics regression, and ANN-class model, the quadratic regression is the 

best forecasting model which has lowest MSE, RMSE, and SSE in validation dataset. Model 

testing is not applying in multivariate models, since  

In the univariate time series model, ES-class models and ARIMA are fitting into the 

logarithmic return. ARIMA models predicting the WTI and Brent prices better in validation 

data, but additive seasonal ES models have lower error rate in both 10 and 20 day ahead 

forecasting. 

Overall, stepwise and forward quadratic regression are the best multivariate forecasting 

model for WTI and Brent individually. In univariate time series models, ARIMA (1,1,1) and 

ARIMA(3,1,5) are appropriate models in the forecasting; additive seasonal ES is excellent in 

forecasting 10 and 20 day-ahead WTI and Brent oil price. 

 

8. Future Research and Limitation 

Forecasting the crude oil price is very challenging, since the driving factors are varied and 

unpredictable. For model’s internal reason, the data and error metrics selection affects the 

forecasting accuracy. For external reasons, oil price is dependent of global economics and 

political issues, so there are several driving factors that should be considered in forecasting 

crude oil prices. In this dissertation, multivatuer forecasting model’s inputs are calculated 

from historical spot oil data. In further research, various economic factors should be included 

(e.g., supply, demand, inventory, GDP, and population). These economic factors may explain 

the volatilities in the spot oil prices.  

Since the limitation of time, this researchonly focuses on the applying basic univariate and 

multivariate models to forecast the crude oil volatilities. In the future research, more complex 

and advanced models are valuable to fit data for forecasting oil volatilities. From recent 

academic papers, increasing combined models are discussed and compared. Each forecasting 

model depicts its limitation and strength, combined models may exhibit stronger forecasting 

power than classical models  
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During the research, seasonality ES model has been found as optimal forecasting model 

among single, double, and triple ES models. Hence, more seasonality models are 

recommended to be applied in the future, like seasonal ARIMA models. In ANN model, it 

probably beneficial to using iterative neural filter (INF) to identify the number and period of 

seasonalise. 

As AI model is able to capture the complex relation of varaibles, the futher research on AI 

based forecating models are recommeded. However, most of machine learning forecasting 

models, they are facing the overffiting issue. Slim (2015) suggeted that more research is 

needed to deal with model overfitting problems. In this disseration, the method to prevent 

overfitting in ANN-class models is allocating more weights on validation test dataset; 

moreover, cross valiation method should be attempted for time series data in the future. 
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Appendix 2. WTI and Brent Spot Oil Return and Volatilities 
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Appendix 3: 10 Day-ahead Forecasting  
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Appendix 4: 20 Day-ahead Forecasting  
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