
PROOF COMPLEXITY AND THE BINARY ENCODING OF1

COMBINATORIAL PRINCIPLES∗2

STEFAN DANTCHEV † , NICOLA GALESI ‡ , ABDUL GHANI † , AND BARNABY3

MARTIN †4

Key words. Propositional proof complexity, Resolution, Lift-and-Project Methods, Sherali-5
Adams, Binary encoding6

AMS subject classifications. 68Q25, 03F207

Abstract. We consider proof complexity in light of the unusual binary encoding of certain8
combinatorial principles. We contrast this proof complexity with the normal unary encoding in9
several refutation systems, based on Resolution and Sherali-Adams.10

We firstly consider Res(s), which is an extension of Resolution working on s-DNFs. We prove an11
exponential lower bound of nΩ(k)/d(s) for the size of refutations of the binary version of the k-Clique12
Principle in Res(s), where s = o((log logn)1/3) and d(s) is a doubly exponential function. Our result13
improves that of Lauria et al. who proved a similar lower bound for Res(1), i.e. Resolution. For14
the k-Clique and other principles we study, we show how lower bounds in Resolution for the unary15
version follow from lower bounds in Res(logn) for the binary version, so we start a systematic study16
of the complexity of proofs in Resolution-based systems for families of contradictions given in the17
binary encoding.18

We go on to consider the binary version of the (weak) Pigeonhole Principle Bin-PHPm
n . We prove19

that for any δ, ϵ > 0, Bin-PHPm
n requires refutations of size 2n

1−δ
in Res(s) for s = O(log

1
2
−ϵ n).20

Our lower bound cannot be improved substantially with the same method since for m ≥ 2
√
n logn we21

can prove there are 2O(
√
n logn) size refutations of Bin-PHPm

n in Res(logn). This is a consequence22
of the same upper bound for the unary weak Pigeonhole Principle of Buss and Pitassi.23

We contrast unary versus binary encoding in the Sherali-Adams (SA) refutation system where we24
prove lower bounds for both rank and size. For the unary encoding of the Pigeonhole Principle and25
the Ordering Principle, it is known that linear rank is required for refutations in SA, although both26
admit refutations of polynomial size. We prove that the binary encoding of the (weak) Pigeonhole27
Principle Bin-PHPm

n requires exponentially-sized (in n) SA refutations, whereas the binary encoding28
of the Ordering Principle admits logarithmic rank, polynomially-sized SA refutations.29

We continue by considering a natural refutation system we call “SA+Squares”, intermediate30
between SA and Lasserre (Sum-of-Squares). This has been studied under the name static-LS∞+31
by Grigoriev et al. In this system, the unary encoding of the Linear Ordering Principle LOPn32
requires O(n) rank while the unary encoding of the Pigeonhole Principle becomes constant rank.33
Since Potechin has shown that the rank of LOPn in Lasserre is O(

√
n logn), we uncover an almost34

quadratic separation between SA+Squares and Lasserre in terms of rank. Grigoriev et al. noted35
that the unary Pigeonhole Principle has rank 2 in SA+Squares and therefore polynomial size. Since36
we show the same applies to the binary Bin-PHPn+1

n , we deduce an exponential separation for size37
between SA and SA+Squares.38

1. Introduction. Various fundamental combinatorial principles used in proof39

complexity may be given in first-order logic as sentences φ with no finite models. Riis40

discusses in [64] how to generate from φ a family of CNFs {φn}n∈N, such that φn41

encodes the fact that φ has a model of size n. If φ has no finite models, this family42

{φn}n∈N will be of unsatisfiable CNFs. Following Riis, it is typical to encode the43
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existence of such model with a big disjunction of the form va,1 ∨ . . . ∨ va,n,
∗∗ that we44

designate the unary encoding. As can be observed, in the unary encoding to capture45

the existence of a model one uses as many literals as elements of the model’s domain.46

However one can think of encoding the existence of such a model succinctly by using47

a binary encoding : each element j of the model can be captured by specifying log n48

bits, and then using variables ωjh
a,h capturing the parity jh of each bit h of the binary49

encoding bin(j) of j. The binary encoding of combinatorial statements is a natural50

extension to propositional formulas of the notion of the bit-graph representation of51

functions. As a simple example of the binary encoding, consider to have a disjunction52

of 4 variables w0 ∨w1 ∨w2 ∨w3. We can encode this in binary using two variables ω053

and ω1, where we express w0 as ¬ω0 ∧ ¬ω1, w1 as ¬ω0 ∧ ω1, w3 as ω0 ∧ ¬ω1, and w454

as ω0 ∧ ω1.55

One of the main aims of proof complexity is to find hard combinatorial properties56

whose propositional translation might lead to hard-to-prove formulas. The complex-57

ity of proving formulas in proof systems is measured as a function of the size (or58

other measures like, for instance, the maximal width in CNFs) of the formula to be59

proved. Combinatorial principles encoded in binary are interesting to study in proof60

complexity: on the one hand they preserve the combinatorial structure of the principle61

encoded, and on the other hand they give a more succinct propositional representation62

of the formula to be studied that could make easier the task of obtaining strong lower63

bounds. In fact in many recent works the binary encoding of combinatorial principles64

were used to prove hardness results for the complexity of proofs in several distinct65

proof systems and for different proof complexity measures.66

In light of this, Thapen and Skelley considered in [68] the binary encoding of a67

combinatorial principle on k-turn games GI3 and proved an exponential lower bound68

for refuting GI3 in Resolution. Several other examples followed and more recently69

the binary encoding of the Pigeonhole principle has been considered in several works.70

In [41], it was used to prove new size lower bounds for Cutting Planes, by a new71

technique. In [11], it was used to prove lower bounds for Res(s) refutations (which72

involved the relativised version of the weak pigeonhole principle). Very recently in73

[32], it is used for the generalisation and simplification of the NP-completeness of74

automatising Resolution [10]. Finally, in another recent work [42], where it is called75

the bit Pigeonhole Principle, it is used in a proof of lower bounds for k-party commu-76

nication complexity. However, binary encodings are meaningful to apply also to other77

combinatorial principles as well and also to other proof complexity measures. The78

work [51] solves an important open problem on the complexity of proofs in Resolution79

of a combinatorial principle expressing the presence of a k-clique in graphs, in the80

case of a binary encoding. Several techniques to prove space proof complexity lower81

bounds were applied successfully on the binary encoding of principles [34, 21, 22].82

In all these cases, considering the binary encoding led to significant lower bounds83

in an easier way than for the unary case. Of course the idea of considering succinct84

encodings is not new and is not limited to proof complexity. Use of the binary encoding85

in bounded arithmetic seems to predate its use in proof complexity. Furthermore,86

since the succinctness of the encoding of the formulas might affect the running time87

of routines having formulas as input, it is no surprise that binary encodings have been88

studied systematically in the “dual” applied area of SAT-solving [47, 56], where it is89

∗∗Here a is the sequence of universal variables preceding some single existential variable the
disjunction is witnessing. Such a disjunction appears for all existential variables in φ. An example
of this translation of a first-order sentence appears at the opening of Section 7.
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usual to try different encodings of the 1-from-n constraint to speed-up the running90

time of SAT-solvers both on satisfiable and unsatisfiable formulas. In [56, 70], what91

we call the binary encoding is referred to as logarithmic.92

Merging the results in [27, 28], the central thrust of this work is to start a system-93

atic study contrasting the proof complexity between the unary and binary encodings94

of natural combinatorial principles. To compare the complexity of proving proposi-95

tional binary and unary encodings we will consider several refutation systems, three96

distinct combinatorial principles (and their variants) and different complexity mea-97

sures. One of our main contributions is a lower bound similar to that obtained in98

[51] for the binary principle expressing the presence of k-cliques in graphs, for an99

extension of the Resolution system which allows bounded conjunctions, Res(s). In100

obtaining this lower bound we devise a new technique to prove size lower bounds in101

Res(s) which is suitable for binary encodings and which we also successfully apply to102

the case of the Pigeonhole Principle.103

104

2. Overview of the results. We consider three main combinatorial princi-105

ples to contrast binary and unary proof complexity: (1) the k-Clique Formulas,106

Cliquenk (G); (2) the (weak) Pigeonhole Principle PHPm
n ; and (3) the (Linear) Or-107

dering Principle, (L)OPn.108

The k-Clique Formulas introduced in [17, 18, 13] are formulas stating that a given109

graph G does have a k-clique and are therefore unsatisfiable when G does not contain110

a k-clique. The Pigeonhole Principle states that a total mapping f : [m] → [n] has111

necessarily a collision when m > n. Its propositional formulation in the negation,112

PHPm
n is well-studied in proof complexity (see among others: [38, 65, 30, 59, 62, 61,113

15, 24, 16, 14, 6, 3, 54]). The (L)OPn formulas encode the negation of the (Linear)114

Ordering Principle which asserts that each finite (linearly) ordered set has a maximal115

element and was introduced and studied, among others, in the works [45, 67, 23].116

Our work spans different proof systems. In fact, they are all actually refutation117

systems, though we often use the terms interchangeably.118

2.1. Resolution and Res(s). Res(s) is a refutational proof system extending119

Resolution to s-bounded DNFs, introduced by Kraj́ıček in [44]. As a generalisation120

of Resolution, the complexity of proofs in Res(s) for the unary encoding was largely121

analysed in several works [6, 31, 33, 65, 1, 60].122

A principal motivation for the present work is to approach size lower bounds of123

refutations in Resolution for families of contradictions in the usual unary encoding,124

by looking at the complexity of proofs in Res(s) for the corresponding families of125

contradictions where witnesses are given in the binary encoding. This method is126

justified by our observation, specified in Lemmas 4.1 and 5.1, that for a family of127

contradictions encoding a principle which is expressible as a Π2 first-order formula128

having no finite models, short Res(log n) refutations of their binary encoding can be129

obtained from short Resolution refutations for the unary encoding. In light of this130

observation we begin with the study of the binary version of the k-Clique Formula.131

Indeed a significant size lower bound for the unary version of the k-Clique Formulas132

in full Resolution is a long-standing open problem. At present such lower bounds are133

known only for restrictions of Resolution: in the treelike case [17], and, in a recent134

major breakthrough, for the case of read-once (or regular) Resolution [5].135

2.2. Sherali-Adams. It is well-known that questions on the satisfiability of136

propositional CNF formulas may be reduced to questions on feasible solutions for137
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certain Integer Linear Programs (ILPs). In light of this, several ILP-based proof138

(more accurately, refutation) systems have been suggested for propositional CNF139

formulas, based on proving that the relevant ILP has no solutions. Typically, this is140

accomplished by relaxing an ILP to a continuous Linear Program (LP), which itself141

may have (non-integral) solutions, and then reconstraining this LP iteratively until it142

has a solution iff the original ILP had a solution (which happens at the point the LP143

has no solution). Among the most popular ILP-based refutation systems are Cutting144

Planes [36, 25] and several others proposed by Lovász and Schrijver [53].145

Another method for solving ILPs was proposed by Sherali and Adams [66], and146

was introduced as a propositional refutation system in [26]. Since then it has been147

considered as a refutation system in the further works [29, 9]. The Sherali-Adams sys-148

tem (SA) is of significant interest as a static variant of the Lovász-Schrijver system149

without semidefinite cuts (LS). It is proved in [49] that the SA rank of a polytope,150

roughly speaking the number of iterations the polytope is reconstrained until it be-151

comes empty, is less than or equal to its LS rank; hence we may claim that with152

respect to rank SA is at least as strong as LS (though it is unclear whether it is153

strictly stronger).154

The binary encoding implicitly enforces an at-most-one constraint on the witness155

at the same time as it does the at-least-one. That is, it specifies a unique witness.156

Another way to enforce this is with unary functional constraints of the form va,1 +157

. . .+ va,n = 1 (cf. the unary functional encoding of Section 2.6), where a comes from158

a sequence of universal variables preceding the single existential variable the sum is159

witnessing. This contrasts with the standard unary encoding which would be of the160

form va,1 + . . . + va,n ≥ 1. We paraphrase our new variant as being (the unary)161

encoding with equalities or “SA-with-equalities” and study this variant explicitly.162

2.3. SA+Squares. We continue by considering a refutation system we call163

SA+Squares which is between SA and Lasserre (Sum-of-Squares) [48] (see also [49]164

for comparison between these systems). SA+Squares appears as Static-LS∞+ in [37],165

where SA is denoted Static-LS∞. In this system one can always assume the non-166

negativity of (the linearisation of) any squared polynomial. In contrast to our system167

SA-with-equalities, we will see that the rank of the unary encoding of the Pigeonhole168

Principle is 2, while the rank of the Ordering Principle is linear. We prove this by169

showing a certain moment matrix is positive semidefinite.170

2.4. Three combinatorial principles. We will now delve more deeply into171

known and new results for our three combinatorial principles. These are depicted172

in a visually agreeable fashion in Tables 1 and 2. The principles themselves will173

be introduced in the appropriate section, though there is a table at the end of the174

appendix in which they can be conveniently found together in both the unary and175

binary encodings. Let us adopt the following convention, which we will exemplify with176

the Pigeonhole Principle. PHP refers to the principle (independently of the coding177

of the witnesses), PHPm
n refers to the unary encoding and Bin-PHPm

n refers to the178

binary encoding.179
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Res(s) unary binary
not fpt

(Bin-)Cliquekn open nΩ(k)/d(s)

Corollary 4.9
subexponential upper almost exponential lower

(Bin-)PHP
m
n 2O(

√
n logn) 2n

1−δ

[24] Theorem 5.8
polynomial upper polynomial upper

(Bin-)OPn O(n3) O(n3)
[67] Lemma 9.2

SA size unary binary
quadratic upper exponential tight

(Bin-)PHP
n+1
n O(n2) 2Θ(n)

[63] Corollary 6.6

SA rank unary binary
linear tight logarithmic upper

(Bin-)LOPn n− 2 2 log n
[29] Corollary 7.3

Table 1
Comparison of proof complexity between unary and binary encodings. In the first table, d(s) is

a doubly exponential function and consider m to be exponential in n. A fixed parameter tractable
(fpt) complexity takes the form of f(k)nO(1) and is ruled out by our result for Bin-Cliquekn in Res(s).

unary rank SA SA-with-equalities SA+Squares Lasserre
linear linear constant constant

PHPn+1
n tight tight

[29] [29] [37] [37]
linear constant linear square root

LOPn tight tight almost tight
[29] Theorem 7.2 Theorem 8.2 [57]

binary size SA SA+Squares Lasserre
exponential polynomial polynomial

Bin-PHPn+1
n lower upper upper

Theorem 6.5 Theorem 8.1 a fortiori
polynomial polynomial polynomial

Bin-LOPn upper upper upper
Corollary 7.3 a fortiori a fortiori

Table 2
A comparison of rank/degree and size for our principles in Sherali-Adams and its relatives.

Here by, e.g., ‘linear’ we mean in the parameter n parameterising both families, and not the number
of variables.

2.4.1. The k-Clique Formulas. Deciding whether a graph has a k-clique is an180

important computational problem considered within computer science and its appli-181
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cations. It can be decided in time nO(k) by a brute force algorithm. It is then of182

the utmost importance to understand whether given algorithmic primitives are suffi-183

cient to design algorithms solving the Clique problem more efficiently than the trivial184

upper bound. Resolution refutations for the formula Cliquenk (G) (respectively any185

CNF F ), can be thought of as the execution trace of an algorithm, whose primitives186

are defined by the rules of the Resolution system, searching for a k-clique inside G187

(respectively deciding the satisfiability of F ). Hence understanding whether there188

are nΩ(k) size lower bounds in Resolution for refuting Cliquenk (G) would then answer189

the above question for algorithms based on Resolution primitives. This question was190

posed in [17] where they proved that for canonical graphs not containing k-cliques,191

that is k− 1-partite complete graphs, Cliquenk (G) can be refuted efficiently, that is in192

size O(n22k). In looking for classes of graphs making hard the formula Cliquenk (G)193

for Resolution, [17] considered the case when G is a random graph obtained by the194

Erdős-Rényi distribution on graphs. For graphs G in this family, they proved that195

Cliquenk (G) requires nΩ(k) size refutations in treelike Resolution, obtaining the desired196

lower bound but only for refutations restricted to tree form. Whether the lower bound197

for Cliquenk (G) holds for general DAG-like Resolution when G is a Erdős-Rényi ran-198

dom graph is a major open problem which motivates this paper and towards which we199

contribute. This specific problem acquired even more importance as a consequence of200

two more recent results. On the one hand very recently Atserias et al. in [4] proved201

an nΩ(k) lower bound for Cliquenk (G) when G is a Erdős-Rényi random graph for the202

case of read-once Resolution refutations, which is a restriction of DAG-like Resolution,203

where each variable can be resolved at most once along any path in the refutation.204

On the other hand in the work [51], Lauria et al. consider the binary encoding of205

Ramsey-type propositional statements, having as a special case a binary version of206

Cliquenk (G): Bin-Cliquenk (G). For this binary k-Clique Formula they obtain optimal207

nΩ(k) size lower bounds for unrestricted Resolution.208

Our Results. We prove (in Corollary 4.9) an nΩ(k)/d(s) lower bound for the size of209

refutations of Bin-Cliquenk in Res(o((log log n)1/3)), where d(s) is a doubly exponential210

function and G is a random graph as defined in [17].211

2.4.2. The (weak) Pigeonhole Principle. Lower bounds for Res(s) have ap-212

peared variously in the literature for the (weak) Pigeonhole Principle. Of most in-213

terest to us are those for the (moderately weak) Pigeonhole Principle PHP2n
n , for214

Res(
√
log n/ log log n) in [65], improved to Res(ϵ log n/ log log n) in [60]. Additionally,215

Buss and Pitassi, in [24], proved an upper bound of 2O(
√
n logn) for the size of refuting216

PHPm
n in Res(1) when m ≥ 2

√
n logn.217

In [11], an optimal lower bound is proven for the binary encoding of a relativised218

version of the pigeon-hole principle in Res(log). Their technique, however, heavily219

depends on the relativisation and the specific choice of the parameters: no set of αn220

pigeons out of nβ in total can be consistently mapped onto n holes for any α, β > 1.221

Proving a similar lower bound for the standard, unrelativised, version is a big question222

that remains wide open.223

In [29] Dantchev et al. have proved that the SA rank of (the polytope associated224

with) PHPn+1
n is n−2 (where n is the number of holes). That there is a polynomially-225

sized refutation in SA of PHPn+1
n is noted in [63]. Grigoriev et al. have noted in [37]226

that there is a rank 2 and polynomially-sized refutation of PHPn+1
n in Lasserre, and227

it is straightforward to see that this may be implemented in SA+Squares.228

Our Results. We prove that in Res(s), for all ϵ > 0 and s ≤ log
1
2−ϵ(n), the229

shortest proofs of Bin-PHPm
n , require size 2n

1−δ

, for any δ > 0 (Theorem 5.8). This230

6

This manuscript is for review purposes only.



is the first size lower bound known for the Bin-PHPm
n in Res(s). As a by-product of231

this lower bound we prove a lower bound of the order 2Ω( n
log n ) (Theorem 5.4) for the232

size of the shortest Resolution refutation of Bin-PHPm
n . Our lower bound for Res(s)233

is obtained through a technique that merges together the random restriction method,234

an inductive argument on the s of Res(s) and the notion of minimal covering of a235

k-DNF of [65].236

Since we are not using any (even weak) form of Switching Lemma (as for in-237

stance in [65, 1]), we consider how tight is our lower bound in Res(s). We prove that238

Bin-PHPm
n (Theorem 5.9) can be refuted in size 2O(n) in treelike Res(1). This upper239

bound contrasts with the unary case, PHPm
n , which instead requires treelike Res(1)240

refutations of size 2Ω(n logn), as proved in [16, 30].241

For the Pigeonhole Principle, similarly to the k-Clique Principle, we can prove242

that short Res(log n) refutations for Bin-PHPm
n can be efficiently obtained from short243

Res(1) refutations of PHPm
n (Lemma 5.1). This allows us to prove that our lower244

bound is almost optimal: from the aforementioned result of Buss and Pitassi [24] we245

deduce an exponential lower bound is not possible for Bin-PHPm
n in Res(log n).246

We prove that the binary encoding Bin-PHPm
n requires exponential size in SA247

(Theorem 6.5), contrasting with the mentioned polynomially-sized refutations of the248

unary PHPm
n . Finally, we prove that Bin-PHPm

n has polynomially sized and rank 2249

refutations in SA+Squares (Theorem 8.1), in line with the corresponding result for250

the unary Pigeonhole Principle from [37].251

2.4.3. Ordering Principles. The Linear ordering formulas LOPn claim that a252

linear ordering of some domain has no minimal element. In the case of finite domains,253

it is false. They were used in [23, 35] as families of formulas witnessing the optimality254

of the size-width tradeoffs for Resolution ([15]), so that they require high width to255

be refuted, but still admit polynomial size refutations in Resolution. If we drop the256

stipulation that the order is linear (total), we call the principle OPn.257

In [29] we showed that the SA rank of (the polytope associated with) LOPn is258

n − 2. Since it is known that SA polynomially simulates Resolution (see e.g. [29]),259

it follows that there is a polynomially-sized refutation in SA of LOPn. Potechin has260

proved that LOPn has refutations in Lasserre of degree O(
√
n log n). Though he uses261

a different version of LOPn from us, we will see that his upper bound still applies.262

Our Results. Firstly, we prove that Bin-OPn is polynomially provable in Res-263

olution. Secondly, and in the world of SA, we prove that the (unary) encoding of264

the Ordering Principle with equalities has rank 2 and polynomial size. This allows265

us to prove that Bin-LOPn has SA rank at most 2 log n and polynomial size. We266

prove a rank lower bound in SA+Squares for LOPn of Ω(n), thus giving a quadratic267

separation in terms of rank between SA+Squares and Lasserre.268

2.5. Main technical contributions. As observed, one of the main contribu-269

tions of this work is the nΩ(k)/d(s) size lower bounds for Res(s) refutations of Bin-Cliquenk (G)270

when G is a random graph as, for example, defined in [17]. The interest of this271

lower bound lies in the fact that the Resolution complexity of Cliquenk (G) at present272

is unknown and, as we prove in this paper, this lower bound would follow from a273

meaningful lower bound for Bin-Cliquenk (G) in Res(log n). Our result for Res(s) for274

Bin-Cliquenk (G) hence contributes towards this goal.275

The main mathematical tool used so far to prove size lower bounds in Res(s) is a276

simplified version of the H̊astad Switching Lemma [40] which was introduced in the277

work of Segerlind, Buss and Impagliazzo [65] and later used (and slightly improved278

in [60]) in all other works proving size lower bounds for Res(s) [1]. Only for Res(2),279
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in the work [6], there is an example of a size lower bound using a random restriction280

method inherited from Resolution.281

In this work we devise a recursive method to prove size lower bounds in Res(s),282

which is especially suitable for binary principles and runs by recursion from s to 1.283

Contrary to previous methods, our method does not use any form of the H̊astad284

Switching Lemma. The main ingredients of our approach are: (1) special classes285

of random restrictions, which are especially suited for binary principles and can be286

easily composed recursively; (2) the notion of covering number for a DNF (that is the287

minimal number of literals covering all the terms of a DNF), which was introduced288

in [65]. The high level idea of the lower bound proof is as follows. Setting the289

covering number in the proper way, the recursion process applied on an allegedly290

small refutation of a binary principle in Res(s) ends with a small Res(1), that is291

Resolution, refutation of a simplification of the same principle defined on a smaller292

but still meaningful domain. At this point it is sufficient to prove (or to use if known)293

a size lower bound for the principle in Resolution.294

The lower bound for the k-Clique Formulas in Res(s) is obtained by capturing a295

hardness property for the k-Clique Formulas which closely follows those defined in [17]296

for the unary case and later used and extended in [52, 4]. However, differently from297

previous lower bounds, we isolate the hardness property in a definition (see Definition298

4.2) and a lemma called the Extension Lemma (see Lemma 4.3), whose aim is that of299

capturing the existence of non-trivial families of partial assignments that applied to300

the k-Clique Formula do not trivialise its Resolution refutations. This is inspired by301

the Atserias-Dalmau [7] approach to prove width lower bounds (and hence size lower302

bounds) for Resolution.303

2.6. Contrasting unary and binary principles. We go on to consider the304

relative properties of unary and binary encodings, especially for Resolution. We take305

the case in which the principle is binary and involves total comparison on all its306

relations. That is, where there are axioms of the form vi,j ⊕ vj,i, where ⊕ indicates307

XOR, for each i ̸= j. We argue that the proof complexity in Resolution of such308

principles will not increase significantly (by more than a polynomial factor) when309

shifting from the unary encoding to the binary encoding.310

The unary functional encoding of a combinatorial principle replaces the big dis-311

junctive clauses of the form vi,1 ∨ . . . ∨ vi,n, with vi,1 + . . .+ vi,n = 1, where addition312

is made on the natural numbers. We already met this in the context of SA, but it is313

equivalent to augmenting the axioms ¬vi,j ∨ ¬vi,k, for j ̸= k ∈ [n]. One might argue314

that the unary functional encoding is the true unary analog to the binary encoding,315

since the binary encoding naturally enforces that there is a single witness alone. It316

is likely that the non-functional formulation was preferred for its simplicity (similarly317

as the Pigeonhole Principle is often given in its non-functional formulation).318

In Subsection 9.1, we prove that the Resolution refutation size increases by only319

a quadratic factor when moving from the binary encoding to the unary functional320

encoding. This is interesting because the same does not happen for treelike Resolu-321

tion, where the unary encoding of the Pigeonhole Principle has complexity 2Θ(n logn)322

[16, 30], while, as we prove in Subsection 5.1 (Theorem 5.9), the binary (functional)323

encoding is 2Θ(n). The unary encoding complexity is noted in [31] and remains true for324

the unary functional encoding with the same lower-bound proof. The binary encoding325

complexity is addressed directly in this paper.326

2.7. Structure of the paper. After the preliminaries in Section 3, we move on327

to the Res(s) lower bounds for Bin-Cliquenk in Section 4 and Bin-PHPm
n in Section 5.328
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In Section 6 we prove our SA size lower bound for Bin-PHPm
n and in Section 7329

we prove our SA size and rank upper bounds for the Linear Ordering Principle with330

equalities, which apply, as a corollary, also to to Bin-LOPn. In Section 8, we introduce331

SA+Squares and discuss upper bounds for PHP and give a lower bound for LOPn.332

In Section 9, we make further comments on the contrasts between unary and binary333

encodings in general for Resolution. In Section 10, we make some final remarks.334

Two objects inhabit an appendix. Firstly, an argument that Potechin’s Lasserre335

upper bound for LOPn from [57] applies also to our encoding. Secondly, a table336

recapping the unary and binary encodings of the main principles.337

3. Preliminaries. Let [n] be the set {1, . . . , n}. Let us assume, without loss338

of much generality, that n is a power of 2. Cases where n is not a power of 2 are339

handled in the binary encoding by explicitly forbidding possibilities. Let bin(a) be340

the sequence a1 . . . alogn, which is a written in binary, say from the most significant341

digit to the least.342

If v is a propositional variable, then v0 = ¬v indicates the negation of v, while v1343

indicates v. We denote by⊤ and⊥ the Boolean values “true” and “false”, respectively.344

A literal is either a propositional variable or a negated variable. We will denote345

literals by small letters, usually l’s. An s-conjunction (s-disjunction) is a conjunction346

(disjunction) of at most s literals. A clause with s literals is an s-disjunction. The347

width w(C) of a clause C is the number of literals in C. A term (s-term) is either a348

conjunction (s-conjunction) or a constant, ⊤ or⊥. An s-DNF or s-clause (s-CNF ) is a349

disjunction (conjunction) of an unbounded number of s-conjunctions (s-disjunctions).350

We will use calligraphic capital letters to denote s-CNFs or s-DNFs, usually Cs for351

CNFs, Ds for DNFs and Fs for both. For example, ((v1∧¬v2)∨ (v2∧v3)∨ (¬v1∧v3))352

is an example of a 2-DNF and its negation ((¬v1 ∨ v2) ∧ (¬v2 ∨ ¬v3) ∧ (v1 ∨ ¬v3)) is353

an example of a 2-CNF.354

3.1. Res(s) and Resolution. We can now describe the propositional refutation355

system Res (s) ([43]). It is used to refute (i.e. to prove inconsistency) of a given set356

of s-clauses by deriving the empty clause from the initial clauses. There are four357

derivation rules:358

1. The ∧-introduction rule is359

D1 ∨
∧

j∈J1
lj D2 ∨

∧
j∈J2

lj

D1 ∨ D2 ∨
∧

j∈J1∪J2
lj

,360

provided that |J1 ∪ J2| ≤ s.361

2. The cut (or resolution) rule is362

D1 ∨
∨

j∈J lj D2 ∨
∧

j∈J ¬lj
D1 ∨ D2

.363

3. The two weakening rules are364

D
D ∨

∧
j∈J lj

and
D ∨

∧
j∈J1∪J2

lj

D ∨
∧

j∈J1
lj

,365

provided that |J | ≤ s.366

A Res(s) refutation can be considered as a directed acyclic graph (DAG), whose367

sources are the initial clauses, called also axioms, and whose only sink is the empty368

clause. We shall define the size of a proof to be the number of internal nodes of the369
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graph, i.e. the number of applications of a derivation rule, thus ignoring the size of the370

individual s-clauses in the refutation. In principle the s from “Res(s)” could depend371

on n — an important special case is Res(log n).372

Clearly, Res(1) is (ordinary) Resolution, working on clauses, and using only the373

cut rule, which becomes the usual resolution rule, and the first weakening rule. Given374

an unsatisfiable CNF C, and a Res(1) refutation π of C the width of π, w(π), is the375

maximal width of a clause in π. The width of refuting C in Res(1), w(⊢ C), is the376

minimal width over all Res(1) refutations of C.377

A covering set for an s-DNF D is a set of literals L such that each term of D has378

at least one literal in L. The covering number c(D) of an s-DNF D is the minimal379

size of a covering set for D. We extend the definition of covering number to the case380

of s-CNFs: the covering number of a s-CNF F is the covering number of the DNF381

obtained by applying De Morgan simplifications to ¬F .382

Let F(v1 . . . , vn) be a boolean s-DNF (resp. s-CNF) defined over variables V =383

{v1, . . . , vn}. A partial assignment ρ to F is a truth-value assignment to some of the384

variables of F : dom(ρ) ⊆ V . By F↾ρ we denote the formula F ′ over variables in385

V \ dom(ρ) obtained from F after simplifying in it the variables in dom(ρ) according386

to the usual boolean simplification rules of clauses and terms.387

Similarly to what was done for treelike Res(s) refutations in [33], if we turn a388

Res(s) refutation of a given set of s-clauses F upside-down, i.e. reverse the edges of389

the underlying graph and negate the s-clauses on the vertices, we get a special kind of390

restricted branching s-program whose nodes are labelled by s-CNFs and at each node391

some s-disjunction is questioned. The restrictions placed on the branching program392

are as follows.393

Each vertex is labelled by an s-CNF which partially represents the information394

that can be obtained along any path from the source to the vertex (this is a record395

in the parlance of [58]). Obviously, the (only) source is labelled with the constant ⊤.396

There are two kinds of queries that can be made by a vertex:397

1. Querying a new s-disjunction, and branching on the answer, which can be398

depicted as follows.399

(3.1)

C
?
∨

j∈J lj
⊤ ↙ ↘ ⊥

C ∧
∨

j∈J lj C ∧
∧

j∈J ¬lj

400

2. Querying a known s-disjunction, and splitting it according to the answer:401

(3.2)

C∧
∨

j∈J1∪J2
lj

?
∨

j∈J1
lj

⊤ ↙ ↘ ⊥
C ∧

∨
j∈J1

lj C ∧
∨

j∈J2
lj

402

There are two ways of forgetting information,403

(3.3)
C1 ∧ C2

↓
C1

and

C ∧
∨

j∈J1
lj

↓
C ∧

∨
j∈J1∪J2

lj

,404

the point being that forgetting allows us to equate the information obtained along two405

different branches and thus to merge them into a single new vertex. For simplicity406
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when calculating the size of refutation subtrees, let us assume that a weakening may407

be integrated into either side of a query. A sink of the branching s-program must be408

labelled with the negation of an s-clause from F . Thus the branching s-program is409

supposed by default to solve the Search Problem for F : given an assignment of the410

variables, find a clause which is falsified under this assignment.411

The equivalence between a Res(s) refutation of F and a branching s-program of412

the kind above is obvious. Naturally, if we allow querying single variables only, we get413

branching 1-programs – decision DAGs – that correspond to Resolution. If we do not414

allow the forgetting of information, we will not be able to merge distinct branches, so415

what we get is a class of decision trees that correspond precisely to the treelike version416

of these refutation systems. The queries of the form (3.1) and (3.2) as well as forget-417

rules of the form (3.3) give rise to a Prover-Adversary game (see [58] where this game418

was introduced for Resolution). In short, Adversary claims that F is satisfiable, and419

Prover tries to expose him. Prover always wins if her strategy is kept as a branching420

program of the form we have just explained, whilst a good (randomised) Adversary’s421

strategy would show a lower bound on the branching program, and thus on any Res (s)422

refutation of F .423

Lemma 3.1. If a CNF ϕ has a refutation in Res(k + 1) of size N , whose corre-424

sponding branching (k + 1)-program has no (k + 1)-CNFs of covering number ≥ d,425

then ϕ has a Res(k) refutation of size 2d+1 ·N (which is ≤ ed ·N when d > 4).426

427

Proof. In the branching program, consider a (k+1)-CNF ϕ whose covering number428

< d is witnessed by variable set V ′ := {v1, . . . , vd−1}. At this node some (k + 1)-429

disjunction (l1 ∨ . . . ∨ lk ∨ lk+1) is questioned.430

Now in place of the CNF record ϕ in our original branching program we expand431

a mini-tree of size 2d+1 with 2d leaves questioning all the variables of V ′ as well as432

the literal lk+1. Clearly, each evaluation of these reduces ϕ to a k-CNF that logically433

implies ϕ. This may involve a weakening step in the corresponding Res(k) refutation.434

It remains to explain how to link the leaves of these mini-trees to the roots of other435

mini-trees. At each leaf we look to see whether we have the information lk+1 or ¬lk+1.436

If lk+1 then we link immediately to the root of the mini-tree corresponding to the yes-437

answer to (l1 ∨ . . .∨ lk ∨ lk+1) (without asking a question). If ¬lk+1 then we question438

(l1 ∨ . . . ∨ lk) and, if this is answered yes, link the yes-answer to (l1 ∨ . . . ∨ lk ∨ lk+1),439

otherwise to its no-answer.440

3.2. Sherali-Adams via (integer) linear programming. Following [29] we441

define the SA proof system in a ILP form and hence in terms of linear inequalities442

and we explain later the equivalence with an alternative definition by polynomials.443

Let C be a CNF C1 ∧ . . . ∧ Cm in variables V = {v1, . . . , vn}. Let LV =444

{v1, . . . , vn,¬v1, . . . ,¬vn} and adopt the convention that for l ∈ LV , if l = ¬v then445

l̄ = v and if l = v, then l̄ = ¬v. First we introduce a set of integer variables of the446

form ZD, where D is a conjunction of distinct literals in LV , with the meaning that447

Z∧
ili

is false if its subscript is false.∗448

We consider Z1 = Z∅, where ∅ is an empty conjunction, to be associated with the449

monomial equation 0 = 0 and we assume that the names of the Z variables fulfil the450

basic properties of the ∧ operator such as commutativity and idempotence. So, for451

∗We are considering here n new formal variables V̄ = {v̄1, . . . , v̄n} such that v = (1 − v̄). This
allow us to compactly write a polynomial of the form

∏
i(1− vi) as a monomial

∏
i v̄i, modulo the

set of polynomials stating that v + v̄ = 1 taken for all variables v.
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instance, ZD1∧D2
is the same variable as ZD2∧D1

, or Z1∧D as well as ZD∧D are both452

the variable ZD.453

For 0 ≤ r < 2n let Dr be the set of the conjunctions of at most r literals in454

LV (being 1 the empty conjunction). We let PC
r to be the polytope specified by the455

following inequalities.456

0 ≤ Zl∧D ≤ ZD l ∈ LV , D ∈ Dr(3.4)457

Zl∧D + Zl̄∧D = ZD l ∈ LV , D ∈ Dr(3.5)458

(ZD∧l1 + · · ·+ ZD∧lk) ≥ ZD (l1 ∨ . . . ∨ lk) ∈ C,D ∈ Dr(3.6)459

Observe that PC
0 , the polytope associated to C, is specified by the inequalities 0 ≤ Zl ≤ 1 l ∈ LV

Zl + Zl̄ = 1 l ∈ LV

Zl1 + · · ·+ Zlk ≥ 1 (l1 ∨ . . . ∨ lk) ∈ C

It is clear that PC
0 contains integral {0, 1} points if and only if C is satisfiable.460

Sherali-Adams (SA) is a static refutation method that takes the polytope PC
0461

whose dimension is 2n and r-lifts it, by the definition of new variables and constraints,462

to another polytope PC
r whose dimension is

∑r+1
λ=0

(
2n
λ

)
. Observe that on unsatisfiable463

CNFs C, PC
0 does not contain integral points but it is not necessarily empty, while464

necessarily PC
2n is the empty polytope (indeed, already PC

n−1 is empty). Hence the465

following definition is meaningful.466

Definition 3.2. The SA-rank of an unsatisfiable CNF C (we equivalently say467

the SA-rank of PC
0 ) is the minimal r ≤ 2n such that PC

r is the empty polytope. A468

SA-refutation of C is a subset of constraints in the definition of PC
r that defines an469

empty polytope.470

Note that SA is polynomially verifiable due to the tractability of linear programming.471

Let us point out some simple properties we use later. It is easy to see that472

for r′ ≤ r, the defining inequalities of PC
r′ are included in those of PC

r . Hence any473

solution to the inequalities of PC
r gives rise to solutions of the inequalities of PC

r′ , when474

projected onto its variables. If D′ is a conjunction of r′ literals, then ZD∧D′ ≤ ZD475

follows by transitivity from r′ instances of (3.4). We refer to the property ZD∧D′ ≤ ZD476

as monotonicity. Finally, let us note that Zv∧¬v = 0 holds in PC
1 and follows from a477

single lift of an equality of negation.478

Our use of distinct literals Zv and Z¬v, with the axioms (3.2), is not followed in479

all expositions of Sherali-Adams as a refutation system SA. Indeed, in [8], the use480

of these so-called twin variables begets a new refutation system labelled SAR (in an481

apparent homage to the PCR of [2]). Note that the rank measure is equivalent in482

both versions of SA, and size lower bounds, for our version with twin variables, are483

at least as strong as with the alternative version.484

3.2.1. Sherali-Adams via polynomials. Here we give an alternative defini-485

tion of Sherali-Adams and explain its relation to the one just given.486

Definition 3.3. A Sherali-Adams refutation of a set of linear inequalities a1 ≥487

0, . . . , am ≥ 0 over a set of variables V is a formal equality of the form488

(3.7) c0 +

m∑
i=1

ciai = −1489
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where each ci is a polynomial over V with non-negative coefficients, and the multiplica-490

tion is carried out over the quotient ring RV /{v2− v : v ∈ V } (that is, idempotently).491

The degree of the refutation is the maximum degree of the polynomials ciai. The size492

of the refutation is the total number of monomials appearing with nonzero coefficients493

on the left hand side of (3.7)494

It is clear that Sherali-Adams is sound, in the sense that if a set of linear in-495

equalities admits a Sherali-Adams refutation then it has no 0/1 solutions. Once the496

degree is fixed, the search for the coefficients of the ci in Equation (3.7) can be for-497

mulated as a linear program. It can be seen that the dual of this program is exactly498

the definition given first (see, e.g., [49]). Imagine, for some CNF C over the variables499

V = {v1, . . . , vn} and some rank r, that PC
r is nonempty. Then pick some x ∈ PC

r500

and define a linear operator λ on monomials of degree at most r + 1 defined by501

λ(vx1
· vx2

· · · vxd
) = x(Zvx1

∧...∧vxd
). Then the set of inequalities gotten from sending502

each clause l1 ∨ . . . ∨ lk in C to
∑k

i=1 li ≥ 1 has no Sherali-Adams refutation of de-503

gree at most r, because then λ when applied to both sides of (3.7) would produce a504

contradiction.505

4. Res(s) and the binary encoding of k-Clique. Consider a graph G such506

that G is formed from k blocks of n nodes each: G = (
⋃

b∈[k] Vb, E), where edges may507

only appear between distinct blocks. Thus, G is a k-partite graph. Let the edges in508

E be denoted as pairs of the form E((i, a), (j, b)), where i ̸= j ∈ [k] and a, b ∈ [n].509

The (unary) k-Clique CNF formulas Cliquenk (G) has variables vi,q with i ∈ [k], q ∈510

[n], with clauses ¬vi,a ∨¬vj,b whenever ¬E((i, a), (j, b)) (i.e. there is no edge between511

node a in block i and node b in block j), and clauses
∨

a∈[n] vi,a, for each block i.512

This expresses that G has a k-clique (with one vertex in each block), which we take513

to be a contradiction, since we will arrange for G not to have a k-clique. Notice that514

this formula encodes the fact that the graph contains a transversal k-clique, that is,515

a k-clique in which each node belongs to a different block. As noticed in [17, 4] a516

graph can contain a k-clique but no transversal k-clique for a given partition. Finding517

a transversal k-clique in a given graph is intuitively more difficult then finding a k-518

clique, hence proving that a graph does not contain a transversal k-clique should be519

easier than proving it does not contain any k-clique. This was formally proved to hold520

even for treelike Resolution (see Lemma 2.2 in [4]).521

Bin-Cliquenk (G) variables ωi,j range over i ∈ [k], j ∈ [log n]. Let us assume for
simplicity of our exposition that n is a power of 2, the general case requires the explicit
forbidding of certain combinations. Let a ∈ [n] and let a1 . . . alogn be bin(a). Each
(unary) variable vi,a semantically corresponds to the conjunction (ωa1

i,1∧ . . .∧ω
alog n

i,logn),
where

ω
aj

i,j =

{
ωi,j if aj = 1
¬ωi,j if aj = 0

Hence in Bin-Cliquenk (G) we encode the unary clauses ¬vi,a ∨ ¬vj,b, by the clauses

(ω1−a1
i,1 ∨ . . . ∨ ω

1−alog n

i,logn ) ∨ (ω1−b1
j,1 ∨ . . . ∨ ω

1−blog n

j,logn ).

Notice that the wide clauses
∨

a∈[n] vi,a from the unary encoding automatically become522

true under the binary encoding.523

By the next lemma short Resolution refutations for Cliquenk (G) can be translated524

into short Res(log n) refutations of Bin-Cliquenk (G). Hence to obtain lower bounds525

for Cliquenk (G) in Resolution, it suffices to obtain lower bounds for Bin-Cliquenk (G) in526

Res(log n).527
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Lemma 4.1. Suppose there are Resolution refutations of Cliquenk (G) of size S.528

Then there are Res(log n) refutations of Bin-Cliquenk (G) of size S.529

Proof. Where the decision DAG for Cliquenk (G) questions some variable vi,a, the530

decision branching log n-program questions instead (ω1−a1
1,1 ∨ . . . ∨ ω

1−alog n

1,logn ) where531

the out-edge marked true in the former becomes false in the latter, and vice versa.532

What results is indeed a decision branching log n-program for Bin-Cliquenk (G), and533

the result follows.534

Following [17, 4, 51] we consider Bin-Cliquenk (G) formulas where G is a random535

graph distributed according to a variation of the Erdős-Rényi distribution as defined536

in [17]. In the standard model, random graphs on n vertices are constructed by537

including every edge independently with probability p. It is known (see for example538

[19, 20]) that k-cliques appear at the threshold probability p∗ approximately equal to539

n− 2
k−1 : If p < p∗, then with high probability there is no k-clique. Following [17, 4, 51]540

we consider random graphs G on kn vertices where an edge is present between two541

vertices in distinct blocks with probability p = n−(1+ϵ) 2
k−1 , for ϵ a constant. We542

call this distribution Gn
k,ϵ(p) and we use the notation G ∼ Gn

k,ϵ(p) to say that G is a543

graph drawn at random from Gn
k,ϵ(p). In the next sections we explore lower bounds544

for Bin-Cliquenk (G) in Res(s) for s ≥ 1, when G ∼ Gn
k,ϵ(p).545

4.1. Isolating the properties of G. Let α be a constant such that 0 < α < 1.546

Define a set of vertices U in G, U ⊆ V to be an α-transversal if: (1) |U | = αk, and547

(2) for all b ∈ [k], |Vb ∩ U | ≤ 1. Let B(U) ⊆ [k] be the set of blocks mentioned in U ,548

and let B(U) = [k] \B(U). We say that U is extendable in a block b ∈ B(U) if there549

exists a vertex a ∈ Vb that is a common neighbour of all nodes in U , i.e. a ∈ Nc(U)550

where Nc(U) is the set of common neighbours of vertices in U : Nc(U) = {v ∈ V | v ∈551 ⋂
u∈U N(u)}.552

Let σ be a partial assignment (a restriction) to the variables of Bin-Cliquenk (G)553

and β a constant such that 0 < β < 1. We say σ is β-total if σ assigns precisely554

⌊β log n⌋ bits in each block b ∈ [k], i.e. ⌊β log n⌋ variables ωb,i in each block b. Note555

that in general we do not choose the same ⌊β log n⌋ bits in each block. Let v = (i, a)556

be the a-th node in the i-th block in G. We say that a restriction σ is consistent with557

v if for all j ∈ [log n], σ(ωi,j) is either aj or not assigned.558

Definition 4.2. Let 0 < α, β < 1. An α-transversal set of vertices U is β-559

extendable, if for all β-total restrictions σ, there is a node vb in each block b ∈ B(U),560

such that σ is consistent with vb.561

An α-transversal is just a set of vertices U comprised of a single vertex from each of562

αk blocks. It is β-extendable if, for any restriction assigning ⌊β log n⌋ bits in each563

block, there is a vertex adjacent to U in each block outside of U .564

Lemma 4.3 (Extension Lemma). Let 0 < ϵ < 1, let k ≤ log n. Let 1 > α > 0565

and 1 > β > 0 such that 1 − β > 4α(1 + ϵ). Let G ∼ Gn
k,ϵ(p). Over choices of the566

graph G, with probability strictly greater than zero, both the following properties hold:567

1. all α-transversal sets U are β-extendable;568

2. G does not have a k-clique.569

Proof. Let U be an α-transversal set and σ be a β-total restriction. The proba-570

bility that a vertex w is in Nc(U) is pαk. Hence w ̸∈ Nc(U) with probability (1−pαk).571

After σ is applied, in each block b ∈ B(U) there remain 2logn−β logn = n1−β available572

consistent vertices. Hence the probability that we cannot extend U in each block of573
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B(U) after σ is applied is (1− pαk)n
1−β

. Fix c = 2 + 2ϵ and δ = 1− β − 2αc. Notice574

that δ > 0 by our choice of α and β. Since p = 1

n
c

k−1
, the previous probability is575

(1 − 1/nαc(k/k−1))n
1−β

, which is at most (1 − 1/n2αc)n
1−β

, which in turn is at most576

e−
n1−β

n2αc = e−nδ

(since e−x = limm→∞(1−x/m)m and indeed e−x ≥ (1−x/m)m when577

x,m ≥ 1).578

There are
(

k
αk

)
possible α-transversal sets U and (

(
logn
β logn

)
· 2β logn)k possible β-579

total restrictions σ. Let us count the combinations of these:580 (
k
αk

)
· (
(

logn
β logn

)
· 2β logn)k ≤ kαk · (log n)βk logn · 2βk logn

= 2αk log k+βk logn log logn+βk logn

≤ 2log
3 n.

Note that the last inequality uses k ≤ log n. Hence the probability that there is in581

G an α-transversal set U which is not β-extendable is at most e−nδ · 2log3 n which is582

tending to zero as n tends to infinity.583

To bound the probability that G contains a k-clique, notice that this probability584

is bounded above by the expected number of cliques. Now, the expected number of585

k-cliques can be calculated from the potential maximal number of k-cliques multiplied586

by the probability that each of these forms a k-clique, that is nkp(
k
2) = nkp(k(k−1)/2).587

Recalling p = 1/nc/k−1, we get that the expected number of k-cliques is nkn−ck/2 =588

nk−ck/2. Since c = 2 + 2ϵ, k − ck/2 = −ϵk. Hence nkn−ck/2 = n−ϵk ≤ n−ϵ, which is589

tending to zero as n tends to infinity.590

So the probability that either property (1) or (2) does not hold is bounded above591

by 2log
3 n · e−nδ

+ n−ϵ which is strictly less than one for sufficiently large n.592

4.2. Res(s) lower bounds for Bin-Cliquenk . Let s ≥ 1 be an integer. Call a593
1

2s+1 -total assignment to the variables of Bin-Cliquenk (G) an s-restriction. A random594

s-restriction for Bin-Cliquenk (G) is an s-restriction obtained by choosing indepen-595

dently in each block i, ⌊ 1
2s+1 log n⌋ variables among ωi,1, . . . , ωi,logn, and setting these596

uniformly at random to 0 or 1.597

Let s, k ∈ N, s, k ≥ 1 and let G∼ Gn
k,ϵ(p) be a graph over nk nodes and k598

blocks which does not contain a k-clique. Fix δ = 1
2·962 and p(s) = 2s

2+3s and599

d(s) = (p(s)s)s.600

Let Bin-Cliquenk (G)↾ρ denote Bin-Cliquenk (G) restricted by ρ. Consider the fol-601

lowing property.602

Definition 4.4. We say that property Clique(G, s, k) holds if for any s-restriction603

ρ, there are no Res(s) refutations of Bin-Cliquenk (G)↾ρ of size less than n
δ(k−1)
d(s) .604

If the property Clique(G, s, k) holds, we immediately have an nΩ(k) size lower bound605

for refuting Bin-Cliquenk (G) in Res(s) (if we view s as a constant).606

Corollary 4.5. Let s, k be integers, s ≥ 1, k > 1. Let G be a graph and assume607

that Clique(G, s, k) holds. Then there are no Res(s) refutations of Bin-Cliquenk (G) of608

size smaller than nδ k−1
d(s) .609

Proof. Choose ρ to be any s-restriction. The result follows from the previous610

definition since the shortest refutation of a restricted principle can never be larger611

than the shortest refutation of the unrestricted principle.612
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We use the previous corollary to prove lower bounds for Bin-Cliquenk (G) in Res(s) as613

long as s ∈ o((log log n)
1
3 ).614

Theorem 4.6. Let k be an integer with k > 1, and s > 1 be an integer with615

s∈ o((log log n)
1
3 ). Then there exists a graph G such that all Res(s) refutations of616

Bin-Cliquenk (G) have size at least nΩ(k)/d(s).617

Proof. Let β = 3
4 and α = 1

16(1+2ϵ) . Let 0 < ϵ < 1 be given. It follows that618

1− β > 4α(1 + ϵ) holds.619

By Lemma 4.3, we can fix G ∼ Gn
k,ϵ such that:620

1. all α-transversal sets U are β-extendable;621

2. G does not have a k-clique.622

We will prove, by induction on s (while s ∈ o((log logn)
1
3 ), that property623

Clique(G, s, k) does hold. Lemma 4.7 is the base case and Lemma 4.8 the induc-624

tive case. The result then follows by Corollary 4.5.625

Lemma 4.7 (Base Case). Clique(G, 1, k) does hold.626

Proof. Fix β = 3
4 and α = 1

16(1+2ϵ) . Note that 1
16 > α > 1

48 and d(1) = 16.627

Notice also that 1− β > 4α(1 + ϵ) holds.628

Let ρ be a 1-restriction, that is, a 1
4 -total assignment. We claim that any Res-629

olution refutation of Bin-Cliquenk (G)↾ρ must have width at least k logn
96 . This is a630

consequence of Property 1 of the Extension Lemma (4.3), which we henceforth abbre-631

viate as the extension property, which allows Adversary to play against Prover with632

the following strategy. For each block, while fewer than logn
2 bits are known, Adver-633

sary offers Prover a free choice. Once logn
2 bits are set, then Adversary chooses an634

assignment for the remaining bits according to the extension property. Summing up635

the 1
4 (proportion of bits in the 1

4 -total assignment) with a potential further 1
2 of the636

bits set in the game, we obtain no more than 3
4 = β proportion of bits set, in each block637

(though the bits set in each block need not be the same). Using the extension property638

separately in each block, we can guarantee that an appropriate assignment to the re-639

maining bits also exists. Since we can do this over αk > k
48 blocks, this allows the game640

to continue until some CNF record has width at least logn
2 · k

48 = k logn
96 . Size-width641

tradeoffs for Resolution [15] tell us that minimal size to refute any unsatisfiable CNF642

F is lower bounded by 2
(w(⊢F)−w(F))2

16V (F) †. In our case w(F ) = 2 log n and V (F ) = k log n,643

hence the minimal size required is ≥ 2
(
k log n

96
−2 log n)2

16k log n = 2
log n( k

96
−2)2

16k = n
( k
96

−2)2

16k . It is644

not difficult to see that
( k
96−2)2

16k > (k−1)
2·16·962 when k > 2 · 16 · 962. Since δ = 1

2·962 and645

d(1) = 16 the result is proved.646

For short, let L(s) := n
δ(k−1)
d(s) denote the size bound from Definition 4.4.647

Lemma 4.8 (Inductive Case). Let s ∈ o((log log n)
1
3 ). Then Clique(G, s − 1, k)648

implies Clique(G, s, k).649

Proof. Assume (towards a contradiction) the opposite – that Clique(G, s − 1, k)650

holds but there is some s-restriction ρ such that Bin-Cliquenk (G)↾ρ has a refutation π651

of size strictly less than L(s). Fix c to be such that652

2c+2 =
L(s− 1)

L(s)
.653

†According to [46] Th 8.11
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Define r = c
s and let us call a bottleneck a CNF record R in π whose covering654

number is ≥ c. Hence in such a CNF record it is always possible to find r pairwise655

disjoint s-tuples of literals T1 = (ℓ11, . . . , ℓ
s
1), . . . , Tr = (ℓ1r, . . . , ℓ

s
r) such that the

∧
Ti’s656

are among the terms of the s-DNF forming the CNF record R.657

Let σ be a random s-restriction on the variables of Bin-Cliquenk (G)↾ρ. Let us say658

that σ kills a tuple T if it sets to 0 all literals in T (remember that a record s-CNF659

is the negation of a s-DNF) and that T survives σ otherwise, and let us say that σ660

kills R if it kills at least one of the tuples in R. Let Σi be the event that Ti survives661

σ and ΣR the event that R survives σ. We claim (postponing the proof) that662

Claim 1. If R is a bottleneck, then Pr[ΣR] ≤ (1− 1
p(s) )

r.663

Consider now the restriction τ = ρσ. This is an (s−1)-restriction on the variables
of Bin-Cliquenk (G). We argue that in π↾τ , with probability more than zero, there is
no bottleneck. Notice that by the union bound the probability that there exists such
a bottleneck CNF record R that survives in π↾τ , is bounded by

Pr[∃R ∈ π↾ρ: ΣR] ≤ |π↾τ|
(
1− 1

p(s)

)r

.

(Recall that the probabilistic aspect here comes from σ being a random s-restriction.)664

We claim that this probability is < 1. Notice that (1 − 1
p(s) )

r ≤ e−
c

s p(s) using the665

definition of r. So to prove the claim it is sufficient to prove that |π↾τ | < e
c

p(s)s . As666

|π↾τ| ≤ |π↾ρ| and as by assumption |π↾ρ| ≤ L(s) we can show instead that667

e
c

s·p(s) > L(s)668

or equivalently that ec ≥ L(s)s·p(s). Now, as c is increasing (in n - see the discussion669

following the conclusion of this proof) we have, for n large enough,670

ec > 2c+2 =
L(s− 1)

L(s)
671

so what we will show instead is that672

L(s− 1) ≥ L(s)s·p(s)+1(4.1)673

⇔ n
δ(k−1)

((s−1)·p(s−1)))s−1 ≥
(
n

δ(k−1)
(s·p(s))s

)s·p(s)+1

(4.2)674

⇔ 1

((s− 1) · p(s− 1)))s−1
≥ s · p(s) + 1

(s · p(s))s
(4.3)675

⇔ (s · p(s))s ≥ (s · p(s) + 1) ((s− 1) · p(s− 1)))s−1.(4.4)676677

Now, as (s ·p(s)+1) ≤ 2s ·p(s) it would suffice to show that s ·p(s) ≥ 2(s−1)−1

(s−678

1) · p(s− 1). But this is clear:679

2(s−1)−1

(s− 1) · p(s− 1) ≤ 2sp(s− 1) = 2s2(s−1)2+3(s−1) = 2s2s
2+s−2(4.5)680

= s2s
2+s−1 ≤ s2s

2+3s = s · p(s).(4.6)681682

So there exists a specific (s− 1)-restriction τ where π↾τ contains no bottlenecks.
Therefore, by Lemma 3.1, there is a Res(s− 1) refutation of size strictly less than

2c+2L(s) = L(s− 1).
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in direct contradiction with our inductive assumption.683

Let us ponder what lower bound we have discovered. Due to the definition of L(s)684

the proof can be carried as long as n
δ

d(s) (where d(s) = (sp(s))s and p(s) = 2s
2+3s)685

is non-constant – indeed, growing in n – whereupon n
δ(k−1)
d(s) grows significantly in k.686

This holds while (sp(s))s ∈ o(log n) which simplifies as687

log log n≫s log(sp(s)) = s log(s2s
2+3s) = s log s+ s3 + 3s2.(4.7)688689

Clearly this holds if s ∈ o((log log n)
1
3 ). Hence we can deduce the following from690

Corollary 4.5.691

Corollary 4.9. Let s ∈ o((log log n)
1
3 ) and k ≤ log n be integers. Choose G692

so that Clique(G, s, k) holds (knowing that such exists). Then there are no Res(s)693

refutations of Bin-Cliquenk (G) of size smaller than nδ k−1
d(s) , which is of the form g(n)k694

for some strictly increasing function g.695

Proof of Claim 1. Since T1, . . . , Tr are tuples in R, then Pr[ΣR] ≤ Pr[Σ1∧. . .∧Σr].696

Moreover Pr[Σ1 ∧ . . . ∧ Σr] =
∏r

i=1 Pr[Σi|Σ1 ∧ . . . ∧ Σi−1]. We will prove that for all697

i = 1, . . . , r,698

Pr[Σi|Σ1 ∧ . . . ∧ Σi−1] ≤ Pr[Σi].(4.8)699

Hence the result follows from Lemma 4.10 which is proving that Pr[Σi] ≤ 1− 1
p(s) .700

By Lemma 4.11, to prove that Equation 4.8 holds, we show that701

Pr[Σi|¬Σ1 ∨ . . . ∨ ¬Σi−1] ≥ Pr[Σi].(4.9)702

To prove Equation 4.9, let B(Tj) be the set of blocks mentioned in Tj . If B(Ti)703

and B(T1)∪· · ·∪B(Ti−1) are disjoint, then clearly Pr[Σi|¬Σ1∨ . . .∨¬Σi−1] = Pr[Σi].704

When B(Ti) and B(T1) ∪ · · · ∪ B(Ti−1) are not disjoint, we reason as follows: For705

each ℓ ∈ B(Ti), let T ℓ
i be the set of variables in Ti mentioning block ℓ. Ti is hence706

partitioned into
⋃

ℓ∈B(Ti)
T ℓ
i and hence the event “Ti surviving σ”, can be split into707

the independent events that T ℓ
i survives σ, for ℓ ∈ B(Ti). Denote by Σℓ

i the event708

“T ℓ
i survives σ”.709

The following equalities hold:710

Pr[¬Σi] = Pr[∀ℓ ∈ B(Ti) : ¬Σℓ
i ] =

∏
ℓ∈B(Ti)

Pr[¬Σℓ
i ]711

Pr[¬Σi|¬Σ1 ∨ . . . ∨ ¬Σi−1] =
∏

ℓ∈B(Ti)

Pr[¬Σℓ
i |¬Σ1 ∨ . . . ∨ ¬Σi−1]712

Notice that Ti and T1, . . . , Ti−1 are pairwise disjoint, hence knowing that some indices713

in blocks ℓ ∈ A are already chosen to kill some among T1, . . . , Ti−1, only increases714

the chances that Ti survives (since fewer positions are left in the blocks ℓ ∈ A to715

potentially kill Ti). Thus716

Pr[Σℓ
i |¬Σ1 ∨ . . . ∨ ¬Σi−1] ≥ Pr[Σℓ

i ]717
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whereupon718

Pr[¬Σℓ
i |¬Σ1 ∨ . . . ∨ ¬Σi−1] ≤ Pr[¬Σℓ

i ]719

so we have720

Pr[Σi|¬Σ1 ∨ . . . ∨ ¬Σi−1] = 1−
∏

ℓ∈B(Ti)

Pr[¬Σℓ
i |¬Σ1 ∨ . . . ∨ ¬Σi−1](4.10)721

≥ 1−
∏

ℓ∈B(Ti)

Pr[¬Σℓ
i ]722

= 1− Pr[¬Σi]723

= Pr[Σi].724

This finally proves Equation 4.9.725

Lemma 4.10. Let s ∈ o((log logn)
1
3 ) and let ρ be a random s-restriction. Then726

for all s-tuples S,727

Pr[S survives ρ] ≤ 1− 1

p(s)
= 1− 1

2s2+3s
.728

Proof. We prove that Pr[S does not survive ρ] > 1
p(s) . Let γ = 1

2s+1 . For a block729

i ∈ [k], let S(i) be the set of literals of S in block i and let ri = |S(i)|. Notice that730

r1 + . . .+ rk = s.731

Since blocks are disjoint and since ρ acts independently on each block we have732

that733

Pr[S does not survive ρ] =

k∏
i=1

Pr[S(i) does not survive ρ].(4.11)734

For a generic block B with r distinct literals in S:735

Pr[B does not survive ρ] =

(
γ logn

r

)(
logn
r

) · 1

2r
(4.12)736

Expanding
(γ log n

r )
(log n

r )
in Equation 4.12 we obtain737

γ log n · (γ log n − 1) · · · (γ log n − r + 1)

log n · log n − 1 · · · log n − r + 1
= γ

log n

log n
· γ

log n − 1
γ

log n − 1
· · · γ

log n − r
γ + 1

γ

log n − r + 1
.738

Next, let us note that739

1 =
log n

log n
>

log n − 1
γ

log n − 1
> · · · >

log n − r
γ + 1

γ

log n − r + 1
>

1

2
740

as long as r ≤ s. This is because 2(log n − 2s+1s + 2s+1) ≥ log n − s + 1 reduces to741

log n ≥ 2s+2s− 2s+2 − s+ 1 which holds while s ∈ o((log logn)
1
3 ).742

By Equation 4.11 and the previous discussion, Pr[B does not survive ρ] > γr

22r743

and therefore744
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Pr[S does not survive ρ] >
∏k

i=1
γri

22ri
(4.13)745

=
γ
∑k

i=1 ri

22(
∑k

i=1 ri)
(4.14)746

=
γs

22s
(4.15)747

The result follows since γ = 1
2s+1 .748

Let us note that in Lemma 4.10 the probability that S survives ρ is maximised when749

S = (ℓi1,j1 , . . . , ℓis,js) is an s-tuple where all literals are bits from the same block.750

Lemma 4.11. Let A,B,C be three events such that Pr[A],Pr[B],Pr[C] > 0. If751

Pr[A|¬B] ≥ Pr[A] then Pr[A|B] ≤ Pr[A].752

Proof. Consider the following steps:

Pr[A] = Pr[A|B] Pr[B] + Pr[A|¬B] Pr[¬B]
Pr[A] = Pr[A|B] Pr[B] + Pr[A|¬B](1− Pr[B])
Pr[A] ≥ Pr[A|B] Pr[B] + Pr[A](1− Pr[B])
Pr[A] Pr[B] ≥ Pr[A|B] Pr[B]
Pr[A] ≥ Pr[A|B]

5. Res(s) and the weak Pigeonhole Principle. For n < m, let Bin-PHPm
n

be the binary encoding of the (weak) Pigeonhole Principle. This involves variables ωi,j

that range over i ∈ [m], j ∈ [log n], where we assume for simplicity of our exposition
that n is a power of 2. Its clauses are just

(

logn∨
ℓ=1

ω1−aℓ

i,ℓ ∨
logn∨
ℓ=1

ω1−aℓ

j,ℓ ),

for i ̸= j and a ∈ [n], where bin(a) is a1 . . . alogn. For a comparison with the753

unary version see Section 9. First notice that an analog of Lemma 4.1 holds for the754

Pigeonhole Principle too.755

Lemma 5.1. Suppose there are Resolution refutations of PHPm
n of size S. Then756

there are Res(log n) refutations of Bin-PHPm
n of size S.757

Let ρ be a partial assignment (a restriction) to the variables of Bin-PHPm
n . We758

call ρ a t-bit restriction if ρ assigns t bits of each pigeon b ∈ [m], i.e. t variables ωb,i759

for each pigeon b. Let v = (i, a) be an assignment meaning that pigeon i is assigned to760

hole a and let a1 . . . alogn be the binary representation of a. We say that a restriction761

ρ is consistent with v if for all j ∈ [log n], σ(ωi,j) is either aj or not assigned. We762

denote by Bin-PHPm
n↾ρ, Bin-PHPm

n restricted by ρ. We will also consider the situation763

in which an s-bit restriction is applied to some Bin-PHPm
n↾ρ, creating Bin-PHPm

n↾τ ,764

where τ is an s+ t-bit restriction.765

Throughout this section, let u = u(n, t) := 2((log n)− t) and u′ := (log n)− t. We766

do not use these shorthands universally, but sometimes where otherwise the notation767

would look cluttered. We also occasionally write (log n) − t as log n − t (note the768

extra space). We say that a pigeon is mentioned in a CNF if some literal involving769

that pigeon appears in the CNF.770
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Lemma 5.2. Let ρ be a t-bit restriction for Bin-PHPm
n . Any decision DAG for771

Bin-PHPm
n↾ρ must contain a 1-CNF record which mentions n

2t+1 pigeons.772

Proof. Let Adversary play in the following fashion. While some pigeon is not773

mentioned in the current record, let him give Prover a free choice to answer any one774

of its bits as true or false. Once a pigeon is mentioned once, then let Adversary choose775

a hole for that pigeon by choosing some assignment for the remaining unset bits (we776

will later need to prove this is always possible). Whenever another bit of an already777

mentioned pigeon is queried, then Adversary will answer consistently with the hole he778

has chosen for it. Only once all of a pigeon’s bits are forgotten (not including those779

set by ρ), will Adversary forget the hole he assigned it.780

It remains to argue that Adversary must force Prover to produce a 1-CNF record781

mentioning at least n
2t pigeons and for this it suffices to argue that Adversary can782

remain consistent with Bin-PHPm
n ↾ρ up until the point that such a 1-CNF record783

exists. For that it is enough to show that there is always a hole available for a pigeon784

for which Adversary gave its only currently questioned bit as a free choice (but for785

which ρ has already assigned some bits).786

The current 1-CNF record is assumed to have fewer than n
2t literals and therefore787

must mention fewer than n
2t pigeons, each of which Adversary already assigned a788

hole. Each hitherto unmentioned pigeon that has just been given a free choice has789

log n − t− 1 bits which corresponds to n
2t+1 holes. Since we have assigned fewer than790

n
2t+1 pigeons to holes, one of these must be available, and the result follows.791

Let ξ(s) satisfy ξ(1) = 1 and ξ(s) = ξ(s− 1) + 1 + s. Note that ξ(s) = Θ(s2).792

793

Definition 5.3. Let s, t ≥ 1. We say that property PHP(s, t) holds if for any794

t-bit restriction ρ to Bin-PHPm
n , there are no Res(s) refutations of Bin-PHPm

n ↾ρ of795

size smaller than e
n

4ξ(s)+1s!2tuξ(s) = exp( n
4ξ(s)+1s!2tuξ(s) ).796

Theorem 5.4. Let ρ be a t-bit restriction for Bin-PHPm
n . Any decision DAG for797

Bin-PHPm
n↾ρ is of size ≥ e

n

2t+2u (which is 2Ω( n
log n ) at t = 0).798

Proof. Call a bottleneck a 1-CNF record in the decision DAG that mentions n
2t+2799

pigeons. Now consider a random restriction that picks for each pigeon one bit uni-800

formly at random and sets this to 0 or 1 with equal probability. The probability that801

a bottleneck survives (is not falsified by) the random restriction is no more than802 (
u′ − 1

u′ +
1

2u′

) n

2t+2

=

(
1− 1

2u′

)u′· n

2t+2u′

=

(
1− 1

u

)u· n

2t+2u

≤ 1

e
n

2t+2u

,803

since e−x = limm→∞(1− x/m)m and indeed e−x ≥ (1− x/m)m when x,m ≥ 1.804

Now suppose for contradiction that we have fewer than e
n

2t+2u bottlenecks in a805

decision DAG for Bin-PHPm
n ↾ρ. By the union bound there is a random restriction806

that kills all bottlenecks and this leaves a decision DAG for some Bin-PHPm
n↾σ, where807

σ is a (t+ 1)-bit restriction for Bin-PHPm
n . However, we know from Lemma 5.2 that808

such a refutation must involve a 1-CNF record mentioning n
2t+2 pigeons. This is now809

the desired contradiction.810

While m is linear in n, the previous theorem could have been proved, like Lemma 4.7,811

by the size-width trade-off. However, the method of random restrictions used here812

could not be easily applied there, due to the randomness of G.813

Corollary 5.5. Property PHP(1, t) holds, for each t < log n.814
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Note that, PHP(1, t) yields only trivial bounds as t approaches log n.815

The random restrictions that we use in this section will be quite different from816

those used in the previous section (Section 4). Indeed, they will be much simpler.817

A random s-bit restriction is simply an assignment uniformly at random to some s818

unassigned bits of each pigeon, where this subset of s bits was itself picked uniformly819

at random. Note that we already used a random 1-bit restriction in the proof of820

Theorem 5.4.821

822

Lemma 5.6. Let s be an integer, s ≥ 1 and s+ t < log n. Let σ be a random s-bit
restriction over Bin-PHPm

n↾ρ where ρ is itself some t-bit restriction over Bin-PHPm
n .

Then for all s-tuples S,

Pr[S survives σ] ≤ 1− 1

us

.823

Proof. The proof is analogous to Lemma 4.10. We prove that824

Pr[S does not survive σ] ≥ 1
us . For a pigeon i ∈ [m], let S(i) be the bits of825

pigeon i mentioned in literals of S. Let ri = |S(i)|. Hence
∑

i∈[m] ri = s. Since σ826

acts independently on each pigeon remaining after ρ is applied to Bin-PHPm
n ,827

Pr[S does not survive σ] =

m∏
i=1

Pr[S(i) does not survive σ].(5.1)828

Now, similarly for the case of blocks in Lemma 4.10, for each S(i) we have that:

Pr[S(i) does not survive σ] =
s

log n − t
· s− 1

log n − t− 1
· · · s− ri + 1

log n− t− ri + 1
· 1

2ri
.

Now, s−ri+1
logn−t−ri+1 = s−ri+1

u′−ri+1 > 1
u′ since s ≥ ri, u

′ > s and s > 1. Hence,829

s

log n − t
· s− 1

log n − t− 1
· · · s− ri + 1

log n− t− ri + 1
· 1

2ri
>

1

(2u′)ri
=

1

uri
830

The claim immediately follows by Equation 5.1 and the fact that
∑

i∈[m] ri = s.831

Let us note that in Lemma 5.6 the probability that S survives ρ is maximised when832

S = (ℓi1,j1 , . . . , ℓis,js) is an s-tuple where all literals are from different pigeons. This833

is essentially the opposite case from Lemma 4.10 and demonstrates how our random834

restrictions are different between the two cases.835

Theorem 5.7. Let s > 1 and s + t < log n. Then, PHP(s − 1, s + t) implies836

PHP(s, t).837

Proof. We proceed by contraposition. Assume there is some t-bit restriction838

ρ so that there exists a Res(s) refutation π of Bin-PHPm
n ↾ρ with size less than839

e
n

4ξ(s)+1·s!2tuξ(s) = exp( n
4ξ(s)+1·s!2tuξ(s) ).840

Call a bottleneck a CNF record that has covering number ≥ n
4ξ(s)·(s−1)!2tuξ(s−1) .841

In such a CNF record, by dividing by s and u, it is always possible to find r :=842
n

4ξ(s)s!2tuξ(s−1)+1 s-tuples of literals (ℓ11, . . . , ℓ
s
1), . . . , (ℓ

1
r, . . . , ℓ

s
r) so that each s-tuple is843

a clause in the CNF record and no pigeon appearing in the ith s-tuple also appears in844

the jth s-tuple (when i ̸= j). This important independence condition plays a key role.845

Now consider a random restriction that, for each pigeon, picks uniformly at random846

s bit positions and sets these to 0 or 1 with equal probability. The probability that847
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the ith of the r s-tuples survives the restriction is maximised when each each variable848

among the s describes a different pigeon (by Lemma 5.6) and is therefore bounded849

above by850 (
1− 1

us

)
851

whereupon852 (
1− 1

us

) n

4ξ(s)s!2tuξ(s−1)+1

=

(
1− 1

us

) nus

4ξ(s)s!2tu(ξ(s−1)+1+s)

853

which is ≤ 1/e
n

4ξ(s)s!·2tuξ(s) ≤ 1/e
n

4ξ(s)+1s!·2tuξ(s) . Supposing therefore that there are854

fewer than e
n

4ξ(s)+1s!·2tuξ(s) bottlenecks, one can deduce a random restriction that855

kills all bottlenecks. What remains after doing this is a Res(s) refutation of some856

Bin-PHPm
n↾σ, where σ is a s+ t-bit restriction, which moreover has covering number857

< n
4ξ(s)·(s−1)!2tuξ(s−1) . But if the remaining Res(s) refutation is of size< e

n

4ξ(s)+1s!·2tuξ(s)858

then, from Lemma 3.1, it would give a Res(s− 1) refutation of size859

< e
n

4ξ(s)·(s−1)!2tuξ(s−1) · e
n

4ξ(s)+1s!·2tuξ(s) = e
n

4ξ(s)·(s−1)!2tuξ(s−1)
(1+ 1

4sus+1 )
860

861

< e
2n

4ξ(s)·(s−1)!2tuξ(s−1) < e
n

4ξ(s)·(s−1)!2t−1uξ(s−1) < e
n

4ξ(s)−s·(s−1)!2s+tuξ(s−1) ,862

since 4s > 2s+1, which equals e
n

4ξ(s−1)+1·(s−1)!2s+tuξ(s−1) in contradiction to the induc-863

tive hypothesis.864

Theorem 5.8. Fix λ, µ > 0. Any refutation of Bin-PHPm
n in Res(

√
2 log

1
2−λ n)865

is of size 2Ω(n1−µ).866

Proof. First, let us claim that PHP(
√
2 log

1
2−λ n, 0) holds (and this would hold867

also at λ = 0). Let s =
√
2 log

1
2−λ n. Then we use Corollary 5.5 at t = s(s+1)

2 before868

applying Theorem 5.7 repeatedly to obtain our answer. Noting s(s+1)
2 < log n, the869

claim follows.870

Now let us look at the bound we obtain by plugging in to e
n

4ξ(s)+1·s!2tuξ(s) at871

s =
√
2 log

1
2−λ n and t = 0. We recall ξ(s) = Θ(s2). Note that, when λ > 0, each of872

4ξ(s)+1, s! and logξ(s) n is o(nµ). The result follows.873

5.1. The treelike case. Concerning the Pigeonhole Principle, we can prove that874

the relationship between PHPn+1
n and Bin-PHPn+1

n is different for treelike Resolution875

from general Resolution. In particular, for very weak Pigeonhole Principles, we know876

the binary encoding is harder to refute in general Resolution; whereas for treelike877

Resolution it is the unary encoding which is the harder.878

Theorem 5.9. The treelike Resolution complexity of Bin-PHPm
n is 2Θ(n).879

Proof. For the lower bound, one can follow the proof of Lemma 5.2 with t = 0880

and find n free choices on each branch of the tree. Following the method of Riis [64],881

we uncover a subtree of the decision tree of size 2n.882

For an upper bound of 22n we pursue the following strategy. First we choose some883

n+1 pigeons to question. We then question all of them on their first bit and separate884

these into two sets T1 and F1 according to whether this was answered true or false.885

If n is a power of 2, choose the larger of these two sets (if they are the same size then886

choose either). If n is not a power of two, the matter is mildly complicated, and one887
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must look at how many holes are available with the first bit set to 1, say h1
1; versus 0,888

say h0
1. At least one of |T1| > h1

1 or |F1| > h0
1 must hold and one can choose between889

T1 and F1 correspondingly. Now question the second bit, producing two sets T2 and890

F2, and iterate this argument. We will reach a contradiction in log n iterations since891

we always choose a set of maximal size. The depth of our tree is bounded above by892

(n+ 1) + (n2 + 1) + (n4 + 1) + · · · = 2n+ log n and the result follows.893

6. The SA size lower bound for the binary Pigeonhole Principle. In this894

section we study the inequalities derived from the binary encoding of the Pigeonhole895

principle, whose axioms we remind the reader of now. Bin-PHPm
n has, for each two896

distinct pigeons i ̸= i′ ∈ [m] and each hole a ∈ [n], the axiom
∑logn

j=1 ω
(1−aj)
i,j +897 ∑logn

j=1 ω
(1−aj)
i′,j ≥ 1, where a1 . . . alogn is the binary representation of a. We first prove898

a certain SA rank lower bound for a version of the binary PHP, in which only a899

subset of the holes is available.900

Lemma 6.1. Let H ⊆ [n] be a subset of the holes and let us consider Bin-PHPm
|H|901

where each pigeon can go to a hole in H only. Any SA refutation of Bin-PHPm
|H|902

involves a term that mentions at least |H| pigeons.903

Proof. We get a valuation v from a partial matching in an obvious way. That904

is, if a pigeon i is assigned to hole a, whose representation in binary is a1 . . . alogn,905

then we set each ω
aj

i,j to aj . We say that a product term P =
∏

j∈J ω
bj
ij ,kj

mentions906

the set of pigeons M = {ij : j ∈ J}. Let us denote the number of available holes by907

n′ := |H|. Every product term that mentions at most n′ pigeons is assigned a value908

v (P ) as follows. The set of pigeons mentioned in M is first extended arbitrarily to a909

set M ′ of exactly n′ pigeons. v (P ) is then the probability that a matching between910

M ′ and H taken uniformly at random is consistent with the product term P . In911

other words, v (P ) is the number of perfect matchings between M ′ and H that are912

consistent with P , divided by the total, (n′)!. Obviously, this value does not depend913

on how M is extended to M ′. Also, it is symmetric, i.e. if π is a permutation of the914

pigeons, v
(∏

ω
bj
ij ,kj

)
= v

(∏
ω
bj
π(ij),kj

)
.915

All lifts of axioms of equality ωj,k + ¬ωj,k = 1 are automatically satisfied since916

a matching consistent with P is consistent either with Pωb
j,k or with Pω1−b

j,k but not917

with both, and thus918

v (P ) = v
(
Pωb

j,k

)
+ v

(
Pω1−b

j,k

)
.919

Regarding the lifts of the disequality of two pigeons i ̸= j in one hole, that is, the920

inequalities coming from the only clauses in Bin-PHPm
|H|, it is enough to observe that921

it is consistent with any perfect matching, i.e. at least one variable on the LHS is one922

under such a matching. Thus, for a product term P , any perfect matching consistent923

with P will also be consistent with Pω1−bk
i,k or with Pω1−bk

j,k for some k.924

6.1. The ordinary Pigeonhole Principle. The proof of the size lower bound925

for the Bin-PHPn+1
n is then, by a standard random restriction argument, combined926

with the rank lower bound above. Assume, without loss of generality, that n is a927

power of two. For the random restrictions R, we consider the pigeons one by one and928

with probability 1/4 we assign the pigeon uniformly at random to one of the holes still929

available. We first need to show that the restriction is “good” with high probability,930

i.e. neither too big nor too small. The former is needed so that in the restricted931

version we have a good lower bound, while the latter will be needed to show that a932

good restriction coincides well with any reasonably big term, in the sense that they933
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have in common a sufficiency of pigeons.934

We will make use of the following version of the Chernoff Bound as appears in935

[55].936

Lemma 6.2 (Theorems 4.4 and 4.5 in [55]). Let X1, X2, . . . , Xn be independent937

0/1 random variables with Pr [Xi = 1] = pi. Let X =
∑n

i=1 Xi and µ = E [X]. Then,938

for every δ, 0 < δ ≤ 1, the following bound holds939

Pr [X ≥ (1 + δ)µ] ≤ e
−µδ2

3940

and similarly941

Pr [X ≤ (1− δ)µ] ≤ e
−µδ2

3 .942

943

Lemma 6.3. If |R| is the number of pigeons (or holes) assigned by R, the proba-944

bility that |R| > 3(n+1)
8 is at most e−

(n+1)
48 .945

Proof. We use the Chernoff Bound from Lemma 6.2. We have pi =
1
4 (and thus946

µ = n+1
4 ) and δ = 1

2 . Thus, the probability the restriction assigns more than 3(n+1)
8947

pigeons to holes is at most e−(n+1)/48.948

We first prove that any given wide product term, i.e. a term that mentions a constant949

fraction of the pigeons, survives the random restrictions with exponentially small950

probability.951

Lemma 6.4. Let P be a product term that mentions at least n+1
2 pigeons. The952

probability that P does not evaluate to zero under the random restrictions is at most953 (
5
6

)n/16
(for n large enough).954

Proof. We will desire |R| ≤ 3(n+1)
8 to ensure that at least 5(n+1)

8 holes remain955

unused in R (for n large enough). This will involve the probability e−(n+1)/48 from956

Lemma 6.3.957

A further application of the Chernoff Bound from Lemma 6.2 ( µ = n+1
8 , δ = − 1

2 )958

gives the probability that fewer than n+1
16 pigeons mentioned by P are assigned by R959

is at most e−(n+1)/96.960

For each of these assigned pigeons the probability that a single bit-variable in P961

belonging to the pigeon is set by R to zero is at least 1
5 . This is because when R sets962

the pigeon, and thus the bit-variable, there were at least 5(n+1)
8 holes available, while963

at most n+1
2 choices set the bit-variable to one. The difference – which will be a lower964

bound on the number of holes available setting the selected bit to 0 – is n+1
8 which965

when divided by 5(n+1)
8 (to normalise the probability) gives 1

5 . Thus P survives under966

R with probability at most e−(n+1)/48 + e−(n+1)/96 +
(
4
5

)(n+1)/16
<

(
5
6

)n/16
.967

Finally, we can prove that968

Theorem 6.5. Any SA refutation of the Bin-PHPn+1
n has to contain at least969 (

7
6

)n/16
terms.970

Proof. Assume for a contradiction, that there is a smaller refutation. We wish to971

argue that there is a random restriction with |R| ≤ 3(n+1)
8 that evaluates to zero all972

terms that mention at least n+1
2 pigeons. There are at most

(
7
6

)n/16
such terms so973

an application of the union bound together with Lemma 6.3 and Lemma 6.4 gives a974
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probability that some term mentioning at least n+1
2 pigeons does not evaluate to zero975

of976 (
5

6

)n/16

×
(
7

6

)n/16

+ e−(n+1)/48 < 1.977

Now we apply the random restriction which we know must exist to leave no terms978

mentioning at least n+1
2 pigeons in an SA refutation of the binary PHPm′

n′ , where979

m′ > n′ ≥ 5(n+1)
8 . However, since n′ > n+1

2 , this contradicts Lemma 6.1.980

Corollary 6.6. Any SA refutation of the Bin-PHPn+1
n must have size 2Θ(n).981

Proof. The size lower bound comes from the previous theorem. We know that982

there is a 2Θ(n) upper bound in treelike Resolution from Theorem 5.9 and the result983

follows from the standard simulation of Resolution by SA which increases refutations984

by no more than a factor which is a polynomial in n [29].985

6.2. The weak Pigeonhole Principle. We now consider the so-called weak986

binary PHP, Bin-PHPm
n , where m is potentially much larger than n. The weak unary987

PHPm
n is interesting because it admits (significantly) subexponential-in-n refutations988

in Resolution when m is sufficiently large [24]. It follows that this size upper bound is989

mirrored in SA. However, as proved earlier in this article the weak binary Bin-PHPm
n990

remains almost-exponential-in-n for minimal refutations in Resolution. We will see991

here that the weak binary Bin-PHPm
n remains almost-exponential-in-n for minimally992

sized refutations in SA. In this weak binary case, the random restrictions R above993

do not work, so we apply quite different restrictions R′ that are as follows: for each994

pigeon select independently a single bit uniformly at random and set it to 0 or 1 with995

probability of 1/2 each.996

We can easily prove the following997

Lemma 6.7. A product term P that mentions n′ pigeons does not evaluate to zero998

under R′ with probability at most e−n′/2 log n.999

Proof. For each pigeon mentioned in P , the probability that the bit-variable pres-1000

ent in P is set by the random restriction is 1
logn , and if so, the probability that the1001

bit-variable evaluates to zero is 1
2 . Since this happens independently for all n′ men-1002

tioned pigeons, the probability that they all survive is at most
(
1− 1

2 logn

)n′

.1003

Lemma 6.8. The probability that R′ fails to have, for each k ∈ [log n] and b ∈1004

{0, 1}, at least m
4 logn pigeons with the kth bit set to b, is at most e−n/48 log n.1005

Proof. We apply the Chernoff Bound of Lemma 6.2 to deduce that for each bit1006

position k, 1 ≤ k ≤ (log n) and a value b, 0 or 1, the probability that there are fewer1007

than m
4 logn pigeons for which the kth bit is set to b is at most e−m/24 log n. This uses1008

µ = m
2 logn and δ = − 1

2 . Since m > n, by the union bound, the probability that this1009

holds for some position k and some value b is at most (2 log n)e−m/24 log n ≤ e−n/48 log n.1010

In order to conclude our result, we will profit from a graph-theoretic treatment of1011

Hall’s Marriage Theorem [39]. Suppose G is a finite bipartite graph with bipartitions1012

X and Y , then an X-saturating matching is a matching which covers every vertex in1013

X. For a subset W of X, let NG(W ) denote the neighborhood of W in G, i.e. the set1014

of all vertices in Y adjacent to some element of W .1015

Theorem 6.9 ([39] (see Theorem 5.1 in [69])). Let G be a finite bipartite graph1016

with bipartitions X and Y . There is an X-saturating matching if and only if for every1017
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subset W of X, |W | ≤ |NG(W )|.1018

Corollary 6.10. Any SA refutation of the Bin-PHPm
n , m > n, has to contain1019

at least en/32 log2 n terms.1020

Proof. Assume for a contradiction, that there is a refutation with fewer than1021

en/32 log2 n product terms. We want to argue that there is a random restriction that1022

evaluates all terms that mention at least n
4 logn pigeons to zero while satisfying the1023

condition of Lemma 6.8. Using a union bound and Lemma 6.7 we upper bound the1024

probability this fails to happen as e−n/8 log2 n · en/32 log2 n + e−n/48 log n < 1 so such a1025

random restriction R′ does exist.1026

Then, R′ leaves at least m
4 logn pigeons of each type (k, b), i.e. the kth bit of the1027

pigeon is set to b. Recalling m ≥ n, we now pick a set of pigeons S that has (∗)1028

precisely n
4 logn pigeons of each type and thus is of size n/2.1029

We will give an evaluation of the restricted principle which contradicts that the1030

original object was a refutation. This new principle is not a copy of the weak Pigeon-1031

hole Principle it is rather a distorted variant thereof. We evaluate any product term1032

P that mentions at most n
4 logn pigeons by first relabeling the mentioned pigeons,1033

injectively, using the labels of pigeons in S while preserving types, which we can do1034

due to property (∗), and then giving it a value as before. That is, by taking the1035

probability that a perfect matching between S and some set of n/2 holes consistent1036

with the random restriction, is consistent with P . Indeed, we take the average here1037

for all possibilities of the set of n/2 holes consistent with the random restriction. In1038

this fashion, the valuation is clearly dependent on the random restriction.1039

To finish the proof, we need to show that such a set of n/2 holes exists, that is,1040

such a matching exists. But this follows trivially from Theorem 6.9 as every pigeon1041

has n/2 holes available, so at least the same applies to any set of pigeons.1042

7. The SA rank upper bound for Ordering Principle with equality. Let1043

us remind ourselves of the Ordering Principle in both unary and binary. Its negation1044

can be expressed in first-order logic as:1045

∀x, y, z∃w ¬R(x, x) ∧ (R(x, y) ∧R(y, z) → R(x, z)) ∧R(x,w).1046

Its usual unary and binary encodings, à la Riis, may be given as follows:1047

OPn : Unary encoding

¬vi,i ∀i ∈ [n]

¬vi,j ∨ ¬vj,k ∨ vi,k ∀i, j, k ∈ [n]

¬wi,j ∨ vi,j ∀i, j ∈ [n]∨
i∈[n] wi,j ∀j ∈ [n]

Bin-OPn : Binary encoding

¬νi,i ∀i ∈ [n]

¬νi,j ∨ ¬νj,k ∨ νi,k ∀i, j, k ∈ [n]∨
i∈[logn] ω

1−ai
i,j ∨ νj,a ∀j, a ∈ [n]

where a1 . . . alogn = bin(a)

1048

Note that we placed the witness in the variables wi,x as the first argument and not the1049

second, as we had in the introduction. This is to be consistent with the vi,j and the1050

standard formulation of OP as the least, and not greatest, number principle. A more1051

traditional form of the (unary encoding of the) OPn has clauses
∨

i∈[n] vi,j which are1052

consequent on
∨

i∈[n] wi,j and ¬wi,j ∨ vi,j (for all i ∈ [n]).1053

In SA, we wish to discuss the encoding of the Ordering Principle (and Pigeonhole1054

Principle) as ILPs with equality. For this, we take the unary encoding but instead of1055
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translating the wide clauses (e.g. from the OP) from
∨

i∈[n] wi,x to w1,x+. . .+wn,x ≥ 1,1056

we instead use w1,x + . . . + wn,x = 1. This makes the constraint at-least-one into1057

exactly-one (which is a priori enforced in the binary encoding). A reader favouring a1058

specific example may consider the Ordering Principle as the combinatorial principle1059

of the following lemma.1060

Lemma 7.1. Let C be any combinatorial principle expressible as a first order for-1061

mula in Π2-form with no finite models. Suppose the unary encoding of C with equalities1062

has an SA refutation of rank r and size s. Then the binary encoding of C has an SA1063

refutation of rank at most r log n and size at most s.1064

Proof. We take the SA refutation of the unary encoding of C with equalities1065

of rank r, in the form of a set of inequalities, and build an SA refutation of the1066

binary encoding of C of rank r log n, by substituting terms wx,a in the former with1067

ωa1
x,1 · · ·ω

alog n

x,logn, where a1 . . . alogn = bin(a), in the latter. ¬wx,a is substituted by1068

1 − ωa1
x,1 · · ·ω

alog n

x,logn. Variables vx,a and ¬vx,a are substituted by νx,a and 1 − νx,a,1069

respectively.1070

It remains to show we can build the translation of the SA with equalities axioms1071

in the binary case from the true axioms of the binary case. Axioms from the binary1072

case that involve only variables νxa
appear perfectly reproduced. Axioms of the form1073 ∑

a∈[n]:a1...alog n=bin(a)

ωa1
x,1 · · ·ω

alog n

x,logn = 11074

follow from the equalities (3.5). Finally, axioms of the form ωa1
x,1 . . . ω

alog n

x,logn ≤1075

νx,a, can also be built since ωx,jωx,j = 0 for each j ∈ [log n]. Let us explain1076

this in detail. The axioms are of the form
∨

i∈[logn] ω
1−ai
j,i ∨ νj,a which becomes1077

ω1−a1
j,1 + · · · + ω

1−alog n

j,logn + νj,a ≥ 1. We now lift through by ωa1
j,1, . . . , ω

alog n

j,logn to1078

obtain ωa1
x,1 . . . ω

alog n

x,logn ≤ ωa1
x,1 . . . ω

alog n

x,lognνx,a ≤ νx,a.1079

The unary Ordering Principle (OPn) with equality has the following set of SA axioms:1080

self : vi,i = 0 ∀ i ∈ n
trans : vi,k − vi,j − vj,k + 1 ≥ 0 ∀ i, j, k ∈ [n]

impl : vi,j − wi,j ≥ 0 ∀ i, j ∈ [n]
lower :

∑
i∈[n] wi,j − 1 = 0 ∀ j ∈ [n]

1081

Note that we need the w-variables since we use the equality form. Axioms of the1082

form
∑

i∈[n] xi,j − 1 = 0 made just from v-variables are plainly incompatible with,1083

e.g., transitivity. Strictly speaking Sherali-Adams is defined for inequalities only. An1084

equality axiom a = 0 is simulated by the two inequalities a ≥ 0,−a ≥ 0, which we1085

refer to as the positive and negative instances of that axiom, respectively. Also, note1086

that we have used vi,j + vi,j = 1 to derive this formulation. We call two product1087

terms isomorphic if one product term can be gotten from the other by relabelling the1088

indices appearing in the subscripts by a permutation.1089

Theorem 7.2. The SA rank of the OPn with equality is at most 2 and SA size1090

at most polynomial in n.1091

Proof. Note that if the polytope POPn
2 is nonempty there must exist a point1092

where any isomorphic variables are given the same value. We can find such a point1093

by averaging an asymmetric valuation over all permutations of [n].1094

So suppose towards a contradiction there is such a symmetric point. First note vi,i =1095
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wi,i = 0 by self and impl. We start by lifting the jth instance of lower by vi,j to get1096

wi,jvi,j +
∑
k ̸=i,j

wk,jvi,j = vi,j .1097

Equating (by symmetry with respect to k) the product terms wk,jvi,j this is actually1098

wi,jvi,j + (n− 2)wk,jvi,j = vi,j .1099

Lift this by wk,j to get1100

wk,jwi,jvi,j + (n− 2)wk,jvi,j = wk,jvi,j .1101

We can delete the leftmost product term by proving it must be 0. Let us take an1102

instance of lower lifted by wk,jvi,j for any k ̸= i, j along with an instance of mono-1103

tonicity wk,jwm,jvi,j ≥ 0 for every m ̸= j, k:1104

wk,jvi,j

1−
∑
m ̸=j

wm,j

+
∑

m̸=j,k,i

wk,jwm,jvi,j1105

= −
∑

m ̸=k,j

wk,jwm,jvi,j +
∑

m ̸=j,k,i

wk,jwm,jvi,j1106

= −wk,jwi,jvi,j .(7.1)11071108

The left hand side of this equation is greater than 0 so we can deduce wk,jwi,jvi,j = 0.1109

This results in1110

(n− 2)wk,jvi,j = wk,jvi,j which is wk,jvi,j = 0.1111

We lift impl by wi,j to obtain wi,j ≤ wi,jvi,j . Monotonicity gives us the opposite1112

inequality and we can proceed as if we had the equality wk,jvk,j = wk,j (as we are1113

using equality as shorthand for inequality in both directions) .1114

So repeating the derivation of wk,jvi,j = 0 for every i ̸= k and then adding wk,jvk,j =1115

wk,j gets us
∑

m wk,jvm,j = wk,j . Repeating this again for every k and summing up1116

gives1117

0 =
∑
k,m

wk,jvm,j −
∑
k

wk,j =
∑
k,m

wk,jvm,j − 11118

with the last equality coming from the addition of the positive lower instance1119 ∑
k wk,j − 1 = 0. Finally adding the lifted lower instance vm,j −

∑
k wk,jvm,j= 01120

for every m gives1121

(7.2)
∑
m

vm,j = 1.1122

By lifting the trans axiom vi,k − vi,j − vj,k + 1 ≥ 0 by vj,k we get1123

(7.3) vi,kvj,k − vi,jvj,k ≥ 0.1124
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Now, due to a manipulation similar to Equation (7.1) using Equation (7.2)1125

vk,jvi,j

1−
∑
m̸=j

vm,j

+
∑

m̸=j,k,i

vk,jvm,jvi,j1126

= −
∑

m̸=k,j

vk,jvm,jvi,j +
∑

m̸=j,k,i

vk,jvm,jvi,j1127

= −vk,jvi,jvi,j(7.4)1128

= −vk,jvi,j .(7.5)11291130

1131

Thus, vi,kvj,k must be zero whenever i ̸= j. Along with Equation (7.3) we derive1132

vi,jvj,k = 0. Noting vi,jvj,i = 0 follows from trans and self, we lift Equation (7.2) by1133

vj,x for some x to get1134

vj,x
∑
m

vm,j =
∑

m ̸=x,j

vm,jvj,x = vj,x1135

where we know the left hand side is zero (Equation (7.3)). Thus we can derive vi,j = 01136

for any i and j, resulting in a contradiction when combined with Equation (7.2).1137

Before we derive our corollary, let us explicitly give the SA axioms of Bin-OPn.1138

self : νi,i = 0 ∀ i ∈ n
trans : νi,k − νi,j − νj,k + 1 ≥ 0 ∀ i, j, k ∈ [n]

impl :
∑

i∈[logn] ω
1−ai
i,j + νj,a ≥ 0 ∀ j ∈ [n]

where a1 . . . alogn = bin(a)

1139

1140

Corollary 7.3. The binary encoding of the Ordering Principle, Bin-OPn, has1141

SA rank at most 2 log n and SA size at most polynomial in n.1142

Proof. Immediate from Lemma 7.1.1143

8. SA+Squares. In this section we consider a proof system, SA+Squares, based1144

on inequalities of multilinear polynomials. We now consider axioms as degree-1 poly-1145

nomials in some set of variables and refutations as polynomials in those same variables.1146

Then this system is gotten from SA by allowing addition of (linearised) squares of1147

polynomials. In terms of strength this system will be strictly stronger than SA and1148

at most as strong as Lasserre (also known as Sum-of-Squares), although we do not1149

at this point see an exponential separation between SA+Squares and Lasserre. See1150

[48, 49, 12] for more on the Lasserre proof system and [50] for tight degree lower1151

bound results.1152

Consider the polynomial wi,jvi,j − wi,jvi,k. The square of this is1153

wi,jvi,jwi,jvi,j + wi,jvi,kwi,jvi,k − 2wi,jvi,jwi,jvi,k.1154

Using idempotence this linearises to wi,jvi,j + wi,jvi,k − 2wi,jvi,jvi,k. Thus we know1155

that this last polynomial is non-negative for all 0/1 settings of the variables.1156

A degree-d SA+Squares refutation of a set of linear inequalities (over terms) q1 ≥1157

0, . . . , qx ≥ 0 is an equation of the form1158

(8.1)

x∑
i=1

piqi +

y∑
i=1

r2i = −11159
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where the pi are polynomials with nonnegative coefficients and the degree of the poly-1160

nomials piqi, r
2
i is at most d. We want to underline that we now consider a (product)1161

term like wi,jvi,jvi,k as a product of its constituent variables, that is genuinely a1162

term in the sense of part of a polynomial. This is opposed to the preceding sec-1163

tions in which we viewed it as a single variable Zwi,j∧vi,j∧vi,k . The translation from1164

the degree discussed here to SA rank previously introduced may be paraphrased by1165

“rank = degree− 1”.1166

We note that the unary PHPn+1
n becomes easy in this stronger proof system (see,1167

e.g., Example 2.1 in [37]) while we shall see that the LOPn remains hard (in terms of1168

degree). The following is based on Example 2.1 in [37].1169

Theorem 8.1. The Bin-PHPn+1
n has an SA + Squares refutation of degree1170

2 log n+ 1 and size O(n3).1171

Proof. For short let m = n + 1 denote the number of pigeons. We begin by1172

squaring the polynomial1173

1−
m∑
i=1

logn∏
j=1

ω
aj

i,j1174

to get the degree 2 log n, size quadratic in m inequality1175

(8.2) 1− 2

m∑
i=1

logn∏
j=1

ω
aj

i,j +
∑

1≤i,i′≤m

logn∏
j=1

ω
aj

i,j

logn∏
j=1

ω
aj

i′,j

 ≥ 01176

for every hole a ∈ [n]. On the other hand, by lifting each axiom1177

logn∑
j=1

ω
1−aj

i,j +

logn∑
j=1

ω
1−aj

i′,j ≥ 1 (whenever i ̸= i′)1178

by
(∏logn

j=1 ω
aj

i,j

)(∏logn
j=1 ω

aj

i′,j

)
we find 0 ≥

(∏logn
j=1 ω

aj

i,j

)(∏logn
j=1 ω

aj

i′,j

)
, in degree1179

2 log n+ 1. Adding these inequalities to (8.2) gives1180

1−
m∑
i=1

logn∏
j=1

ω
aj

i,j ≥ 01181

in size again quadratic in m. Iterating this for every hole a ∈ [n] we find1182

(8.3) n−
n∑

a=1

m∑
i=1

logn∏
j=1

ω
aj

i,j ≥ 01183

in cubic size.1184

Note that for any pigeon i ∈ [m], we can find in SA the linearly sized equality1185

(8.4)

n∑
a=1

logn∏
j=1

ω
aj

i,j = 1.1186

in size linear in n.1187

This is done by induction on the number of bits involved (the range of j in the1188

summation). For the base case of just j = 1 we clearly have1189

ωi,1 + (1− ωi,1) = 1.1190
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Now suppose that for k < log n, we have
∑

a∈[2k]

∏k
j=1 ω

aj

i,j = 1. Multiplying both1191

sides by 1 = ωi,(k+1) + (1− ωi,(k+1)) gets the inductive step. The final term is of size1192

O(2logn) = O(n).1193

Summing 8.4 for every such hole i we find1194

(8.5)

m∑
i=1

n∑
a=1

logn∏
j=1

ω
aj

i,j ≥ m.1195

Adding 8.5 to 8.3, we get the desired contradiction, n−m ≥ 0.1196

This last theorem, combined with the exponential SA size lower bound given1197

in Theorem 6.5, shows us that SA+Squares is exponentially separated from SA in1198

terms of size.1199

1200

We now turn our attention to LOPn, whose SA axioms we reproduce to refresh1201

the reader’s memory.1202

self : vi,i = 0 ∀ i ∈ n
trans : vi,k − vi,j − vj,k + 1 ≥ 0 ∀ i, j, k ∈ [n]

impl : vi,j − wi,j ≥ 0 ∀ i, j ∈ [n]
total : vi,j + vj,i − 1 ≥ 0 ∀ i ̸= j ∈ [n]
lower :

∑
i∈[n] wi,j − 1 ≥ 0 ∀ j ∈ [n]

1203

We give our lower bound for the unary LOPn by producing a linear function val (which1204

we will call a valuation) from terms into R such that1205

1. for each axiom p ≥ 0 and every term X with deg(Xp) ≤ d we have val(Xp) ≥1206

0, and1207

2. we have val(r2) ≥ 0 whenever deg(r2) ≤ d.1208

3. val(1) = 1.1209

The existence of such a valuation clearly implies that a degree-d SA+Squares refuta-1210

tion cannot exist, as it would result in a contradiction when applied to both sides of1211

(8.1).1212

To verify that val(r2) ≥ 0 whenever deg(r2) ≤ d we show that the so-called1213

moment-matrix Mval is positive semidefinite. The degree-d moment matrix is defined1214

to be the symmetric square matrix whose rows and columns are indexed by terms1215

of size at most d/2 and each entry is the valuation of the product of the two terms1216

indexing that entry. Given any polynomial σ of degree at most d/2 let c be its vector1217

of coefficients. Then if Mv is positive semidefinite:1218

val(σ2) =
∑

deg(T1),deg(T2)≤d/2

c(T1)c(T2)v(T1T2) = c⊤Mvc ≥ 0.1219

(For more on this see e.g. [48], section 2.)1220

1221

Theorem 8.2. There is no SA + Squares refutation of the (unary) LOPn with1222

degree at most (n− 3)/2.1223

Proof. For each term T , let val (T ) be the probability that T is consistent with1224

a permutation on the n elements taken uniformly at random or, in other words, the1225

number of permutations consistent with T divided by n!. Here we view wx,y as equal1226

to vx,y. This valuation trivially satisfies the lifts of the self, trans and total axioms1227
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as they are satisfied by each permutation (linear order). It satisfies the lifts of the1228

impl axioms by construction. We now claim that the lifts of the lower axioms (those1229

containing only w variables) of degree up to n−3
2 are also satisfied by v (.). Indeed,1230

let us consider the lifting by T of the lower axiom for x1231

(8.6)

n∑
y=1

Twx,y ≥ T.1232

Since T mentions at most n− 3 elements, there must be at least two y1 ̸= y2 that are1233

different from all of them and from x. For any permutation that is consistent with1234

T , the probability that each of the y1 and y2 is smaller than x is precisely a half, and1235

thus1236

val (Twx,y1
) + val (Twx,y2

) = val (T ) .1237

Therefore the valuation of the LHS of (8.6) is always greater than or equal to the1238

valuation of T .1239

Finally, we need to show that the valuation is consistent with the non-negativity1240

of (the linearisation of) any squared polynomial. It is easy to see that the moment1241

matrix for val can be written as1242

1

n!

∑
σ

VσV
T
σ1243

where the summation is over all permutations on n elements and for a permutation1244

σ, Vσ is its characteristic vector. The characteristic vector of a permutation σ is1245

a Boolean column vector indexed by terms and whose entries are 1 or 0 depending1246

on whether the respective index term is consistent or not with the permutation σ.1247

Clearly the moment matrix is positive semidefinite being a sum of (rank one) positive1248

semidefinite matrices.1249

The previous theorem is interesting because a degree upper bound in Lasserre of order1250 √
n log n is known for LOPn [57]. It is proved for a slightly different formulation of1251

LOPn from ours, but it is readily seen to be equivalent to our formulation and we1252

provide the translation in the appendix. Thus, Theorem 8.2, together with [57], shows1253

a quadratic rank separation between SA+Squares and Lasserre.1254

9. Contrasting unary and binary encodings. To work with a more gen-1255

eral theory in which to contrast the complexity of refuting the binary and unary1256

versions of combinatorial principles, following Riis [64] we consider principles which1257

are expressible as first order formulas with no finite model in Π2-form, i.e. as1258

∀x⃗∃w⃗φ(x⃗, w⃗) where φ(x⃗, y⃗) is a formula built on a family of relations R⃗. For ex-1259

ample, we already met the Ordering Principle, that states that a finite partial order1260

has a maximal element. Its negation can be expressed in Π2-form as in Section 7 as:1261

∀x, y, z∃w ¬R(x, x)∧ (R(x, y)∧R(y, z) → R(x, z))∧R(x,w). This can be translated1262

into a unsatisfiable CNF using a unary encoding of the witness, as already discussed1263

in Section 7.1264

As a second example we consider the Pigeonhole Principle which states that a
total mapping from [m] to [n] has necessarily a collision when m and n are integers
with m > n. Following Riis [64], for m = n + 1, the negation of its relational form
can be expressed as a Π2-formula as

∀x, y, z∃w ¬R(x, 0) ∧ (R(x, z) ∧R(y, z) → x = y) ∧R(x,w)
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and its usual unary and binary propositional encoding have already been introduced.1265

Notice that in the case of Pigeonhole Principle, the existential witness w to the type1266

pigeon is of the distinct type hole. Furthermore, pigeons only appear on the left-hand1267

side of atoms R(x, z) and holes only appear on the right-hand side. For the Ordering1268

Principle instead, the transitivity axioms effectively enforce the type of y appears on1269

both the left- and right-hand side of atoms R(x, z). This accounts for why, in the case1270

of the Pigeonhole Principle, we did not need to introduce any new variables to give1271

the binary encoding, yet for the Ordering Principle a new variable w appears.1272

9.1. Binary encodings of principles versus their unary functional en-1273

codings. Recall the unary functional encoding of a combinatorial principle C, de-1274

noted Un-Fun-C(n), replaces the big clauses from Un-C(n), of the form vi,1∨ . . .∨vi,n,1275

with vi,1 + . . . + vi,n = 1, where addition is made on the natural numbers. This is1276

equivalent to augmenting the axioms ¬vi,j ∨ ¬vi,k, for j ̸= k ∈ [n].1277

Lemma 9.1. Suppose there is a Resolution refutation of Bin-C(n) of size S(n).1278

Then there is a Resolution refutation of Un-Fun-C(n) of size at most n2 · S(n).1279

Proof. Take a decision DAG π′ for Bin-C(n), where, without loss of generality, n is1280

even, and consider the point at which some variable νi,j is questioned. Each node in π′1281

will be expanded to a small tree in π, which will be a decision DAG for Un-Fun-C(n).1282

The question “νi,j?” in π will become a sequence of questions vi,1, . . . , vi,n where we1283

stop the small tree when one of these is answered true, which must eventually happen1284

because if they are all answered false we contradict an axiom. Suppose vi,k is true. If1285

the jth bit of k is 1 we ask now all vi,b1 , . . . , vi,bn
2
, where b1, . . . , bn

2
are precisely the1286

numbers in [n] whose jth bit is 0. All of these must be false. Likewise, if the jth bit of k1287

is 0 we ask all vi,b1 , . . . , vi,bn
2
, where b1, . . . , bn

2
are precisely the numbers whose jth bit1288

is 1. All of these must be false. We now unify the branches on these two possibilities,1289

forgetting any intermediate information. (To give an example, suppose j = 2. Then1290

the two outcomes are ¬vi,1∧¬vi,3∧ . . .∧¬vi,n−1 and ¬vi,2∧¬vi,4∧ . . .∧¬vi,n.) Thus,1291

π′ gives rise to π of size n2 · S(n) and the result follows.1292

9.2. The Ordering Principle in binary. Recall the Ordering Principle whose1293

binary formulation Bin-OPn we met in Section 7.1294

Lemma 9.2. Bin-OPn has refutations in Resolution of size O(n3).1295

Proof. We follow the well-known proof for the unary version of the Ordering1296

Principle, from [67]. Consider the domain to be [n] = {1, . . . , n}. At the ith stage1297

of the decision DAG we will find a maximal element, ordered by R, among [i] =1298

{1, . . . , i}. That is, we will have a CNF record of the special form1299

¬νj,1 ∧ . . . ∧ ¬νj,j−1 ∧ ¬νj,j+1 ∧ . . . ∧ ¬νj,i1300

for some j ∈ [i]. The base case i = 1 is trivial. Let us explain the inductive step.1301

From the displayed CNF record above we ask the question νj,i+1? If νj,i+1 is true,1302

then ask the sequence of questions νi+1,1, . . . , νi+1,i, all of which must be false by1303

transitivity (the case i = j uses irreflexivity too). Now, by forgetting information, we1304

uncover a new CNF record of the special form. Suppose now νj,i+1 is false. Then we1305

equally have a new CNF record again in the special form. Let us consider the size1306

of our decision tree so far. There are n2 nodes corresponding to special CNF records1307

and navigating between special CNF records involves a path of length n, so we have1308

a DAG of size n3. Finally, at i = n, we have a CNF record of the form1309

¬νj,1 ∧ . . . ∧ ¬νj,j−1 ∧ ¬νj,j+1 ∧ . . . ∧ ¬νj,n.1310
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Now we expand a tree questioning the sequence ωj,1, . . . , ωj,logn, and discover each1311

leaf labels a contradiction of the clauses of the final type. We have now added n ·2logn1312

nodes, so our final DAG is of size at most n3 + n2.1313

10. Final remarks. In this paper we started a systematic study of binary encod-1314

ings of combinatorial principles in proof complexity. Various questions arise directly1315

from our exposition. Primarily, there is the question as to the optimality of our lower1316

bounds for the binary encodings of k-Clique and the (weak) Pigeonhole Principle. In1317

terms of the strongest refutation system Res(s) (largest s) for which we can prove1318

superpolynomial bounds, then it is not hard to see that our method can go no further1319

than s = o((log logn)
1
3 ) for the former, and s = O(log

1
2−ϵ n) for the latter. This is1320

because we run out of space with the random restrictions as they become nested in1321

the induction. We have no reason, however to think that our results are truly optimal,1322

only that another method is needed to improve them.1323

A second question about binary encodings concern width and rank. From our1324

work it holds that in SA the unary encoding can be harder than binary with respect1325

to rank. One might question whether the same hold for Resolution width. Are there1326

formulas that require large width in the unary encoding, but can refuted in small1327

width in the binary encoding? Notice that in the other direction a large separation1328

is not possible. In particular it is straightforward to see that if the unary version of1329

a formula F over n variables has Resolution refutations of size S and width w, then1330

the binary version of F has Resolution refutations of size Swlogn and width w log n.1331

Other questions concern to what extent the converses of our lemmas might hold.1332

The converse of Lemma 9.1 (even for n2 replaced by some sublinear polynomial) is1333

false. For example, consider the very weak Pigeonhole Principle of [24]. However,1334

this example is somewhat disingenuous as the parameter n is no longer polynomially1335

related to the number of pigeons m and the size of the clause set.1336

Finally an important question, not strictly regarding binary encodings, is the rel-1337

ative efficiency of SA+Squares with respect to Lasserre. Is there a meaningful size1338

separation between SA+Squares and Lasserre? Is Lasserre strictly stronger? At pres-1339

ent we know only the quadratic rank separation implied by our Ω(n) (Theorem 8.2)1340

lower bound in SA+ Squares and Potechin’s upper O(
√
n) upper bound in Lasserre1341

for LOPn .1342
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[41] P. Hrubeš and P. Pudlák, Random formulas, monotone circuits, and interpolation, in 58th1478

IEEE Annual Symposium on Foundations of Computer Science, FOCS 2017, Berkeley, CA,1479
USA, October 15-17, 2017, C. Umans, ed., IEEE Computer Society, 2017, pp. 121–131,1480
https://doi.org/10.1109/FOCS.2017.20, https://doi.org/10.1109/FOCS.2017.20.1481

37

This manuscript is for review purposes only.

https://doi.org/10.1007/s000370100000
https://doi.org/10.1007/s000370100000
https://doi.org/10.1007/BFb0028012
https://doi.org/10.1007/BFb0028012
https://doi.org/10.1007/BFb0028012
http://dx.doi.org/10.1007/BFb0028012
https://doi.org/http://doi.acm.org/10.1145/1250790.1250837
https://doi.org/http://doi.acm.org/10.1145/1250790.1250837
https://doi.org/http://doi.acm.org/10.1145/1250790.1250837
https://doi.org/10.4230/LIPIcs.CCC.2019.6
https://doi.org/10.4230/LIPIcs.CCC.2019.6
https://doi.org/10.4230/LIPIcs.CCC.2019.6
https://doi.org/10.4230/LIPIcs.CCC.2019.6
https://doi.org/10.1007/978-3-030-61792-9_27
https://doi.org/10.1007/978-3-030-61792-9_27
https://doi.org/10.1007/978-3-030-61792-9_27
https://doi.org/10.1007/978-3-030-61792-9_27
https://doi.org/10.1016/j.tcs.2009.01.002
https://doi.org/10.1016/j.tcs.2009.01.002
https://doi.org/10.1016/j.tcs.2009.01.002
https://doi.org/10.1016/j.tcs.2009.01.002
https://doi.org/10.1109/CCC.2001.933873
http://doi.ieeecomputersociety.org/10.1109/CCC.2001.933873
https://doi.org/10.1007/978-3-540-45220-1_14
https://doi.org/10.1007/978-3-540-45220-1_14
https://doi.org/10.1007/978-3-540-45220-1_14
https://doi.org/10.1007/978-3-540-45220-1_14
https://eccc.weizmann.ac.il/report/2020/064
https://doi.org/10.1016/j.tcs.2004.04.004
https://doi.org/10.1016/j.tcs.2004.04.004
https://doi.org/10.1016/j.tcs.2004.04.004
https://doi.org/10.1016/j.tcs.2004.04.004
https://doi.org/10.1137/120895950
https://doi.org/10.1137/120895950
https://doi.org/10.1137/120895950
https://doi.org/10.1137/120895950
https://doi.org/10.1145/1838552.1838556
https://doi.org/10.1145/1838552.1838556
https://doi.org/10.1112/jlms/s1-10.37.26
https://doi.org/10.1112/jlms/s1-10.37.26
https://doi.org/10.1112/jlms/s1-10.37.26
https://doi.org/10.1112/jlms/s1-10.37.26
https://arxiv.org/abs/https://academic.oup.com/jlms/article-pdf/s1-10/1/26/6471457/s1-10-37-26.pdf
https://arxiv.org/abs/https://academic.oup.com/jlms/article-pdf/s1-10/1/26/6471457/s1-10-37-26.pdf
https://arxiv.org/abs/https://academic.oup.com/jlms/article-pdf/s1-10/1/26/6471457/s1-10-37-26.pdf
https://doi.org/10.1109/FOCS.2017.20
https://doi.org/10.1109/FOCS.2017.20


[42] D. Itsykson and A. Riazanov, Proof complexity of natural formulas via communication argu-1482
ments, Electron. Colloquium Comput. Complex., 27 (2020), p. 184, https://eccc.weizmann.1483
ac.il/report/2020/184.1484
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11. Appendix.1554

11.1. Potechin’s encoding of LOPn. Potechin provides a O(
√
n log n) upper1555

bound in Lasserre for the following formulation of the linear ordering principle, which1556

we purposefully give in the variables xi,j instead of our vi,j .1557

xi,j + xj,i = 1 for all distinct i, j ∈ [n]1558

xi,jxj,k(1− xi,k) = 0 for all distinct i, j, k ∈ [n]1559 ∑
i∈[n],i̸=i

xi,j = 1 + z2j1560

1561

Note that anything we can prove using transitivity of the form xi,jxj,k(1− xi,k) = 01562

we can prove using vi,k − vi,j − vj,k ≥ −1. That vi,jvj,k ≥ vi,jvj,kvi,k comes from1563

monotonicity, and the opposite inequality comes from lifting by vi,jvj,k:1564

−vi,jvj,k ≤ vi,jvj,kvi,k − 2vi,jvj,k =⇒ vi,jvj,k ≤ vi,jvj,kvi,k.1565

Potechin’s proof moves along the following lines. Define an operator E on terms that1566

behaves the same as the val used in Theorem 8.2, but1567

1. If some zj appears with degree 1 in T , then E[T ] = 0, and1568

2. If T is of the form z2jT
′ for some j and T ′, E[T ] = E

[(∑
i∈[n],i̸=i xij − 1

)
T ′

]
1569

Potechin proves the following.1570

Lemma 11.1 (Lemma 4.2 in [57]). There exists a polynomial g, only in the1571

variables xi,j and of degree O(
√
n log n) such that1572

E

∑
i ̸=j

xi,j − 1

 g2

 = val

∑
i ̸=j

xi,j − 1

 g2

 < 0.1573

Potechin then proves the following Lasserre identity using only the totality and tran-1574

sitivity axioms (which exist also in our formulation). Note Sk is the symmetric group1575

on the elements of [k].1576

Lemma 11.2 (Lemma 4.7 in [57]). For all A = {i1, i2, . . . , ik} ⊆ [n], there exists1577

a degree k + 2 proof that1578 ∑
π∈Sk

k−1∏
j=1

xiπ(j)iπ(j+1)
= 1.1579

Finally, Potechin proves that the ‘symmetric group average’ of a polynomial can be1580

shown to be equal to its valuation.1581
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Lemma 11.3 (Lemma 4.8 in [57]). For any polynomial p of degree d in the vari-1582

ables xij, there exists a proof of at most degree 3d+ 2 that1583

1

n!

∑
π∈Sn

π(p) = val(p)1584

(where the action of Sn is to permute the indices in the monomials of p).1585

Lemma 11.1 and 11.3 together furnish a Lasserre refutation of the required form.1586

11.2. Recapitulation of the unary and binary encodings of the main1587

principles. This section is devoted solely to Figure 1.

principle unary case binary case

¬vi,a ∨ ¬vj,b (ω1−a1
i,1 ∨ . . . ∨ ω

1−alog n

i,logn )

whenever ¬E((i, a), (j, b)) ∨
(Bin-)Cliquekn and (ω1−b1

j,1 ∨ . . . ∨ ω
1−blog n

j,logn )∨
a∈[n] vi,a whenever ¬E((i, a), (j, b))

for each block i ∈ [k] where binary representations are
a = a1 . . . alogn

b = b1 . . . blogn

¬vi,a ∨ ¬vj,a (ω1−a1
i,1 ∨ . . . ∨ ω

1−alog n

i,logn )

whenever i ̸= j ∨
(Bin-)PHP

m
n and (ω1−a1

j,1 ∨ . . . ∨ ω
1−alog n

j,logn )∨
a∈[n] vi,a whenever i ̸= j

for each pigeon i ∈ [m] where binary representation is
a = a1 . . . alogn

¬vi,i ¬νi,i for all i ∈ [n]
for all i ∈ [n] ¬νi,j ∨ ¬νj,k ∨ νi,k

(Bin-)OPn ¬vi,j ∨ ¬vj,k ∨ vi,k for all i, j, k ∈ [n]
for all i, j, k ∈ [n]

∨
i∈[n] νi,j for all j ∈ [n]

and and∨
a∈[n] vi,a (ω1−a1

i,1 ∨ . . . ∨ ω
1−alog n

i,logn ∨ νa,i)

for all a ∈ [n] for all a ∈ [n] whose binary representation is
a1 . . . alogn

Fig. 1. Recapitulation of the unary and binary encodings of the main principles.
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