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Abstract—Quantum repeaters are necessary to fully realize the
capabilities of the emerging quantum internet, especially appli-
cations involving distributing entanglement across long distances.
A more general notion of this can be called a quantum switch,
which connects to many users and can act as a repeater to create
end-to-end entanglement between different subsets of these users.
Here we present a method of calculating the capacity region
of both discrete- and continuous-variable quantum switches
that in general support mixed-partite entanglement generation.
The method uses tools from convex analysis to generate the
boundaries of the capacity region. We show example calculations
with illustrative topologies and perform simulations to support
the analytical results.

Index Terms—quantum switch, quantum repeater, entangle-
ment distribution, maximum weight scheduling, quantum con-
tinuous variables, quantum discrete variables

I. INTRODUCTION

A major step in the world of classical computing was the
idea to design devices whose sole purpose was connecting
many computing devices to each other [1]. This naturally
progressed to entire infrastructures of such networking devices
that now, thanks to research done on fiber optics, routers, and
switching algorithms, allow for near instantaneous commu-
nication between computing devices thousands of kilometers
apart [2], [3]. The internet is the backbone of many aspects
of our day-to-day life, including secure online banking, social
media, and remote education. Quantum 2.0 technologies such
as quantum computers, quantum sensor networks, and quan-
tum simulators are in early stages of design and development,
but in order to fully harness their capabilities we will need to
dedicate ourselves to similar goals of interconnecting these de-
vices and creating a quantum internet [4]–[6]. The fundamental
resource that is created and shared in a quantum network is
entanglement. Some applications, quantum sensor networks in
particular, will rely on many memories being able to generate
entanglement between various subsets of themselves [7], [8].
This is analogous to a switch in classical computing, where
one hub node connects to many end users and facilitates
requests to send information between any specified set of
users. A quantum switch will rely on the users entangling
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themselves with the hub node first, followed up by the hub
performing a ‘swap’ operation that consumes the user-switch
entanglements and creates the requested end-to-end entangled
state between users [9], [10]. Much like a classical switch, a
quantum switch will be impacted by both the entanglement
request rate from the users connected to it as well as the
scheduling policy it adopts in order to service these requests.
However quantum switches will also be impacted by the often
probabilistic nature of entanglement generation and manipu-
lation, something that is effectively not present in classical
networking. One condition commonly imposed on switches,
both classical and quantum, is the concept of stability – a
term with many closely related definitions that all aim to give
a quantitative way to test whether a switch is able to keep up
with the incoming requests [10], [11].

In concept, a quantum network can be just as general
as a classical network—they are envisioned to facilitate the
exchange of quantum information over local, metropolitan,
or global scales [12]–[15]. Quantum switches together with
quantum repeaters are sufficient to enable arbitrary topologies
for quantum networks. The bulk of what these quantum net-
works will be useful for is distributing entanglement between
quantum memories, as most quantum-enhanced activities are
based on utilizing the non-classical correlations that come
from quantum entanglement. Devices and protocols have been
theorized and tested for many different platforms of entangle-
ment, many of which are designed with just one particular
use case in mind. However there are still many fundamental,
platform and application independent questions to be answered
in this field, and so there are many groups that study quantum
networks from as general of a perspective as they can [16].
Many of these questions deal with bounds on the capacity
of a quantum channel, a term which normally means the
maximum rates at which a network can create entanglement.
For networks which can create many different entanglements
this is extended to a capacity region, where we consider what
possible combinations of rates are possible. In these scenarios
it is often unclear how to define the ’optimal’ rate vector, so
in general it is more useful to characterize the entire region
and then let the application decide what vector within the
region best suites its needs. Some work has been done to



characterize the capacity region of quantum switches [17]–
[21], however these characterizations are often not conducive
to certain calculations. For example, we cannot easily verify
whether a given rate vector is in the capacity region or
not. Motivated by this, in the present work we showcase a
method to analytically calculate the capacity region of a single
quantum switch that is allowed to use general swap operations
to create entanglement between any subset of the many users
connected to it. We do this by algorithmically generating
the smallest set of linear inequalities that is necessary and
sufficient for a request rate vector to be in the capacity region.
We use elementary convex analysis to derive our algorithm and
then present example calculations alongside simulation data
that supports our analytic results.

The manuscript is organized as follows: We start with some
background on quantum repeaters, quantum switches, and
convex analysis in Section II. In Section III we describe our
model for a quantum switch, discuss simulating the stability
of a quantum switch, and explain the complications that arise
when using continuous variable encodings. In Section IV we
describe the algorithm to generate the capacity region of a
quantum switch. Section V contains example calculations and
discussions on how to interpret our results. Finally, in Section
VI, we bring up a particular problem that can be solved faster
than expected and then discuss the complexity of our algorithm

II. BACKGROUND

A. Related Work

Much focus of quantum networking research today is spent
on quantum repeaters, devices that are used to extend the range
of quantum entanglement distribution. In classical optical
networking one can place a repeater node at any point along
a long link to read in a lossy, noisy signal and send a restored
copy. This alleviates the user on the other end of having to deal
with noise, and in some cases the signal would be unreadable
at the other end without the repeater. When a repeater can
successfully restore the signal, multiple repeaters can be
chained to extend a channel’s usable distance even more. This
is, for example, how we are able to communicate reliably with
fiber optic cables under the oceans even though we expect
roughly 0.2 dB/km× 5500 km = 1100 dB of loss in optical
power between New York City and London. Unfortunately a
quantum analog of the classical optical repeater is impossible
for quantum communication channels because of the No-
Cloning theorem [22]. The theorem states that it is impossible
to make a copy of an arbitrary quantum state, which is exactly
what a repeater would need to do. Because of this, researchers
have looked for ways to effectively amplify quantum signals
that get around this.

It has been proven [23] that there is a bound on the gen-
eration rate, R, of quantum entanglement that can be shared
between two users separated by a channel with transmissivity
η that does not contain a repeater:

R ≤ C(η) = − log2(1− η) ebits/mode (1)

where C is the channel capacity and ’ebit’ stands for entangled
bit. Note that as η → 0 we have C(η) ∼ η. However, some
repeater designs have been shown to support capacities that
scale as

√
η, the half-channel loss, when the repeater is placed

between Alice and Bob. Often these repeater protocols perform
poorly when η ≈ 1 due to inherently probabilistic operations
that can be avoided with direct transmission. However these
protocols are designed to exhibit a slower drop in capacity as
transmissivity decreases, so there will be a critical transmissiv-
ity (i.e. channel distance) where the repeater protocol is able
to generate more ebits per mode than a direct transmission
protocol.

Many different approaches have been taken to implement
repeaters [24]–[27], however outside of one specific archi-
tecture that requires special care in our model we will not
discuss how repeaters have been modelled or implemented.
The one repeater design we will briefly look at uses the
fact that the No-Cloning theorem only disallows deterministic
amplification and says nothing about probabilistic protocols.
One class of probabilistic methods is known as noiseless
linear amplification (NLA) which seeks to probabilistically
amplify an incoming quantum-limited state without amplifying
its noise [28], [29]. Unfortunately it has been proven that
ideal NLA must have a probability of success equal to zero,
so the best one can hope to do is approximate the action
of NLA [30]. One example of this is the Quantum Scissor
(QS) [31]–[33] which approximates NLA by performing pro-
jection measurements. The QS is the basis of the continuous
variable repeater model used in this paper, which we describe
in detail in Section III-C.

B. Quantum Switches

A natural extension to the idea of a quantum repeater is
a quantum switch, which performs the same operation as a
repeater but there are many users connected to it instead of just
two. This is analogous to a classical switch or router, where
many users connect to one device that can route information
between any pair of them. In the quantum scenario, one of
the models of a quantum switch considers end users making
requests to generate end-to-end entanglement rather than sim-
ply routing a packet of data between users as in a classical
scenario. Because the switch is responsible for generating
entanglement between two end users, the physical model or
implementation of a specific quantum switch will differ for
different entanglement platforms. For example a request for a
Bell state can be serviced with atomic ensembles [34] while
a request for a continuous variable entanglement may require
devices like two-mode squeezed vacuum (TMSV) generators,
homodyne detection, and distillation schemes [35], [36].

Regardless of the underlying model, we can reduce our
analysis to a set of users and a set of end-to-end states
that subsets of users can request. We call the entanglements
between the users and the switch elementary entanglements,
and we call the operations that consume elementary entangle-
ments to create end-to-end states swap operations. We refer to
the switch creating an end-to-end entanglement as the switch



servicing an entanglement flow, with each possible end-to-end
state being its own flow. We then use two sets of parameters:
the probabilities that a given user generates an elementary
entanglement with the switch, and the probability that the
switch successfully creates a given end-to-end entanglement
provided that all necessary elementary entanglements exist.
With these parameters we can analyze the performance of a
quantum switch, such as the end-to-end state generation rates
it can support, while being agnostic to its underlying physical
platform. Some work has been done to characterize these
models, mostly concerning the scheduling policies one should
use to handle competing requests [10], [17]. These papers
also characterize the set of request rates that are supportable
by the switch, a set called the capacity region. Specifically,
it was shown that any request rate vector in the capacity
region can be decomposed into a certain form which we also
use here. However, none of them provided a direct method
for calculating the boundaries of the region. Knowing the
boundaries would, for example, make it easy to determine
whether or not a specific request rate vector will be supportable
by the switch. Two current methods for solving this problem
involve either partitioning [17] or optimization [37], neither of
which can be done efficiently.

C. Extreme Point Analysis

Our method of calculating the capacity region of a quantum
switch uses ideas from convex analysis, so we introduce the
necessary tools here. A set S is said to be convex if x1, x2 ∈
S ⇒ tx1 + (1 − t)x2 ∈ S for all 0 < t < 1. A convex
combination of points x1, · · · , xn is expressed as

∑n
k=1 αkxk

where αk > 0 and
∑n

k=1 αk = 1. We can further define
cch(S) to be the set of all convex combinations of elements
of S, known as the closed convex hull of S. A point e ∈ S is
said to be an extreme point of S if it cannot be expressed as
a convex combination of two or more unique points in S, i.e.
e =

∑n
k=1 αkxk ⇒ x1 = x2 = · · · = xn. Define E(S) to be

the set of extreme points of S. The Krein-Milman Theorem
says that a compact convex set can be fully recreated by the
closed convex hull of its extreme points [38], S = cch (E(S))
for any compact convex set S. This implies that any point in S
can be expressed as a convex combination of extreme points.
The following theorem will be useful in later sections:

Theorem 1. Let L : S → S′ be a linear transformation acting
on a compact convex S, then E (L(S)) ⊆ L (E(S))

In other words, if we know all extreme points of S then we
have a way of generating a set containing all extreme points
of L(S). For completeness, we include a proof of this fact
here.

Proof. Start with an extreme point e′ ∈ E (L(S)) and write it
as a convex combination of transformed extreme points of S.
Say that L(x0) = e′ and x0 =

∑n
k=1 αkek, where ek ∈ E(S)

for 1 ≤ k ≤ n and
∑n

k=1 αk = 1.

e′ = L

(
n∑

k=1

αkek

)
=

n∑
k=1

αkL(ek) (2)

Fig. 1: An example of the underlying Physical topology we
consider. On top of this is a virtual topology containing the
M different flows the switch is capable of generating.

Because L(ek) ∈ L(S), we have written an extreme point of
L(S) as a convex combination of points in L(S). This means
that L(e1) = L(e2) = · · · = L(en), implying that we can
replace L(ek) with L(e1) for 2 ≤ k ≤ n:

e′ =

n∑
k=1

αkL(e1) = L(e1) (3)

proving that e′ ∈ L (E(S)).

If L(S) is a subset of Rn and has finitely many extreme
points we can use an algorithm like QuickHull [39] to re-
duce L (E(S)) to E (L(S)), stripping away all non-extreme
points and allowing us to easily define the planar/hyperplanar
boundaries of L(S) using an algorithm like Delaunay Trian-
gulation [40].

III. MODEL

A. Quantum Switch Model

Our quantum switch model is based on a hub-and-spoke
topology, with the switch acting as the central hub node and
each end users’ one or many memories being the spokes. Let
K be the number of end users, Di be the number of memories
at user i, D be a K×1 vector whose ith component is Di, and
M be the number of entanglement flows the switch supports.
Di can be thought of as the degree of spatial multiplexing that
user i implements. Associated with each user memory there
is a memory at the switch. Fig. 1 shows an example of this
physical topology we consider. Let M = [Mi,j ], where Mi,j

is the number of user i elementary links needed to service
flow j. During each timestep the switch and users perform the
following actions:

1) Each unoccupied user memory attempts to generate
entanglement with its associated switch memory

2) The switch uses the information of which elementary
links currently exist to make a scheduling decision

3) The switch services the flow(s) it chose to serve by
attempting entanglement swap operations



Notation Definition

λj Request rate for flow j

λ∗
j Servicing rate for flow j

λ Vector of request rates

λ∗ Vector of servicing rates

Λ Capacity region

Λ∗ Servicing region

M Number of flows the switch can service

qj Swap success probability for flow j

Q Diagonal matrix of swap success probabilities

K Number of users connected to the switch

pi Success probability for user i’s elementary links

Di Number of elementary links owned by user i

D Vector of Di values

π Matching vector

π∗ Matrix of matching vectors

M Set of all valid matchings

Mi,j
Number of user i’s elementary links necessary to
service flow j

M Matrix of Mi,j values

a Arrangement of elementary links

A Set of all possible elementary link arrangements

P Vector of arrangement probabilities

ci,j Servicing probability for flow i given arrangement j

c Matrix of all servicing probabilities, ci,j

C Set of all possible servicing matrices

Qi(n) Length of request queue for flow i at timestep n

E(S) Set of all extreme points of a convex set S

TABLE I: Notation for relevant parameters

4) The switch discards all elementary entanglements that
are older than their maximum allowed lifetime.

User i’s memories each have a probability pi of successfully
entangling with the switch, and the swap success probability
for flow j is qj . User i’s elementary links can be stored for
τi timesteps, where the timestep it is created counts as the
first timestep (i.e. τ = 1 means elementary links are either
used immediately or discarded). This paper only considers
bufferless switches, defined as switches where all memories
have τ = 1. We do not take into account any measure of
quality of the end-to-end entanglements generated.

Define an arrangement, a(n), n ∈ {1, 2, · · · } to be a K×1
vector whose ith component is the number of elementary links
between user i and the switch available in timestep n. Here
a(n) ∈ A, where A is the set of all possible elementary
link arrangements. Give A an ordering and call the kth
arrangement a(k). It is important to note that we do not assume
any particular model for the memories, swap operations, or
entangled states in our model. To apply our analysis to specific
physical models one would need to calculate the probability
parameters required for our methods and then follow the steps

outlined in the rest of the paper.
We allow the switch to effectively serve multiple swaps

simultaneously, given that there are enough existing elemen-
tary links to service all of them. To generalize the idea of
the switch choosing a flow to service, we define a matching
π to be an M × 1 vector where the jth element is the
number of requests of flow j that the switch services in a
particular timestep. Therefore Mπ is a vector that contains
the number of elementary links required from each user to
service the matching π. A matching is valid if there are enough
memories available to support all the requests it asks for, i.e.
Mπ ≤ a. Define M to be the set of all matchings that
would be valid if every elementary link existed simultaneously,
M = {π | Mπ ≤ D}. Give this set an ordering and call
the kth matching π(k). Let λ∗ = (λ∗

1, · · · , λ∗
M )T denote

a servicing rate vector, where λ∗
j is the average number of

end-to-end entangled states of flow j generated per timestep.
Similarly, let λ = (λ1, · · · , λM )T denote a request rate vector,
where λj is the average number of end-to-end entangled states
of flow j requested by the users per timestep. We say the
switch is stable if it can guarantee that the average number of
timesteps it takes for the switch to service a specific request is
always finite [17]. Clearly if the switch is stable then λ∗ = λ,
though the converse is not necessarily true.

A switch scheduling policy is defined as the set of proba-
bilities that matching π is selected given that elementary link
arrangement a exists,

P (π chosen | a) ≡ cπ,a, π ∈ M, a ∈ A.

If Mπ ≰ a then we set cπ,a = 0 since that means matching π
cannot be serviced when a is the elementary link arrangement.
We store these probabilities in a matrix in the following way:

c =

cπ(1),a(1) cπ(1),a(2) . . .
cπ(2),a(1) cπ(2),a(2) . . .

...
...

. . .

 ∆
=

c1,1 c1,2 . . .
c2,1 c2,2 . . .

...
...

. . .

 .

c is an |M| × |A| matrix. Because the terms of c are
probabilities and the switch can only choose one matching
at a time, we include the following two constraints:

ci,j ≥ 0 ∀i, j (4)∑
i

ci,j = 1 ∀j

where the last constraint is equality because we allow the
matching π = [0, · · · , 0]T , therefore even the switch doing
nothing is considered a scheduling decision.

Having defined a scheduling policy in terms of matching
probabilities conditioned on elementary link arrangements,
to get the average number of end-to-end entangled states
generated per timestep we need to determine the distribution of
those arrangements. Because we only consider the case τ = 1,
arrangements are independently and identically distributed
across timesteps. Denote the elementary link arrangement
distribution P =

[
P(a(1)),P(a(2)), · · · ,P(a(|A|))

]T
that can

be used for every timestep. Let π∗ denote a matrix whose jth



column is π(j) and Q = diag (q1, · · · , qM ). Theorem 4.1 in
[17] says that any servicing rate vector in Λ∗ can be expressed
as

λ∗ =
∑
a∈A

P(a)
∑
π∈M

cπ,aQπ (5)

which is equivalent to

λ∗ = Qπ∗cP. (6)

This can be understood as a weighted average of matching
vectors that is then scaled anisotropically by each flows’
associated swap probability of success.

The main goal of this paper is to calculate the set of possible
servicing rate vectors, which is a set over all valid scheduling
policies:

Λ∗ ≡ {λ∗ | c valid}.

Although this is a full description of the servicing region, it
does not provide a way of calculating it. In Section IV we
present a method that uses (6) to provide a better characteri-
zation of Λ∗.

One distinction still needs to be made; we define the
capacity region of a switch to be the set Λ of request rate
vectors λ that the switch can service while remaining stable.
This corresponds to Λ∗ once the boundary of Λ∗ is removed,
i.e. Λ = Λ∗ \∂Λ∗ [17]. In other words, if it is possible for the
switch to create end-to-end entangled states with rate vector λ∗

then there exists a scheduling policy that can support a request
rate vector λ < λ∗. Because this distinction is trivial to take
into account and has no effect on physical implementations,
we ignore it and focus solely on the easier to manage servicing
region for the remainder of the paper.

B. Simulating a Quantum Switch

As mentioned in Section II-B some prior work has stud-
ied how to efficiently allocate the switch’s resources when
different flows compete with each other. For our model, the
most useful result is a proven throughput optimal scheduling
policy [17] that a switch can adopt to stably service any
incoming request rate vector λ that is in the capacity region
Λ (i.e. the interior of the servicing region Λ∗). This policy
is based on the MaxWeight framework, and it selects the
following matching in timestep n:

arg max
Mπ≤a(n)

M∑
i=1

Qi(n)qiπi (7)

where Qi(n) is the number of requests of flow i in the queue
at timestep n, πi is the ith element of π, and we maximize
over all matchings π that satisfy Mπ ≤ a(n). Because this
scheduling policy is throughput optimal for the scenario we
are studying, we can use it to simulate a switch’s performance
after calculating its capacity region. We will use these Monte
Carlo simulations to corroborate our analytical calculations
of servicing regions. Details on this are at the beginning of
Section V.

C. Continuous Variables

Later we will address how the use of continuous variable
(CV) protocols will affect the quantum switch model, but
first we describe the particular repeater architecture that we
base it on. The basis for our CV repeater model is previous
work [33], [35], [36], [41] that studied a quantum scissor
(QS) based repeater, which uses two-mode squeezed vacuum
(TMSV) states as sources. This repeater provided an inherent
directionality, i.e. parity, to each half-channel and the final
end-to-end state can only be created from two half-channels
of opposite parity. We assume that every elementary link
is capable of being either parity and for simplification we
give each memory a 1

2 probability of being either. This may
seem inappropriate because the protocol to create the links
requires that the parity be agreed upon beforehand, but this
repeater design heavily relies on multiplexing so alternating
attempts is very natural. This complicates our model from the
last section slightly, as we now have to keep track of which
parity each elementary link is. We will address this issue by
splitting one elementary link into two virtual links, one for
each parity, and altering the probabilities P(a(j)) to enforce the
fact that both parities cannot exist in the same elementary link
simultaneously. This in turn creates new virtual flows, since we
can create entanglement between the same two users with two
different parity combinations of virtual elementary links. This
model imposes the restriction that our switch can only create
bipartite end-to-end states, as the QS-based repeater does not
trivially generalize to multipartite entanglement generation.
Therefore if we are given a switch topology that creates M
different bipartite CV end-to-end states, we can use a non-
CV model with 2M flows to calculate the capacity region. If
one wants to treat the two end-to-end parities the same then
they can simply reduce all derived bounds by combining the
two equivalent virtual flows associated with each real flow;
however in practice it may be useful to keep track of the
different parities.

IV. RESULTS

Though we can input any distribution of elementary link
arrangements, if we treat the generation of all link-level
entanglements as independent Bernoulli trials then in the DV
case we have

P (a(n) = a) = P(a) =
K∏
i=1

(
Di

ai

)
pai
i (1− pi)

(Di−ai), a ∈ A

Observing that the set of valid c matrices, C, is convex and
that the relationship between a scheduling matrix c and the
servicing vector λ shown in (6) is a linear transformation,
if we can find all extreme points of C then we have a
way to calculate all extreme points of Λ∗. In order for this
computation to be feasible we need to find a systematic way
to generate all extreme points of C and show that it will finish
in a finite amount of time.

We first characterize the extreme points of C. In short, every
column of an extreme point of C must contain a single 1



and the other entries must be 0. To see why this must be
true, we will prove that any matrix that does not have this
property cannot be an extreme point of C. Let c0 ∈ C be a
matrix whose jth column has exactly two nonzero elements,
ci1,j = α1 and ci2,j = α2, meaning α1 + α2 = 1. Let c1 and
c2 be matrices with entries identical to c0 except in c1 we
have ci1,j = 1 and ci2,j = 0, while in c2 we have ci1,j = 0
and ci2,j = 1. Clearly if c0 ∈ C then c1, c2 ∈ C as well.
Because c0 can be written as a convex combination of these
two:

c0 = α1c1 + α2c2

c0 cannot be an extreme point of C. This argument can be
trivially extended to cases where more than two elements
in a column are nonzero, showing that all extreme points
of C cannot have more than one nonzero entry per column.
These matrices being column stochastic implies that this single
nonzero value must be 1 in every column. Because these
matrices are finite in size there will be a finite number of
matrices with this property and thus a finite number of extreme
points of C, meaning there will be a finite number of extreme
points of the servicing region Λ∗ = Qπ∗CP ⊆ RM and we
have a method of generating a subset of Λ∗ that contains them
all.

Once we filter the set Qπ∗ [E(C)]P down to just E (Λ∗)
using an algorithm like QuickHull, we can characterize the set
much easier as Λ∗ = cch (E (Λ∗)). There also exist algorithms
like Delaunay Triangulation [40] to convert the extreme points
of Λ∗ to the hyperplanar boundaries of Λ∗. We know that the
boundaries of Λ∗ will be hyperplanar because it is a convex
compact subset of RM with a finite number of extreme points,
meaning the region must be a polytope [38]. Thus all its
bounds will be of the form

M∑
j=1

αjλ
∗
j ≤ γα

where α is an M × 1 vector of weights and γα ∈ R is the
upper bound of the weighted sum of rates. These can be used
to quickly test whether a given rate vector λ∗ is an element
of the servicing region or not. Without these boundaries one
would need to find a valid scheduling matrix, c, that gives λ∗

using (6), which is possible but very challenging. It is often
more convenient to write these bounds in the form:

M∑
j=1

αj

λ∗
j

qj
≤ βα

where the ratio λ∗
j/qj can be thought of as an effective rate

because 1/qj is the average number of attempts it takes for the
swap operation of flow j to succeed and service one request.

V. EXAMPLE CALCULATIONS

As mentioned in Section III-B, we use simulation data
to support our analytical results. We mark a request rate
vector that was simulated to be stable by placing a blue
dot at its corresponding point in space, where we consider
a vector to be stable if we simulate the system with that

request arrival rate for 106 timesteps and a linear regression
on the function 1

M

∑M
i=1 Qi(n) returns a slope of less than

10−4 requests/timestep. This threshold slope was chosen
somewhat arbitrarily, but the transition from stable to unsta-
ble is very sharp and this value seems to consistently cull
clearly unstable vectors while correctly labelling clearly stable
vectors. We see in the figures below that there are many
points being labelled as stable that are outside the planar
boundaries that we predict bound the capacity region. This
is to be expected since these data are numerical in nature,
and points just outside of the capacity region are expected to
result in very small slopes anyway. In fact, a plane having
an inconsistent pattern of these points peeking through can
be used as evidence that the bound is correct. A plane with
too low of a bound will underestimate the capacity region (i.e.
the bound will be too tight) and have stable points consistently
appearing outside the boundary it forms. Similarly, planes with
too high of a bound will overestimate the capacity region (i.e.
the bound will be loose) and have no points coming through.
Furthermore, a plane at an incorrect angle will exhibit a
different density of these incorrectly labelled points at different
parts of the plane, so a homogeneous pattern of these can tell
us that the plane is at the correct height and angle.

A. Triangular Topology
We start with a triangular topology with probabilities p =

q = 1
2 :

Flows: {(1,2), (2,3), (1,3)}
p { 1

2 ,
1
2 ,

1
2}

q { 1
2 ,

1
2 ,

1
2}

D {1, 1, 1}

thus we have P = [ 18 , · · · ,
1
8 ]

T . The M matrix is easily
generated from this information:

M =

1 0 1
1 1 0
0 1 1

 .

No two flows can be serviced simultaneously, so π∗ also has
a very basic structure:

π∗ =

0 1 0 0
0 0 1 0
0 0 0 1

 .

Defining a∗ to be a matrix whose ith column is a(i), we can
also define our ordering of elementary link arrangements as:

a∗ =

0 0 0 0 1 1 1 1
0 0 1 1 0 0 1 1
0 1 0 1 0 1 0 1

 .

From these orderings we can fill in the c matrix with its zero
and non-zero terms:

c =


c1,1 c1,2 c1,3 c1,4 c1,5 c1,6 c1,7 c1,8
0 0 0 0 0 0 c2,7 c2,8
0 0 0 c3,4 0 0 0 c3,8
0 0 0 0 0 c4,6 0 c4,8

 .



Fig. 2: Servicing region Λ∗ for the triangular topology de-
scribed in Section V-A.

For example, c4,7 must be zero because the 7th column of
a∗ is [1, 1, 0]T which cannot support the matching in the 4th
column of π∗, [0, 0, 1]T .

Recalling that all extreme points of C must have exactly
one nonzero value per column and that all elements of C
must be column stochastic, we recognize that we have 32 =
1× 1× 1× 2× 1× 2× 2× 4 extreme points of the convex set
of all c matrices. We then perform the linear transformation
L(A) = Qπ∗AP on all of these points and remove the non-
extreme points with an algorithm like QuickHull. This leaves
us with 13 unique extreme points of Λ∗, which can be further
processed to give us 10 boundary planes of Λ∗. Three of these
planes simply enforce that λi ≥ 0 for all i, so we say that
there are 7 non-trivial planes forming the boundary of Λ∗.
The region in question is shown in Fig. 2 and analytically it
can be expressed with the following planes (assume i ̸= j and
1 ≤ i, j ≤ 3):

λ∗
i

qi
≤ 1

4

λ∗
i

qi
+

λ∗
j

qj
≤ 3

8

λ∗
1

q1
+

λ∗
2

q2
+

λ∗
3

q3
≤ 1

2
(8)

where we have generalized the swap probabilities to highlight
specifically how they impact the geometry of the capacity re-
gion’s boundaries. This result can be understood with elemen-
tary combinatorial arguments that give necessary conditions
on the capacity region [21], though this method of analysis
does not readily scale up.

Now we go through the same calculation but for a CV
switch. This means we now have a 6-flow model with 33 = 27
possible elementary link arrangements, since each user’s ele-
mentary link can be in three possible states (not existing, parity

1, and parity 2) and there are two ways to service each flow.
In the last section we defined the a∗ matrix by having its rows
count from 0 to 2K −1 in binary, and here we create a matrix
that counts from 0 to 3K −1 in ternary. Our π∗ matrix simply
expands to be a 6×6 identity matrix with a column of all zeros
appended on the left. We also alter the M matrix by doubling
the number of columns to account for there being twice as
many flows, and doubling the number of rows to account for
each user now having two different link parities:

M =


1 0 0 0 1 0
0 1 0 0 0 1
0 1 1 0 0 0
1 0 0 1 0 0
0 0 0 1 0 1
0 0 1 0 1 0

 .

The first two rows correspond to user 1, the next two corre-
spond to user 2, and the last two correspond to user 3. For
example the first two columns correspond to flow (1, 2), the
first column being when user 1 has a parity 1 elementary link
while user 2’s is parity 2 and the second column corresponding
to the opposite scenario. All that is left to do is compute
P(a(j)) for every scenario a(j), which is similar to the normal
Bernoulli trial method except we need to enforce that one
user cannot have both parities at the same time and we need
to account for the fact that a successfully created elementary
link has probability 1/2 of being either parity.

Now that we redefined every necessary matrix, we can
recompute E(C) and transform the set to get 450 unique
extreme points in R6. If we want we can further reduce this
to 16 extreme points of R3 after combining virtual flows that
correspond to the same real flow. This 3-dimensional region
is shown in Fig. 3. Note that any specific flow has an upper
bound of exactly 1/2 of the upper bounds in Fig. 2, which
makes sense because if two of the flows are almost entirely
ignored then the only limiting factor on the third flow is the
probability of success for both elementary links multiplied by
the probability 1/2 that the two links have opposite parity.

We analyze this triangular example one last time, now
returning to DV and adding an extra memory to user 1’s bank.
In other words, we set D = {2, 1, 1}. The new capacity region
is shown in Fig. 4 and Fig. 5. Clearly we have increased its
size significantly, but it is interesting to note that the only new
matching we are allowed to use is π = [1, 0, 1]T , so there is
only a change in the region when considering flows 1 and 3.

B. Square Topology

Flows: {(1,2), (2,3), (3,4), (1,4)}
p { 1

2 ,
1
2 ,

1
2 ,

1
2}

q { 1
2 ,

1
2 ,

1
2 ,

1
2}

D {1, 1, 1, 1}

Just as in the last section we start with a polygon, place
users with one memory at the vertices, and consider only



Fig. 3: Servicing region Λ∗ for the triangular topology but
with a CV protocol being used. Note that the maximum rate
for any given flow is exactly half of the max rates shown in
Fig. 2.

Fig. 4: Servicing region Λ∗ for the triangular topology but
where user 1 is given two quantum memories instead of only
one (red, larger). We include the capacity region of Fig. 2 for
reference (blue, smaller).

the bipartite flows formed by the edges of the polygon. An
important change from the last example is that there are
now scenarios where the switch can service multiple flows
simultaneously (namely 1 and 3 or 2 and 4). Because we are
considering a four-flow model we are no longer able to view
the entire capacity region at once, so we show projections of
Λ∗ for different values of λ4. These projections are shown
in Fig. 6. The full region can again be expressed with the
following planes (assume i ̸= j, i ̸= k, j ̸= k, and

Fig. 5: Servicing region Λ∗ for the triangular topology but
where user 1 is given two quantum memories with the simu-
lated capacity region.

1 ≤ i, j, k ≤ 4):
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q1
+

λ∗
2

q2
+

λ∗
3

q3
+

λ∗
4

q4
≤ 5

8
(9)

We unfortunately cannot compute the capacity region for
the CV case of the square model because moving to an 8-flow
model increases |E(C)| to almost 1019, an infeasible size for
brute force methods.

C. Pentagon with mixed-partite flows

Looking at (8) and (9) one might conjecture that we only
need bounds of the form∑

k∈W

λ∗
k

qk
≤ βW (10)

for various subsets W ⊆ {1, · · · ,M}, but here we show
an example where we need to weight the flows differently.
Consider a more complicated example with both bipartite and
tripartite flows:



(a) λ4 = 0 (b) λ4 = 0.06 (c) λ4 = 0.12

Fig. 6: Projections of the capacity region for a switch with four users connected to it, allowing any two adjacent users to
request the generation of a bipartite end-to-end entanglement. We can see that these regions are symmetric about the plane
λ1 = λ3, while their extent on the λ2 axis remains unchanged as we vary λ4 because those flows do not directly compete.

Flows: {(1,2,3), (2,3), (3,4,5), (4,5), (5,1,2)}
p { 1

2 ,
1
2 ,

1
2 ,

1
2 ,

1
2}

q { 1
4 ,

1
2 ,

1
4 ,

1
2 ,

1
4}

D {1, 1, 1, 1, 1}

We consider this model both to increase the complexity of
the competition between flows and to avoid the infeasible
calculation of the pentagon of users with bipartite flows.
Note that we have reduced the swap probabilities for the
tripartite flows. As a reminder, the specific probabilities that
we use are not based on any physical model – they can be
replaced with any probabilities that come from specific models
of entanglement generation and entanglement swapping. Our
π∗ matrix has a slightly more complicated form due to the
irregular overlaps of the different flows:

π∗ =


0 1 0 0 0 0 1 0
0 0 1 0 0 0 0 1
0 0 0 1 0 0 0 0
0 0 0 0 1 0 1 1
0 0 0 0 0 1 0 0

 .

The c matrix will now be 8×32 because we have 8 flows and
25 = 32 possible arrangements of the elementary links. After
constructing this matrix by setting ci,j → 0 if Mπ(i) ≰ a(j)

and doing some arithmetic, we see that |E (C) | = 4976640
which is a reasonable number of extreme points to brute force
transform one-by-one. After performing Qπ∗E(C)P we get a
set with 4448 unique points, 105 of which are extreme points
forming 22 boundary planes (17 non-trivial) of the servicing
region Λ∗. We show projections of this region in Fig. 7. Along
with inequalities of the form shown in (10), which we will
omit for brevity, we also need the following two inequalities

to describe the boundary of the capacity region:

λ∗
1

q1
+ 2

λ∗
3

q3
+

λ∗
4

q4
+

λ∗
5

q5
≤ 1

2
λ∗
1

q1
+

λ∗
2

q2
+ 2

λ∗
3

q3
+

λ∗
4

q4
+

λ∗
5

q5
≤ 19

32

which require non-unity coefficients on the rates.
We choose not to analyze the CV version of this network

because, using our model for CV state generation, the optimal
end-to-end state generation protocol is only known for bipartite
links [35]. It is an open question to find the optimal arrange-
ment of elementary link parities when creating a multipartite
entangled state with a swap operation acting on NLA- and
TMSV-based links.

VI. DISCUSSION

A. Shortcut for a Particular Use Case

A problem one might be interested in solving is maximizing
a weighted sum of servicing rates over the servicing region,
i.e. calculating

max
λ∗∈Λ∗

∑
j

αjλ
∗
j . (11)

One option to solve this is to use Section IV to calculate
the capacity region and then maximize over its boundaries,
but it turns out this specific problem can be solved much
more easily with a different method. This can be done by
applying elementary linear programming directly to (6) instead
of calculating the entire capacity region, which is the compu-
tationally expensive part behind all results previously shown.
This shortcut could be very useful to a network administrator
that, instead of taking in requests for entanglement, just
generates whatever end-to-end entangled state they choose in
a given timestep. They will then most likely have a metric that
they are trying to optimize, and many reasonable metrics will
take the form of (11).



(a) λ4 = 0, λ5 = 0 (b) λ4 = 0.1, λ5 = 0 (c) λ4 = 0, λ5 = 0.03

Fig. 7: Projections of the capacity region for a switch with five users connected to it, where we only consider the flows named
in Section V-C. By increasing the servicing rate for either flow 4 or flow 5 we can decrease the possible servicing rates for
the flows they compete with.

B. Computational Complexity
Calculating E(C) for even modest topologies can be infea-

sible. For example if we look at a topology where users are
vertices on a regular K-sided polygon and we only consider
the bipartite entanglement flows between adjacent users, i.e.
the edges of the polygon, then |E(CK)| grows faster than 22

K

where we define CK as the set of valid scheduling matrices for
the K-sided polygon topology. Expanding upon Section V-C,
analyzing the pentagonal case (K = 5) requires transforming
almost 1010 extreme points of C if the proposed algorithm
is followed strictly. Future work can focus on reducing this
computational complexity, either with numerical methods or
by proving a less expensive algorithm can also give analytical
results.

VII. CONCLUSION

In summary, we presented an algorithm based on tools from
convex analysis for calculating the boundary of the capacity
region for a bufferless quantum switch. While previous work
had successfully characterized the capacity region, there was
no immediately obvious way of obtaining its boundaries from
their results. Afterwards we presented several example calcu-
lations using our algorithm, some that can also be calculated
by simple combinatorial methods and some that cannot.

Some obvious ways to extend this work include allowing
elementary links to survive for multiple timesteps (i.e. τ > 1),
switching to a continuous time model rather than using slotted
time, and including a purification protocol after many end-to-
end states are generated. One could also work on improving
the efficiency of the algorithm or finding shortcuts, such as
proving that all boundary planes will be of a certain form and
then using Section VI-A to jump straight to the boundaries of
Λ∗. We will also use this section to reiterate that the capacity
region, Λ, is simply the servicing region minus its boundary, so
although all calculations shown have been used to calculate the
servicing region, Λ∗, one can trivially get the capacity region
from the results shown.
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Djeylan Aktas, George T Kanellos, Martin Loncaric, Ž Samec, Anton
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