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A B S T R A C T 

The 21-cm spectral line widths, w 50 , of galaxies are an approximate tracer of their dynamical masses, such that the dark matter 
halo mass function is imprinted in the number density of galaxies as a function of w 50 . Correcting observed number counts for 
surv e y incompleteness at the level of accuracy needed to place competitive constraints on warm dark matter (WDM) cosmological 
models is very challenging, but forward-modelling the results of cosmological hydrodynamical galaxy formation simulations 
into observational data space is more straightforward. We take this approach to make predictions for an ALF ALF A-like surv e y 

from simulations using the EAGLE galaxy formation model in both cold (CDM) and WDM cosmogonies. We find that for 
WDM cosmogonies more galaxies are detected at the low- w 50 end of the 21-cm velocity width function than in the CDM 

cosmogony, contrary to what might na ̈ıvely be expected from the suppression of power on small scales in such models. This is 
because low-mass galaxies form later and retain more gas in WDM cosmogonies (with EAGLE). While some shortcomings in 

the treatment of cold gas in the EAGLE model preclude placing definitive constraints on WDM scenarios, our analysis illustrates 
that near-future simulations with more accurate modelling of cold gas will likely make strong constraints possible, especially in 

conjunction with new 21-cm surv e ys such as WALLABY. 

Key words: galaxies: abundances – galaxies: luminosity function, mass function – dark matter – radio lines: galaxies. 
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 I N T RO D U C T I O N  

he number density of dark haloes as a function of their mass,
r of their (closely related) maximum circular velocity ( v max ),
s a fundamental prediction of cosmological models with dark 
atter. The � CDM cosmogony predicts an approximately power- 

aw subhalo v max function with a slope of about −3 (e.g. Klypin et al.
015 ; Hellwing et al. 2016 ). Testing this prediction is particularly
nteresting at the low-velocity end ( v max � 80 km s −1 ) where warm
ark matter (WDM; Bond & Szalay 1983 ; Bardeen et al. 1986 ; Bode,
striker & Turok 2001 ) cosmogonies predict a flattening (followed 
y a cut-off at even lower v max ) due to a truncation of the matter power
pectrum leading to suppressed and delayed structure formation on 
mall scales. 

The subhalo v max function is not directly observable, so we must
urn to observable proxies. The most direct approach is to choose 
 measurement that can be interpreted as a dynamical mass tracer. 
ne such measurement is the width of the 21-cm emission line of
eutral hydrogen (H I ). Under optimistic assumptions, the spectral 
ine width (for example the full width at half-maximum, w 50 ) is
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elated to v max by a simple geometric correction: w 50 ≈ 2 v max sin i 
here i is the inclination angle. The first measurements of the H I

elocity width function (hereafter, H I WF, Zavala et al. 2009 ; Zwaan,
e yer & Stav ele y-Smith 2010 ; P apastergis et al. 2011 , see also

rujillo-Gomez et al. 2011 ; Klypin et al. 2015 ) found a flattening
f the slope at the low-width end that could be interpreted as a
onsequence of WDM (Zavala et al. 2009 ; Papastergis et al. 2011 ;
chneider et al. 2017 , but see Klypin et al. 2015 ), but the current
onsensus is that the flattening is mostly due to the fact that the
 I WF is preferentially a tracer of the subhalo v max function of gas-

ich galaxies (Obreschkow et al. 2013 ; Sawala et al. 2013 ; Brooks
t al. 2017 ; Dutton, Obreja & Macci ̀o 2019 ), rather than that of the
lobal galaxy (or dark matter halo) population. Ho we ver, as we will
ee below, provided that the bias towards gas-rich galaxies can be
odelled in sufficient detail, the measured H I WF remains sensitive

o a cutoff in the matter power spectrum like that due to a thermal
elic with a mass of about 10 keV or less. 

The conventional approach (e.g. Zavala et al. 2009 ; Zwaan et al.
010 ; Papastergis et al. 2015 ) to constrain the v max function (often
ermed the ‘velocity function’) observationally is to assign v max 

alues to surv e yed galaxies based on their H I line widths, such as by
ssuming w 50 = 2 v max sin i or a more sophisticated but conceptually
imilar relationship. Once this is done the number density of surv e yed
is is an Open Access article distributed under the terms of the Creative 
h permits unrestricted reuse, distribution, and reproduction in any medium, 
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alaxies is corrected for the limited sensitivity of the surv e y to
stimate the intrinsic number density of galaxies as a function of
 max . Brooks et al. ( 2017 ) and Dutton et al. ( 2019 , see also Brook &
hankar 2016 ; Sardone et al. 2024 ) have discussed some of the
hallenges of this approach, including: that the limited extent of
 I discs in low-mass galaxies often fails to reach the radii where

he maximum of the circular velocity curve is reached; that many
ow-mass galaxies have H I reservoirs too faint to be detected by
urrent surv e ys; that H I is increasingly pressure-supported (rather
han rotation-supported) in lower-mass galaxies. We explore some
urther challenges in this work. 

Rather than attempting to transform the H I WF into an inferred
easurement of a v max function suitable for comparison with ‘raw’

heoretical predictions, theoretical results can be recast into direct
redictions for the H I WF for comparison with ‘raw’ observations,
s advocated by Obreschkow et al. ( 2013 ) and Oman ( 2022 ). One way
o approach this is to predict line widths from v max using essentially
he reverse of the procedure described abo v e: a variation on the theme
f w 50 = 2 v max sin i (e.g. Obreschkow et al. 2009 ; Papastergis et al.
011 ; Klypin et al. 2015 ; Chauhan et al. 2019 ; Brooks, Oman & Frenk
023 ). This makes some of the challenges outlined abo v e easier to
eal with – for example, the extent of the H I disc can be folded
nto the construction of a spectrum from a circular velocity curve.
o we ver, such efforts often result in a population of model galaxies
ith gas kinematics and therefore spectra that are unrealistically

egular and symmetric. 
A promising alternative is to measure the H I spectrum of galaxies

n cosmological hydrodynamical simulations as this should more
ccurately capture the diverse morphological and kinematic irreg-
larities that shape the spectra of real galaxies – at least as far as
hese are accurately captured by the simulation in question. Some
nitial efforts along these lines have been made by Macci ̀o et al.
 2016 ), Brooks et al. ( 2017 ), and Dutton et al. ( 2019 ) and show
hat such a simulated surv e y can reproduce the observed H I WF
uite accurately – and certainly more accurately than predicting line
idths from v max using an analytic prescription for the same samples
f simulated galaxies. 
In this work, we develop this methodology further by carrying

ut the first direct surv e y of a hydrodynamical simulation volume
qui v alent to that of the ALF ALF A 21-cm surv e y (with the cav eat
hat some tiling of periodic simulation volumes was required).

e use a suite of CDM and WDM simulations to show that the
ffects of WDM can sometimes be counter-intuitive in this context,
n the sense that they can lead to increased source counts for
ow- w 50 galaxies where we would na ̈ıvely expect fewer due to
he suppression of the formation of low-mass haloes in WDM
osmogonies, and explain the reasons for this. We discuss the
rospects of using the H I WF as a constraint on WDM cosmogonies
these are good, provided that a sufficiently faithful model of the

alaxy population contributing to the measurement is realized in the
imulations. 

This paper is structured as follows. In Section 2 , we describe
he simulation data sets and surv e y catalogues used in our anal-
sis. In Section 3 , we describe our mock surv e y methodology.
ur mock-observed H I WFs in CDM and WDM cosmogonies are
resented and analysed in Section 4 . We discuss advantages of
ock surv e ys based on hydrodynamical simulations o v er method-

logies requiring assumptions loosely of the form w 50 ≈ v max sin i 
n Section 5 . Finally, we summarize our findings and likely future
dv ances as ne w simulations and 21-cm surv e ys become available in
ection 6 . 
NRAS 533, 67–78 (2024) 

L  
 DATA  

.1 Simulations – EAGLE and variations 

e make use of four cosmological h ydrodynamical g alaxy formation
imulations. The simulations were carried out with the EAGLE
alaxy formation model, which uses the pressure–entropy formu-
ation of smoothed-particle hydrodynamics (Hopkins 2013 ) with
mpro v ed time-stepping criteria (Durier & Dalla Vecchia 2012 ) and
witches for artificial viscosity (Cullen & Dehnen 2010 ) and artificial
onduction (Price 2008 ). It implements radiative cooling (Wiersma,
chaye & Smith 2009a ), star formation (Schaye 2004 ; Schaye &
alla Vecchia 2008 ), stellar evolution and chemical enrichment

Wiersma et al. 2009b ), black hole growth (Springel 2005 ; Rosas-
ue v ara et al. 2015 ), energetic stellar (Dalla Vecchia & Schaye
012 ) and black hole (Booth & Schaye 2009 ) feedback, and cosmic
eionization (Haardt & Madau 2001 ; Wiersma et al. 2009b ). 

All four simulations were performed with mass resolution 8 ×
etter than the flagship Ref-L100N1504 EAGLE simulation, yielding
 baryon particle mass of m g = 2 . 26 × 10 5 M �, and hence adopt
he ‘Recal’ model (see Schaye et al. 2015 , for further discussion).
he first, which we consider to be our fiducial point of reference,

s a (25 Mpc ) 3 volume from the EAGLE suite run with a CDM
osmogony (that advocated by the Planck Collaboration XVI 2014 ),
ith identifier Recal-L0025N0752. We will refer to this as the

EAGLE25 cold dark matter’ (or ‘EAGLE25-CDM’) simulation. The
econd simulation that we use, introduced by Bastian et al. ( 2020 )
nd also examined in the recent study of Mason et al. ( 2023 ), is a
25 h 

−1 Mpc ) 3 ≈ (34 Mpc ) 3 volume followed at the same resolution,
dopting the same cosmogony and the same Recal parameters for
he EAGLE galaxy formation model. (This simulation also includes
he E-MOSAICS globular cluster formation and evolution model
f Pfeffer et al. 2018 ; Kruijssen et al. 2019 , but this is immaterial
s it does not influence any of the galaxy properties.) We label this
imulation ‘EAGLE34 cold dark matter’ (or ‘EAGLE34-CDM’). The
atched resolutions, cosmogonies, and galaxy formation models of

hese simulations offer a useful opportunity to control for cosmic
 ariance ef fects using independent volumes. 
The third and fourth simulations that we use are WDM coun-

erparts to the first two. In each case, exactly the same galaxy
ormation model as in the CDM simulation is used, and the initial
onditions are also created to have the same phases (Jenkins 2013 ),
ut with their power spectra modified to model the effect of WDM.
he counterpart of the EAGLE25-CDM simulation uses the transfer

unction approximation of Bode et al. ( 2001 ) to represent the effect
f a 1 . 5 keV thermal relic dark matter candidate. We choose this
odel as a relatively extreme case (e.g. it is incompatible with

tructure formation constraints: Enzi et al. 2021 ; Nadler et al.
021 ) that is expected to emphasize any differences with respect
o the CDM simulations. The model’s half-mode wavenumber is
 hm 

= 9 . 88 Mpc −1 , and its half-mode mass is M hm 

= 5 . 3 × 10 9 M �
Bose et al. 2016 ). We label this ‘EAGLE25 1 . 5 keV thermal relic’
r simply ‘EAGLE25-WDM-1 . 5 keV ’. 
The counterpart of the EAGLE34-CDM simulation has a power

pectrum modified to mimic the effect of a 7 . 1 keV sterile neutrino
ark matter candidate with a mixing angle sin (2 θ ) = 2 × 10 −11 

Meshveliani et al. 2024 ). This is the ‘warmest’ sterile neutrino model
hat is compatible with the X-ray emission line observed in galaxies
nd clusters and tentatively associated with dark matter decay radi-
tion (Boyarsky et al. 2014 ; Bulbul et al. 2014 ). The sterile neutrino
istribution function was computed using the implementations of
aine & Shaposhnikov ( 2008 ) and Lovell et al. ( 2016 ), and the matter
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Figure 1. Galaxy stellar mass functions of simulations used in this work, 
for all galaxies with M � > 10 7 M � (approximately 50 stellar particles). 
Indicative counting uncertainties are illustrated with the shaded band for 
the EAGLE25-CDM simulation (these are slightly smaller in the larger 
EAGLE34 simulation volumes). The stellar mass functions agree closely, 
except at low-stellar masses ( M � � 10 8 M �) where galaxy formation is 
suppressed in WDM cosmogonies. 
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ower spectrum was calculated with a modified version of the CAMB

oltzmann-solver (Lewis, Challinor & Lasenby 2000 ). We label this 
imulation ‘EAGLE34 7 keV sterile neutrino sin (2 θ ) = 2 × 10 −11 ’,
r simply ‘EAGLE34-WDM-7 keV ’. 
Haloes are identified in all cases with a friends-of-friends algo- 

ithm with a linking length equal to 0.2 times the mean inter-particle
pacing (Davis et al. 1985 ), with gravitationally bound subhaloes 
ubsequently identified using the SUBFIND algorithm (Springel et al. 
001 ; Dolag et al. 2009 ). In WDM cosmogonies, the truncation of
he power spectrum causes artificial fragmentation of filaments in 
 -body simulations that could be spuriously identified as subhaloes. 
e remo v e these from halo catalogues following the approach of

o v ell et al. ( 2014 ). Such spurious subhaloes only outnumber ‘real’
ubhaloes at maximum circular velocities v max � 15 km s −1 . In this
egime, subhaloes containing atomic hydrogen – which are our main 
ocus in this work – are extremely rare. 

As a check that the ‘Recal’ calibration of the EAGLE model 
emains applicable in the WDM cosmogonies that we consider, we 
how the galaxy stellar mass function in the 4 simulations listed
bo v e in Fig. 1 . Outside of the regime where warm dark matter
uppresses the formation of structure ( M � � 10 8 M � for the rele v ant
osmogonies), the stellar mass functions agree very closely. 

The EAGLE model does not directly compute the H I fractions
f simulation particles. Following Bah ́e et al. ( 2016 , see also Crain
t al. 2017 ), we partition neutral and ionized hydrogen following the
rescription for self-shielding from the meta-galactic ionizing back- 
round radiation of Rahmati et al. ( 2013 ), then subdivide the neutral
ydrogen into atomic (H I ) and molecular (H 2 ) constituents using
he empirically calibrated pressure-dependent correction defined by 
litz & Rosolowsky ( 2006 ). 

.2 Obser v ations – The ALF ALF A sur v ey 

he ALF ALF A surv e y (Gio vanelli et al. 2005 ) mapped about
 000 deg 2 at 21-cm wavelengths at declinations 0 ≤ δ/ deg ≤ 36 
a v oiding the Galactic plane) using the Arecibo radio telescope. 

e use the α-100 (full-surv e y; Haynes et al. 2018 , see also Haynes
t al. 2011 ) release 1 of the ALF ALF A extragalactic source catalogue.
e apply quality cuts as are conventional in studies of the H I MF

nd H I WF (e.g. Papastergis et al. 2015 ; Jones et al. 2018 ; Oman
022 ): we retain ‘Code 1’ (S / N > 6 . 5) sources with H I masses 10 6 ≤
 HI / M � ≤ 10 11 , with line widths 2 1 . 2 ≤ log 10 ( w 50 / km s −1 ) < 2 . 95,
ith recessional velocities v CMB ≤ 15 000 km s −1 and distances D <

00 Mpc , that fall within the nominal surv e y footprint (defined in
ables D1 & D2 of Jones et al. 2018 ). We use the updated distances
f sources AGC 749 235 and AGC 220 210 reported by Oman ( 2022 ),
nd the TRGB distances for galaxies o v erlapping with the SHIELD
ample reported by McQuinn et al. ( 2021 ). These cuts result in a final
ample of 21 388 galaxies. 

 M E T H O D S  

.1 Mock ALF ALF A-lik e sur v eys 

hether a given galaxy is detected in the ALF ALF A surv e y depends
n its H I flux, S 21 , and line width, w 50 : a higher flux is of course
asier to detect, and a narrower line width squeezes a given flux into
 smaller number of channels in the detector, increasing the S / N. We
herefore need to determine a flux and line width for each galaxy in
 mock surv e y. 

We begin by defining a mock surv e y volume with the same volume
s our selection from the ALF ALF A surv e y (see Section 2.2 ). Since
ur simulations are of random cosmological volumes, we simplify 
he geometry of the surv e y to co v er a circular aperture on the sky
ut to a maximum distance of 200 Mpc . The ALF ALF A surv e y
ootprint (Jones et al. 2018 , tables D1 & D2) subtends 6517 . 7 deg 2 ,
orresponding to an opening angle of 46 . 8 deg from the axis for our
ircular surv e y footprint. Since the surv e y volume is 339 or 134 times
arger than the (25 Mpc ) 3 or (34 Mpc ) 3 simulations volumes, we
eplicate the periodic simulation volumes such that the surv e y volume
s completely co v ered. We note that given the relative volumes and the
pening angle, there is no advantage in terms of minimizing aliasing
ffects of choosing any particular survey axis orientation with respect 
o the simulation volume Cartesian ax es. Giv en the potentially large
umber of copies of a given simulated galaxy that could appear in our
ock surv e ys, we hav e carefully checked that aliasing effects are not

nduly driving or influencing any of our conclusions. The main effect
f tiling a limited volume is that the rarest (high-H I mass, high w 50 )
alaxies that appear in the real surv e y are not sampled in the mocks.
ince our focus is on the low-mass and low-velocity width regimes,

his is of no concern. This focus also means that the galaxies that
e are most interested in appear copied only up to about 10 times in
ur mock catalogues, because they are faint and therefore undetected 
t distances beyond about 60 Mpc . Finally, we note that no galaxies
ppear multiple times as exact copies since each instance of a galaxy
as a different distance and is seen from a dif ferent vie wing angle
and therefore has different S 21 and w 50 , as explained below) than its
liases. 

We next catalogue every subhalo in the mock surv e y volume that
as M HI > 10 6 M � and M � > 0, and measure S 21 and w 50 for each.
he flux is simply measured as: 

S 21 

Jy km s −1 
= 

(
2 . 36 × 10 5 

)−1 M HI 

M �

(
D 

Mpc 

)−2 

, (1) 
MNRAS 533, 67–78 (2024) 

http://egg.astro.cornell.edu/alfalfa/data/


70 K. A. Oman et al. 

M

Figure 2. Sample 21-cm spectra from the mock surv e y of the EAGLE25-CDM simulation. First panel: a massive ( v max ≈ 350 km s −1 ) galaxy. The heavy line 
shows the spectrum of the nearest instance of the galaxy in the surv e y. Because the periodic simulation volume is replicated to co v er the surv e y volume, the 
same galaxy appears more than once, but is seen at different distances and from different viewing angles each time – spectra of other realizations of this galaxy 
are shown with thinner lines, illustrating that each instance has a different total flux and spectral line width. Second panel: a spectrum of a lower-mass galaxy 
( v max ≈ 135 km s −1 ) with a clear ‘double-horn’ shape. The peak flux densities on the approaching and receding sides, S left 

21 , peak and S right 
21 , peak , and the locations 

where half of their amplitudes are crossed, are marked with dotted lines. The full-width at half-maximum w 50 is marked with the thin solid line. Third panel: 
a spectrum of a yet lower mass galaxy ( v max ≈ 70 km s −1 ) with an approximately flat-topped spectral shape. Fourth panel: a spectrum of an even lower mass 
galaxy ( v max ≈ 35 km s −1 ) with an approximately Gaussian spectral shape. 
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here M HI is the sum of the H I masses of gas particles identified
y SUBFIND as bound to the subhalo and D is the distance from the
ock observer. 
The calculation of the H I line width is more involved. We first

reate a mock spectrum of each galaxy using the mock-observing
ool MARTINI 3 (Oman 2019 , 2024 ; Oman et al. 2019 ). Each gas
article contributes a Gaussian spectral line profile to the spectrum
ith a centre determined by its velocity along the line of sight and a
idth: 

= 

√ 

k B T 

m p 
, (2) 

here k B is Boltzmann’s constant, T is the particle temperature and
 p is the proton mass. The typical gas temperature is T ≈ 8 × 10 3 K,

orresponding to σ ≈ 8 km s −1 . The initial spectral channels have a
 km s −1 width, and we use 512 channels such that every spectrum is
ampled in its entirety. As in ALF ALF A, we then Hanning smooth the
pectra for a final spectral resolution 4 of 8 km s −1 . Since ALF ALF A
s a low-spatial resolution drift-scan surv e y with nearly uniform
ensitivity across the surv e y area we do not take the morphology
f the sources into account (i.e. we produce only a spectrum, not a
ata cube), nor do we model the primary beam. Since we process
ach subhalo separately, we implicitly neglect any source confusion.
e also do not add any simulated noise to the measurements since

he selection criteria include S / N > 6 . 5 – for our purposes, noise
as a negligible influence on full-width at half maximum line widths
n this regime. Fig. 2 shows some example spectra of galaxies of
ifferent masses. The first panel illustrates that replicas of a given
imulated galaxy generally have significantly different spectra, both
n terms of total flux and shape. 

With spectra of all galaxies in the surv e y volume in hand,
e measure line widths as the full width at half maximum of
NRAS 533, 67–78 (2024) 

 https:// github.com/ kyleaoman/ martini , version 2.0.2. 
 The channel spacing of the ‘raw’ ALF ALF A spectra is about 5 . 5 km s −1 , or 
bout 11 km s −1 after Hanning smoothing. Ho we ver, we find no qualitative 
ifferences in our analysis or conclusions even if we skip the smoothing step 
nd proceed with a spectral resolution of 4 km s −1 . We therefore surmise that 
he small difference in spectral resolution can be safely ignored. 

o  

b  

S  

0  

g  

f  

t  

n  

d

ach spectrum ( w 50 ), loosely mimicking the approach used in the
LF ALF A surv e y. Where a spectrum has local maxima on either

ide of the systemic velocity ( �v = 0 in Fig. 2 ), we identify the
aximum on the left and on the right side separately. If these two
axima have comparable amplitudes (within a factor of 2), we treat

hem separately; in any other case, we use the single global maximum
f the spectrum. We then linearly interpolate between channels to
ocate the velocity where 50 per cent of the peak is crossed (using
he separate peak flux density values, if applicable). This process is
llustrated in the second panel of Fig. 2 . In rare cases where the half-
aximum flux level is crossed more than twice (keeping in mind

hat we allow the halo finder to separate the particles belonging
o galaxies from their satellites or nearby companions), we use
he crossings with the minimum and maximum �v to measure the
idth. 
Our process to measure w 50 differs slightly from that used

n constructing the ALF ALF A catalogue. In particular, the deci-
ion of whether to use one or two peaks is informed by visual
nspection of individual spectra, and polynomial (usually linear)
tting of the edge regions of the spectra is used to locate the
ounds defining w 50 rather than the direct interpolation between
hannels in our approach. Our decision to simplify the process
omewhat (in particular to a v oid the visual inspection step) is
ustified – we find that e ven relati vely drastic changes to the

ethod, such as using no interpolation but simply taking the nearest
hannel, do not lead to qualitative changes in our analysis or
onclusions. 

With S 21 and w 50 determined for each galaxy in the mock
urv e y volume, we are in a position to e v aluate which galax-
es would actually be detected by an ALF ALF A-like surv e y. We

odel ALF ALF A’s bi v ariate selection function with the empiri-
ally determined form given in Oman ( 2022 , equation A5, based
n the approach of Haynes et al. 2011 ). We linearly interpolate
etween the 25, 50, and 90 per cent completeness levels at fixed
 21 , continuing the slope of the interpolation to extrapolate to
 and 100 per cent completeness levels. We decide whether a
iven simulated galaxy is detected by drawing a random number
rom a uniform distribution between 0 and 1 and comparing it
o the surv e y completeness at its S 21 and w 50 – if the random
umber is less than the completeness, the galaxy is accepted as a

etection. 

https://github.com/kyleaoman/martini
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Figure 3. Upper panel: the halo v max function within a conical region 
with a volume equal to the ALF ALF A surv e y for the four simulations 
used in this work (EAGLE25-CDM – light purple; EAGLE34-CDM – dark 
purple; EA GLE25-WDM-1 . 5 keV – red; EA GLE34-WDM-7 keV – orange). 
Spurious haloes in the WDM case have been remo v ed (see Section 2.1 ). The 
bins in v max have a width of 0 . 2 dex . The dashed lines include all haloes 
within the conical volume, while the solid lines include only haloes with 
M HI > 10 6 M �. The suppression of galaxy formation on small scales in 
WDM cosmogonies is evident below v max ≈ 70 km s −1 . Middle panel: ratio 
of the curves from the upper panel to the corresponding EAGLE25-CDM 

curves. Lower panel: fraction of haloes that have M HI > 10 6 M � as a function 
of v max . More low-mass ( v max ≈ 40 km s −1 ) haloes exceed this threshold in 
warmer dark matter cosmogonies. 
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In addition to S 21 and w 50 , we also catalogue the position within
he surv e y cone (nominally, a right ascension, a declination, and
 distance, although the former two carry little meaning since our 
imulations are of random cosmological volumes), and the maximum 

f the circular velocity curve v circ ( r) = 

√ 

GM( < r) /r determined 
y SUBFIND , where M ( < r ) is the mass enclosed within a spherical
perture of radius r and G is Newton’s constant. 

.2 Matching galaxies across simulation volumes 

he pairs of simulations at fixed side length (EAGLE25-CDM & 

A GLE25-WDM-1 . 5 keV , and EA GLE34-CDM & EA GLE34-
DM-7 keV ) share the same random phases defining their initial 

onditions, so the same large-scale structures form in the two 
imulations of each pair. Identifying a galaxy from each as the ‘same’
bject is therefore well defined. In our analysis we will make some
omparisons using such one-to-one matched galaxies. We identify 
he ‘best match’ of each galaxy in a CDM simulation as the galaxy in
he corresponding WDM simulation that contains the largest number 
f dark matter particles that belong to the CDM realization of the
alaxy. 5 We then repeat the process to identify the ‘best match’ of
ach WDM galaxy in the corresponding CDM simulation. Candidate 
airs are accepted as a match only if they are each others’ mutual
est matches (i.e. the match is ‘bijecti ve’). This ine vitably leaves a
arge fraction of galaxies – especially satellites and the low-mass 
alaxies whose formation WDM physics suppresses – unmatched, 
ut this does not pose any problem for the comparisons that we will
ake below. 

 RESULTS  

.1 The subhalo v max function 

he effect of WDM that we are aiming to constrain through obser-
ations is the suppression of the formation of low-mass galaxies. 
e therefore begin with a straightforward quantification of this 

uppression within our mock surv e y volumes – the subhalo v max 

unction. In the upper panel of Fig. 3 , we show the number 6 of
ubhaloes (including ‘central’ and ‘satellite’ subhaloes) in the mock 
urv e y volume as a function of their maximum circular velocity
or each of our four simulations. Reassuringly, the v max functions of
he two CDM simulations (light- and dark-purple dashed lines) agree 
ery closely with differences of more than 10 per cent only occurring
t v max � 100 km s −1 (dashed dark purple line in centre panel) where
ampling shot noise due to the limited volume of the simulations
egins to become important. 7 

The two mock surv e ys of the WDM simulations have system-
tically fewer subhaloes at the low- v max end. The ‘warmer’ DM 

odel (EAGLE25-WDM-1 . 5 keV ) has a factor of about 40 fewer
aloes than the CDM simulations at v max ≈ 10 km s −1 , while the

AGLE34-WDM-7 keV simulation has a factor of ≈ 10 fewer haloes 

 Particles are labelled with an identifier that is determined before particle 
ositions are perturbed according to the power spectrum in the initial 
onditions, so the ‘same’ particles in the CDM and WDM simulations share 
n identifier. 
 Since we al w ays w ork with the same fixed volume of 5 . 29 × 10 6 Mpc 3 , we 
hoose to show number counts rather than number densities. 
 For instance, in the EAGLE25-CDM mock survey, a subhalo would be repli- 
ated about 339 times, so at number counts less than 339 × 100 = 3 . 4 × 10 4 

e would expect shot noise at the level of ≈ (100) −1 / 2 = 0 . 1, i.e. 10 per cent. 
his is the abundance reached at about 100 km s −1 . 
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han CDM at the same v max . The suppression of low- v max subhaloes
ontinues up to about 80-100 km s −1 where differences are of about
0–20 per cent and begin to be difficult to distinguish from the shot
oise in the subhalo v max function due to the limited simulation
olumes. Bose et al. ( 2016 ) note that the suppression in the halo
umber density due to WDM is clear up to a scale of about 10 M hm 

for the EAGLE25-WDM-1 . 5 keV simulation this is a subhalo 
ass scale of about 5 × 10 10 M �, corresponding to a v max scale of

bout 65 km s −1 , in good agreement with the curves in Fig. 3 . We
tress that at v max � 80 km s −1 the counting uncertainties (including
ccounting for tiling the simulations volumes) are much smaller than 
he amplitude of the suppression of number counts relative to CDM.

To take one step closer to the ALF ALF A observations that we
ish to compare against, we also show the subhalo v max function
f galaxies with H I masses of at least M HI > 10 6 M � in the upper
anel of Fig. 3 (solid lines). At v max of less than about 35 km s −1 , the
umber counts drop precipitously as most of these galaxies contain 
MNRAS 533, 67–78 (2024) 
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8 The agreement at w 50 < 35 km s −1 , and also at M HI < 10 8 M �, is somewhat 
impro v ed if simulated galaxies with M � = 0 are included in the selection, but 
we note that, all ALF ALF A sources included in the sample have optical 
counterparts. See Crain et al. ( 2017 , sec. 4.2.1) for further discussion of the 
(largely unphysical) origin of these ‘dark’ galaxies in the simulations. 
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ery little or no H I gas. Ho we ver, between 35 � v max / km s −1 � 80,
he reduction in the number counts driven by WDM is still clearly
vident (and the two CDM simulations still agree closely with each
ther). Interestingly, the fraction of galaxies with M HI > 10 6 M � at
xed v max in this range in v max becomes higher with increasingly
arm DM (lower panel of Fig. 3 ). This turns out to strongly affect

he relative number counts of galaxies that are detected in our mock
urv e ys; we will explore this in detail below. 

.2 The H I MF and H I WF 

ince the detection of a galaxy in ALF ALF A depends primarily on
ts flux and line width, number counts as a bi v ariate function of
 21 and w 50 are, in a sense, the fundamental measurement obtained
y the surv e y for population studies. Conv erting flux es to masses
equation 1 ) helps to facilitate physical interpretation. Integrating the
ounts along the line-width axis yields the H I mass function, while
he orthogonal integral along the mass axis gives the H I velocity
idth function. In a flux-limited surv e y number counts need to be

orrected for the selection function of the surv e y in order to estimate
umber densities in a fixed volume (e.g. Zwaan et al. 2003 , 2005 ).
uch estimates are subject to substantial statistical and systematic
ncertainties (e.g. Jones et al. 2018 ; Oman 2022 ; Brooks et al. 2023 ).
oing in the other direction – drawing a flux-limited sample from a

omplete volume-limited catalogue – is much more straightforward:
t depends only on the assumed selection function in a simple way.
ince volume-limited catalogues are trivial to construct from our
ock surv e y volumes, we adopt an approach where we sample from

hese (Section 3.1 ) and make comparisons with the ALF ALF A surv e y
n terms of observed number counts. 

In Fig. 4 , we show the H I MF (left panels) and H I WF (right
anels) of our four mock surv e y volumes. The solid lines show the
umber counts of all galaxies in the volumes with M HI > 10 6 M �
nd w 50 > 10 km s −1 , regardless of whether or not they are detected.
onsidering first the H I MF, the two CDM simulations agree closely

with differences of about the amplitude expected from Poisson
oise) across almost the entire range in M HI shown. At the highest
asses ( M HI > 2 × 10 10 M �), the EAGLE34-CDM curve turns up

elative to the EAGLE25-CDM curve because the larger simulation
olume of the former better samples the formation of these rare
bjects. 
The two WDM simulations have very similar H I MFs to the

DM simulations across most of the range in M HI , with no clear
ystematic trend with the ‘warmth’ of the DM in the range 2 × 10 7 �
 HI / M � � 5 × 10 9 . In the most massive galaxies, the EAGLE25-
DM-1 . 5 keV model seems to cool substantially more gas than

he other models and forms galaxies with very high central stellar
ensities (a point to which we will return below). At the low H I

ass end, number counts at fixed M HI decrease for increasingly
arm DM, reflecting the lower abundance of dark matter haloes in
DM cosmogonies – the median v max of a halo hosting a galaxy
ith M HI = 10 7 M � is about 35 km s −1 (in all 4 simulations). While

his is a potentially interesting difference between the predictions
f CDM and WDM models, it occurs at an H I mass scale below
hat where resolution-dependent numerical effects begin to occur in
he EAGLE galaxy formation model ( M HI ≈ 5 × 10 7 M �; see Crain
t al. 2017 , section 4.2.1 for a detailed discussion – we note that
ur selection excludes the ‘dark’ haloes discussed in that work).
bserved number counts in the ALF ALF A surv e y (green crosses;

ee Section 2.2 ) are also very low in this regime, with fewer than 30
alaxies detected with M HI < 10 7 M �; this will be mitigated in the
NRAS 533, 67–78 (2024) 
uture by wider surv e ys of comparable sensitivity . Encouragingly ,
he observed number counts actually agree rather well with those
n all simulations (coloured points) for H I masses � 3 × 10 8 M �

that is, the regime where resolution-dependent effects are not
nown to occur – with the exception of the most massive galax-
es, which are not reproduced by our relatively small simulation
olumes. 

We turn next to the H I WF (right panels of Fig. 4 ) which, through
ts closer connection to the dynamical masses of galaxies, is perhaps
 more promising means to discriminate reliably between CDM and
DM cosmogonies. The most prominent feature in the number count

istribution of all galaxies (solid curves) is a peak at w 50 of just
 v er 20 km s −1 . The sharp decline to wards lo wer line widths is due
o the minimum line width imposed by thermal broadening of the
 I spectra – almost all gas identified as H I in the simulations has
 temperature of about 8 × 10 3 K, corresponding to w 50 of about
 

√ 

2 log (2) (8 km s −1 ) ≈ 19 km s −1 . The sharp increase in the number
ounts from w 50 of about 40 towards 20 km s −1 is related to the bump
n the H I MF at M HI ≈ 5 × 10 6 –10 7 M � – the median M HI at a w 50 of
0 km s −1 is 3–6 × 10 6 M � (depending on the particular simulation),
ith a 16 th –84 th percentile scatter of about 0 . 6 dex . In this extreme

ow- w 50 regime, the suppression of number counts due to WDM
hysics is manifest (lower-right panel of Fig. 4 ), but surprisingly it
nly appears at w 50 � 35 km s −1 . In Fig. 3 , we showed that number
ounts are suppressed in our WDM simulations at v max � 80 km s −1 ,
nd haloes with a given v max are expected to contribute to the H I WF
t w 50 � 2 v max , so we might expect to see differences even up to
 50 ≈ 160 km s −1 . 
The result is even more surprising when we consider only those

alaxies that are detected in our mock surv e ys (coloured points in
ight panels of Fig. 4 ). In this case, differences between CDM and

DM (mainly the more extreme EAGLE34-WDM-7 keV model)
o persist to higher w 50 � 100 km s −1 , b ut ha ve the opposite sign
o that which would na ̈ıvely be predicted – more galaxies are
etected in the mock surv e y of the WDM simulation than of the
DM simulations! We will detail the reasons for this in the next

ubsection, but first, we briefly comment on the comparison of the
 I WFs from our mock surv e ys with that observed by ALF ALF A.
hese agree rather closely – within about 20 per cent or better in

he case of the EAGLE25-CDM, EAGLE34-CDM, and EAGLE34-
DM-7 keV simulations – across most of the range in w 50 . At
 50 � 35 km s −1 , resolution-dependent effects in the simulations
egin to become important, as mentioned abo v e, so the departure
ere likely reflects a failure of the simulations to adequately resolve
 I gas physics in the lowest-mass galaxies. 8 At the high- w 50 

nd, the culprit is once again most plausibly the relatively small
olume of our simulations precluding the formation of the rarest
assive galaxies. This reasonably good agreement between the

bserved and mock-observed H I WFs is far from trivial – see for
nstance Brooks et al. ( 2023 , fig. 4) for an example of a galaxy
ormation model that fails rather spectacularly in its prediction for
he H I WF . W e will discuss the origin of this agreement further in
ection 5.1 . 
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Figure 4. Upper left panel: the H I MF in the four simulations used in this work, and as observed by ALF ALF A. The solid curves show the counts of all galaxies 
in the mock surv e y cones, while points include only those that would be detected by an ALF ALF A-like surv e y. The colour coding (le gend in upper right panel) 
is as in Fig. 3 . The ‘bump’ feature (solid curves) at low H I mass ( M HI � 10 7 M �) has a numerical origin (see Section 4.2 ). The green crosses show the number 
counts from the ALF ALF A extragalactic source catalogue. The bins in M HI have a width of 0 . 1 dex . Lower left panel: ratio of the curves and points from the 
upper-left panel to the corresponding EAGLE (CDM) curve or points. Upper right panel: as upper left panel, but for the H I WF. The bins in w 50 have a width 
of 0 . 1 dex . The suppression of number counts seen at low v max in WDM cosmogonies is not evident at low w 50 – in fact, the surv e y of the simulation with the 
‘warmest’ DM (EAGLE with 1 . 5 keV thermal relic) has a factor of ≈ 2 more detections at w 50 ≈ 70 km s −1 than the surv e ys of CDM simulations. Lower right 
panel: as lower right panel, but with ratios relative to EAGLE (CDM) corresponding to points and curves in the upper right panel. 
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.3 Why more galaxies are detected in WDM models 

here is already a hint of the reason why more galaxies with line
idths of about 40–100 km s −1 are detected in our mock surv e ys of

imulations with ‘warmer’ DM in the lower panel of Fig. 3 : at fixed
 max between about 20–70 km s −1 the fraction of haloes with H I

asses greater than 10 6 M � systematically increases for increasingly 
arm DM. We explore this further in Fig. 5 . In the upper panel, we
lot the median H I mass of galaxies as a function v max . The solid
ines show the trends when all galaxies are included. Below v max of
bout 100 km s −1 , the median H I mass at fixed v max systematically
ncreases for increasingly warm DM. Considering only those galaxies 
hat are detected in the mock surv e ys, we find that these are biased
o higher median H I masses than the global galaxy population. This
s intuitive – the surveys are biased towards the brightest sources. 

The lower panel of Fig. 5 is similar to the upper panel, but shows
he median w 50 at fixed v max . There is a trend for galaxies with
0 < v max / km s −1 < 80 to have slightly higher median w 50 with
ncreasingly warm DM; this is because their higher H I masses (as
hown in the upper panel) cause their gas discs to be somewhat more
xtended and therefore trace the rotation curves to slightly larger 
adii. As should be expected from the very tight correlation between 
 I mass and size (see Stevens et al. 2019 , for a detailed discussion
f its origin), gas discs have the same sizes at fixed H I mass in all of
he simulations (within 15 per cent or less), so we focus our attention
n systematic offsets in H I mass rather than size. Considering only
hose galaxies detected in our mock surv e ys, we find that at the low-
 max end (about 30 < v max / km s −1 < 70), these are biased to wider
ine widths than the o v erall galaxy population. Unlike the detection
ias in H I mass, this runs contrary to intuition: all else being equal,
 wider line has a lower signal-to-noise ratio than a narrow line
nd should therefore be more difficult to detect. This shows that the
ias towards detecting galaxies with higher M HI dominates o v er that
owards detecting galaxies with lower w 50 at any given v max in our
ock surv e ys. 
The offset between the curves in the upper panel of Fig. 5 could

e interpreted either as a systematic difference in M HI or in v max .
hat is, we could imagine either that a galaxy in a WDM simulation
nds up with more H I gas than its counterpart in the corresponding
DM simulation, or instead that it ends up with the same amount of
 I gas but a lower v max (or a combination of both effects). Around
 max of 30 km s −1 , where the curves are nearly horizontal, it is clear
hat the driving effect must be a difference in M HI , but around v max 

f 70 km s −1 where the curves are steeper the situation is ambiguous.
e resolve this ambiguity by using our individually matched pairs of

aloes in WDM and corresponding CDM simulations (see Section 
.2 for details of our matching process). 
In Fig. 6 , we show the median ratio of v max of haloes in the two
DM simulations and the v max of the matched CDM halo in the

pper panels, and similarly the median ratio of M HI in the lower
anel. This reveals that both quantities are systematically different 
MNRAS 533, 67–78 (2024) 
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M

Figure 5. Upper panel: median H I mass of all galaxies with M HI > 10 6 M �
within the mock surv e y cones (solid lines) and of only those galaxies detected 
in the mock surv e ys (points), as a function of maximum circular velocity, v max . 
The upturn in the curves at the low- v max end is an edge effect due to the cut in 
H I mass. Colour coding (see legend) is as in Fig. 3 . The interquartile scatter 
of the distributions is shown for the EAGLE (CDM) simulation as the shaded 
band and error bars; the scatter in the other simulations is very similar. Lower 
panel: as the upper panel, but showing the median H I line width w 50 as a 
function of v max . 
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Figure 6. Upper panel: the median maximum circular velocity v max (solid 
line) and interquartile scatter (shaded band) of WDM haloes relative to 
the v max of the matching halo from the corresponding CDM simulation. 
See Section 3.2 for details of the matching procedure. The v max of low- 
v max haloes is reduced by 10–30 per cent with little scatter in the WDM 

cosmogonies considered. The upturn in the EAGLE34-WDM-7 keV curve at 
v max � 200 km s 1 is due to high central baryon densities causing a central 
peak in the circular v elocity curv es of massiv e galaxies in the WDM 

simulation. Lower panel: as upper panel, but comparing the H I masses of 
WDM galaxies with those of their CDM counterparts. Low-mass galaxies 
have systematically higher gas masses by up to a factor of 2, with considerable 
scatter. This is similar to the trend shown in the upper panel of Fig. 5 , but 
for matched haloes such that the systematic shift in v max (upper panel of this 
figure) is remo v ed. 
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9 Similar effects are present in the ETHOS model of self-interacting dark 
matter (SIDM), which exhibits a matter power spectrum cutoff qualitatively 
similar to WDM. An analysis of SIDM-CDM matched pairs at z > 6 revealed 
systematically higher gas masses for galaxies in the SIDM model (Lo v ell, 
Zavala & Vogelsberger 2019 ). 
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n the two simulations. v max is systematically slightly lower in WDM
by 10–30 per cent) at the low- v max end, with little scatter. This is
 familiar effect due to the lower concentrations of WDM haloes at
xed halo mass (see for example, Lovell & Zavala 2023 , fig. 4). M HI ,
n the other hand, is systematically higher by up to a factor of 2,
ith large scatter. Most of the offset between the curves in the upper
anel of Fig. 5 therefore comes from systematic differences in H I

ass, although systematic differences in v max do play a small role. 
The origin of the enhanced H I mass of low-mass galaxies in the
DM simulations seems to be related to their assembly histories.
alaxies with 30 < v max / km s −1 < 50, where the effect is most
ronounced, form their stellar mass very late – after z = 4 (in
AGLE34-WDM-7 keV ) or z = 3 (in EAGLE25-WDM-1 . 5 keV ),
s opposed to from about z = 5 . 5 in the CDM simulations. Yet,
alaxies of a given v max assemble almost exactly the same stellar
ass in the CDM and corresponding WDM models. This lag in

ormation time persists up to about v max = 100 km s −1 , becoming
maller with increasing v max ; this is also the value of v max where the
DM and corresponding WDM simulations have about the same H I

ass per galaxy at fixed v max (the difference in H I mass grows again
t larger v max ). The delayed formation of structure at the low-mass
NRAS 533, 67–78 (2024) 
nd in WDM models, and the related delayed star formation in low-
ass galaxies, likely allows galaxies to retain more gas o v er time.
hat galaxies near the cutoff scale in WDM form by direct collapse
nd accretion rather than mergers of smaller objects, which in CDM
 ould lik ely have lost all of their gas through supernova feedback. 9 A
ore definitiv e e xplanation would require a full merger tree analysis

f the simulations which we defer to future work. 
Although we are focused primarily on galaxies with v max �

00 km s −1 in this work, we feel compelled to comment on the
onspicuous upturn of the EAGLE25-WDM-1 . 5 keV curve at v max �
00 km s −1 in the upper panel of Fig. 6 . This comes from dense
ccumulations of stars and gas in the centres of massive galaxies in
his simulation, causing a central peak in the circular velocity curve
hat much exceeds the circular velocity reached at larger radii. We
av e checked e xplicitly that no equi v alent feature exists in a plot of
 200 /M 200 (CDM) versus M 200 ; v max is simply no longer a good tracer
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f total dynamical mass in these galaxies. Since these objects are not
ur focus in this work, we will not dwell further on this detail. 

 DISCUSSION  

n this section, we compare our mock surv e y approach with a
implified approach to highlight some of its strengths and comment 
n its potential to produce constraints on WDM cosmological 
odels. 

.1 A simplified mock sur v ey 

s mentioned in Section 4.2 , that a galaxy formation model will
eproduce the H I WF ev en v ery approximately is far from a foregone
onclusion. We explore some of the reasons for this in this sec-
ion with the help of a simplified mock surv e y, using the EAGLE25-
DM simulation as an illustrative example. 
We keep exactly the same set-up described in Section 3.1 except 

or the calculation of the line widths, w 50 . We replace the entire
alculation with a simple – if often used – approximation: 

 50 = 

√ 

( 2 v max sin i ) 2 + 

(
10 km s −1 

)2 
. (3) 

his assumes an inclined (by i) rotating disc that reaches an 
mplitude v max . The second term in the sum in quadrature reflects
he fact that H I gas is not perfectly dynamically cold but has an
ntrinsic velocity dispersion of about 10 km s −1 , which will dominate 
he line width once the rotation speed (or the inclination) becomes 
ow enough. 

We plot the median w 50 obtained in this way as a function
f v max in the left panel of Fig. 7 , which displays the ex-
ected straight line with a slight upward inflection at the low- 
 max end where the second term begins to contribute. For com- 
arison, we also show the curve using the mock-observed w 50 

alues (reproduced from Fig. 5 ), which has a more complex 
hape. 

We show the H I WF for each of these cases in the right panel of
ig. 7 . There are several, often competing effects driving the many
ifferences in the figure: 

(i) In low-mass galaxies, the gas disc does not sample the rotation 
urve all the way to v max , but only the central part where it is still
ising. This causes galaxies that had w 50 of less than about 60 km s −1 

n the fiducial mock surv e y to have larger w 50 in the simplified mock
urv e y – this is the origin of the peak in the solid line in the right
anel of Fig. 7 at that line width. 

(ii) The o v erestimated line widths in the simplified mock surv e y
rom (i) mean that more intrinsically faint galaxies have higher line 
idths, suppressing the fraction of galaxies that are detected at some 

ine widths. For instance, even though there are a factor of several
ore galaxies with w 50 of about 60 km s −1 in the simplified mock

urv e y (solid line compared to dashed line), a factor of a few less
re detected (solid points compared to open points) at the same line
idth. 
(iii) In the simplified surv e y there is a long low- w 50 tail in the

istribution at fixed v max due to face-on galaxies, extending all the 
ay to the velocity dispersion floor that we impose at 10 km s −1 .
alaxies in this tail have unrealistically narrow H I lines (because the
iscs are assumed to be unrealistically symmetric and without warps 
r other irregular features common in observed galaxies), enabling 
hem to satisfy our detection criteria at unrealistically large distances. 
his is part of the reason why between w 50 of 20 and 70 km s −1 , for

nstance, the relative galaxy counts in the fiducial and simplified 
ock surv e ys change by almost two orders of magnitude (compare
olid and dashed lines in right panel of Fig. 7 ), but the counts of
etected galaxies varies by only about a factor of 5 o v er the same
nterval in w 50 . Even though the tail of the w 50 distribution has a low
mplitude (e.g. the 0.1 percentile of the distribution shown in the left
anel of Fig. 7 ), the fraction of galaxies detected at a given w 50 is
ess than 1 per cent o v er much of the range in w 50 , such that even a
iny fraction of affected galaxies can be important. 

.2 Implications for use of the H I WF to constrain dark matter 

he abo v e considerations make modelling the w 50 function to infer
 v max function an extremely challenging prospect. The first point 
as already identified by Brooks et al. ( 2017 , see also Dutton et al.
019 ), but the other two have not, to our knowledge, been previously
iscussed in the literature. The mock surv e y based on a semi-analytic
odel of Brooks et al. ( 2023 ) is similar to our simplified mock surv e y

n some respects but accounts for the H I sizes of galaxies and how
hese sample their rotation curves. The H I WF that it predicts is more
imilar to that of our simplified mock surv e y than to our fiducial
ock surv e y (although the agreement with ALF ALF A observations

s worse than either!), suggesting that rotation curves that do not
each v max are not the only effect at play. 

Fundamentally, the issue is that given an observation of the H I

ine width of a source, there is ambiguity in what value of v max 

hould be assigned to it. A common assumption (e.g. Zwaan et al.
010 ; Papastergis et al. 2015 ) is precisely that of our simplified mock
urv e y (equation 3 ). The left panel of Fig. 7 illustrates that a realistic
apping v max ( w 50 ) is likely not single-valued (see also Brooks et al.

017 , fig. 3, and Dutton et al. 2019 , fig. 4). Fig. 7 as a whole shows
hat (erroneously) assuming a relation similar to equation ( 3 ) is likely
o have severe consequences for constraints on the galaxy population 
nd, by extension, on the halo v max function. 

The forward-modelling approach that we adopt in our fiducial 
ock surv e ys has the significant advantage of guaranteeing internal

elf-consistency: for a known halo v max function (that realized in a
iven simulation), the corresponding w 50 function is unambiguously 
redicted and, given knowledge of the surv e y selection function,
redictions of source counts are also unambiguous. This therefore 
eems like a much more robust way to test the consistency of
osmological models with observation. 

This is not to say that forward-modelling the H I WF from a
imulation is without caveats. The prediction for the line widths 
s limited by how faithfully the simulation models the gas ionization
tate and kinematics in galaxies which depends on physical processes 
hat are notoriously difficult to model, such as supernova feedback. 
t can be hoped, ho we ver, that whether a given simulation is faithful
nough in its reproduction of the detailed internal structure of 
alaxies can be assessed on the basis of comparison with similarly
etailed observations of galaxies. 
Another hurdle to using this forward-modelling approach for 

onstraining cosmology is that it is challenging to show that a
rediction for the H I WF is unique to a particular cosmological model
nd cannot be reproduced in a different cosmogony. The prediction 
s unlikely to be completely degenerate – it seems unlikely that if two
osmological models resulted in identical predictions for the H I WF
hat they would also predict otherwise indistinguishable populations 
f galaxies – so again there seems to be hope for progress through
olding in additional observational constraints. 

 C O N C L U S I O N S  

ur analysis suggests that if dark matter is warm (with an equi v alent
hermal relic mass of about 10 keV or less) then it is likely to
MNRAS 533, 67–78 (2024) 
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Figure 7. Comparison of a mock surv e y using our fiducial ‘observed’ H I line widths, w 50 , with approximate line widths estimated as w 50 ≈ 2 v max sin i (see 
Section 5.1 for details), for the EAGLE25-CDM simulation. Left panel: median w 50 as a function of v max using ‘observed’ (dashed line, repeated from Fig. 5 ) 
and approximate (solid line) values of w 50 . The interquartile scatter is shown with the heavier dotted lines and darker shaded re gion, respectiv ely, and the thinner 
dotted lines and lighter shaded region show the 0 . 5 th –99 . 5 th percentile range. Right panel: H I WF using ‘observed’ and approximate values of w 50 . Lines are 
as in the left panel. The open symbols show the number of galaxies detected in the mock surv e y when the ‘observed’ values of w 50 are used (repeated from the 
right panel of Fig. 4 ) while the filled symbols show the same when approximate w 50 values are used. Number counts from the ALF ALF A catalogue are also 
shown for comparison. There are several, often competing effects (detailed in Section 5.1 ) that shape the trends in the right panel. 
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eave a signature in the number counts as a function of spectral
ine width in 21-cm surv e ys. The (marginalized) H I WF is likely
o be degenerate, or nearly degenerate, for combinations of different
ark matter models and assumptions about galaxy formation physics,
ut this de generac y can almost certainly be broken by considering
he joint distribution of the spectral line width and other observables.
 or e xample, two combinations of different dark matter models and
alaxy formation models that predict the same H I WF are unlikely
o also predict identical galaxy stellar mass functions, and even less
ikely to predict the same joint distribution of stellar mass and H I

ine width. This opens up an avenue to attempt to place quantitative
onstraints on WDM cosmological models in a region of parameter
pace competitive with other methods, such as those obtained from
y α forest measurements (e.g. Hansen et al. 2002 ; Viel et al. 2005 ;
eljak et al. 2006 ; Viel et al. 2006 ; Murgia, Ir ̌si ̌c & Viel 2018 ;
alanque-Delabrouille et al. 2020 ; Garzilli et al. 2021 ). 
As we have discussed above, the EAGLE galaxy formation
odel is rather limited in its treatment of H I by, amongst other

hortcomings, the pressure floor imposed on the gas in the model
see Ploeckinger et al. 2024 , for a detailed discussion of the rationale
or this, and of recent advances that obviate the need for it), the lack
f local ionizing sources (Kannan et al. 2020 ; Li et al. 2020 ), and the
ismatch in energetics between feedback events in nature and those
odelled by the simulation (Crain et al. 2015 , especially sec. 3.1).
ur view is that this choice in modelling wreaks sufficient ha v oc

t the low-H I mass and low- w 50 end of the galaxy population as to
ake quantitative constraints on WDM models based on the H I WF

sing these simulations uncertain. We are optimistic that very recent
e.g. Feldmann et al. 2023 ) and future simulations, such as those
ith the forthcoming COLIBRE model (Schaye et al. in preparation),

hat explicitly follow gas to much lower temperatures and higher
ensities (while still recreating a realistic and statistically useful
alaxy population) will offer opportunities for progress with the
pproach outlined in this work. 
NRAS 533, 67–78 (2024) 
The ALF ALF A surv e y is the current gold standard for work on the
 I WF, but will very soon be superseded by new surveys including
ALLABY (Koribalski et al. 2020 ) on ASKAP 

10 and CRAFTS
Zhang et al. 2019 ) on F AST , 11 and eventually the Square Kilometre
rray (see Power et al. 2015 , for some discussion around constraining
ark matter models including WDM using SKA measurements of
he H I WF). Notably, the WALLABY surv e y has somewhat better
ensitivity than ALF ALF A and when completed will co v er triple the
rea on the sky, with projections of up to a factor of 25 more detections
xpected. CRAFTS is projected to detect up to 6 × 10 5 galaxies in a
0 000 deg 2 field out to z < 0 . 35. Of the WALLABY detections,
bout 20 000 (the total number of ‘Code I’ sources detected in
LF ALF A) will be at least marginally spatially resolved. Amongst
any advantages, this offers the opportunity to identify galaxies
here the gas does not sample the flat part of the rotation curve – an

mportant systematic effect, as we have seen above. 
The statistical (i.e. counting) uncertainties on the H I WF as

etermined from ALF ALF A are already small (see Oman 2022 ) and
re expected to shrink by a factor of 5 with WALLABY. This places
s firmly in a systematic uncertainty-dominated regime; to make full
se of the available data, the burden is on theoretical predictions to
ontrol for these at a level that allows for sufficient confidence in
onstraints on WDM models. 

OFTWARE  

his work has made use of the following software packages: NUMPY

Harris et al. 2020 ), SCIPY (Virtanen et al. 2020 ), ASTROPY (Astropy
ollaboration et al. 2013 , 2022 ), MATPLOTLIB (Hunter 2007 ; Caswell
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t al. 2023 ), MARTINI (Oman 2019 , 2024 ; Oman et al. 2019 ), and
ANDAS (McKinney 2010 ; The Pandas Development Team 2023 ). 
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he output of the simulations used in this work are available as
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(i) EAGLE25-CDM: refer to public data release (McAlpine et al. 
016 ; The EAGLE team 2017 ). 
(ii) EAGLE34-CDM: available on reasonable request to RAC 

R.A.Crain@ljmu.ac.uk). 
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(iv) EAGLE34-WDM-7 keV : available on reasonable request to 
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ection 3.1 are available from KAO on reasonable request. 

EFER ENCES  

stropy Collaboration et al., 2013, A&A , 558, A33 
stropy Collaboration et al., 2022, ApJ , 935, 167 
ah ́e Y. M. et al., 2016, MNRAS , 456, 1115 
ardeen J. M. , Bond J. R., Kaiser N., Szalay A. S., 1986, ApJ , 304, 15 
astian N. , Pfeffer J., Kruijssen J. M. D., Crain R. A., Trujillo-Gomez S.,

Reina-Campos M., 2020, MNRAS , 498, 1050 
litz L. , Rosolowsky E., 2006, ApJ , 650, 933 
ode P. , Ostriker J. P., Turok N., 2001, ApJ , 556, 93 
ond J. R. , Szalay A. S., 1983, ApJ , 274, 443 
ooth C. M. , Schaye J., 2009, MNRAS , 398, 53 
ose S. , Hellwing W. A., Frenk C. S., Jenkins A., Lo v ell M. R., Helly J. C.,

Li B., 2016, MNRAS , 455, 318 
oyarsky A. , Ruchayskiy O., Iakubovskyi D., Franse J., 2014, Phys. Rev.

Lett. , 113, 251301 
rook C. B. , Shankar F., 2016, MNRAS , 455, 3841 
rooks A. M. , Papastergis E., Christensen C. R., Go v ernato F., Stilp A., Quinn

T. R., Wadsley J., 2017, ApJ , 850, 97 
rooks R. A. N. , Oman K. A., Frenk C. S., 2023, MNRAS , 522, 4043 
ulbul E. , Markevitch M., Foster A., Smith R. K., Loewenstein M., Randall

S. W., 2014, ApJ , 789, 13 
aswell T. A. et al., 2023, matplotlib/matplotlib: REL: v3.7.1. Zenodo 
hauhan G. , Lagos C. d. P., Obreschkow D., Power C., Oman K., Elahi P. J.,

2019, MNRAS , 488, 5898 
rain R. A. et al., 2015, MNRAS , 450, 1937 
rain R. A. et al., 2017, MNRAS , 464, 4204 
ullen L. , Dehnen W., 2010, MNRAS , 408, 669 
alla Vecchia C. , Schaye J., 2012, MNRAS , 426, 140 
avis M. , Efstathiou G., Frenk C. S., White S. D. M., 1985, ApJ , 292, 371 
olag K. , Borgani S., Murante G., Springel V., 2009, MNRAS , 399, 497 
urier F. , Dalla Vecchia C., 2012, MNRAS , 419, 465 
utton A. A. , Obreja A., Macci ̀o A. V., 2019, MNRAS , 482, 5606 
nzi W. et al., 2021, MNRAS , 506, 5848 
eldmann R. et al., 2023, MNRAS , 522, 3831 
arzilli A. , Magalich A., Ruchayskiy O., Boyarsky A., 2021, MNRAS , 502,

2356 
iovanelli R. et al., 2005, AJ , 130, 2598 
aardt F. , Madau P., 2001, in Neumann D. M., Tran J. T. V., eds, Clusters

of Galaxies and the High Redshift Univ erse Observ ed in X-rays. p. 64,
preprint (astro-ph/0106018), ht tps://inspirehep.net /lit erat ure/575192 an 
d https://moriond.in2p3.fr/previous-sessions.html 

ansen S. H. , Lesgourgues J., Pastor S., Silk J., 2002, MNRAS , 333, 544 
arris C. R. et al., 2020, Nature , 585, 357 
aynes M. P. et al., 2011, AJ , 142, 170 
aynes M. P. et al., 2018, ApJ , 861, 49 
ellwing W. A. , Frenk C. S., Cautun M., Bose S., Helly J., Jenkins A., Sawala

T., Cytowski M., 2016, MNRAS , 457, 3492 
opkins P. F. , 2013, MNRAS , 428, 2840 
unter J. D. , 2007, Comput. Sci. Eng. , 9, 90 

enkins A. , 2013, MNRAS , 434, 2094 
ones M. G. , Haynes M. P., Giovanelli R., Moorman C., 2018, MNRAS , 477,

2 
annan R. , Marinacci F., Vogelsberger M., Sales L. V., Torrey P., Springel

V., Hernquist L., 2020, MNRAS , 499, 5732 
lypin A. , Karachentsev I., Makarov D., Nasonova O., 2015, MNRAS , 454,

1798 
oribalski B. S. et al., 2020, Ap&SS , 365, 118 
ruijssen J. M. D. , Pfeffer J. L., Crain R. A., Bastian N., 2019, MNRAS ,

486, 3134 
aine M. , Shaposhnikov M., 2008, J. Cosmol. Astropart. Phys. , 2008,

031 
ewis A. , Challinor A., Lasenby A., 2000, ApJ , 538, 473 
i H. , Vogelsberger M., Marinacci F., Sales L. V., Torrey P., 2020, MNRAS ,

499, 5862 
o v ell M. R. , Zavala J., 2023, MNRAS , 520, 1567 
o v ell M. R. , Frenk C. S., Eke V. R., Jenkins A., Gao L., Theuns T., 2014,

MNRAS , 439, 300 
o v ell M. R. et al., 2016, MNRAS , 461, 60 
o v ell M. R. , Zavala J., Vogelsberger M., 2019, MNRAS , 485, 5474 
acci ̀o A. V. , Udrescu S. M., Dutton A. A., Obreja A., Wang L., Stinson G.

R., Kang X., 2016, MNRAS , 463, L69 
ason A. C. , Crain R. A., Schia v on R. P., Weinberg D. H., Pfeffer J., Schaye

J., Schaller M., Theuns T., 2023, MNRAS preprint ( arXiv:2311.00041 ) 
cAlpine S. et al., 2016, Astron. Comput. , 15, 72 
eshv eliani T. , Lo v ell M. R., Crain R. A., Pfeffer J., 2024, MNRAS , 532,

1296 
cKinney W. , 2010, in van der Walt S., Millman J., eds, Proceedings of the

9th Python in Science Conference. p. 56, https://conference.scipy.org/p 
roceedings/

cQuinn K. B. W. et al., 2021, ApJ , 918, 23 
urgia R. , Ir ̌si ̌c V., Viel M., 2018, Phys. Rev. D , 98, 083540 
adler E. O. , Birrer S., Gilman D., Wechsler R. H., Du X., Benson A.,

Nierenberg A. M., Treu T., 2021, ApJ , 917, 7 
breschkow D. , Croton D., De Lucia G., Khochfar S., Rawlings S., 2009,

ApJ , 698, 1467 
breschkow D. , Ma X., Meyer M., Power C., Zwaan M., Stav ele y-Smith L.,

Drinkwater M. J., 2013, ApJ , 766, 137 
man K. A. , 2019, in Allen A., DuPrie K., eds, MARTINI: Mock spatially

resolved spectral line observations of simulated g alaxies, Astroph ysics 
MNRAS 533, 67–78 (2024) 

file:www.dirac.ac.uk
http://dx.doi.org/10.1051/0004-6361/201322068
http://dx.doi.org/10.3847/1538-4357/ac7c74
http://dx.doi.org/10.1093/mnras/stv2674
http://dx.doi.org/10.1086/164143
http://dx.doi.org/10.1093/mnras/staa2453
http://dx.doi.org/10.1086/505417
http://dx.doi.org/10.1086/321541
http://dx.doi.org/10.1086/161460
http://dx.doi.org/10.1111/j.1365-2966.2009.15043.x
http://dx.doi.org/10.1093/mnras/stv2294
http://dx.doi.org/10.1103/PhysRevLett.113.251301
http://dx.doi.org/10.1093/mnras/stv2550
http://dx.doi.org/10.3847/1538-4357/aa9576
http://dx.doi.org/10.1093/mnras/stad1191
http://dx.doi.org/10.1088/0004-637X/789/1/13
http://dx.doi.org/10.1093/mnras/stz2069
http://dx.doi.org/10.1093/mnras/stv725
http://dx.doi.org/10.1093/mnras/stw2586
http://dx.doi.org/10.1111/j.1365-2966.2010.17158.x
http://dx.doi.org/10.1111/j.1365-2966.2012.21704.x
http://dx.doi.org/10.1086/163168
http://dx.doi.org/10.1111/j.1365-2966.2009.15034.x
http://dx.doi.org/10.1111/j.1365-2966.2011.19712.x
http://dx.doi.org/10.1093/mnras/sty3064
http://dx.doi.org/10.1093/mnras/stab1960
http://dx.doi.org/10.1093/mnras/stad1205
http://dx.doi.org/10.1093/mnras/stab192
http://dx.doi.org/10.1086/497431
https://inspirehep.net/literature/575192 and https://moriond.in2p3.fr/previous-sessions.html
http://dx.doi.org/10.1046/j.1365-8711.2002.05410.x
http://dx.doi.org/10.1038/s41586-020-2649-2
http://dx.doi.org/10.1088/0004-6256/142/5/170
http://dx.doi.org/10.3847/1538-4357/aac956
http://dx.doi.org/10.1093/mnras/stw214
http://dx.doi.org/10.1093/mnras/sts210
http://dx.doi.org/10.1109/MCSE.2007.55
http://dx.doi.org/10.1093/mnras/stt1154
http://dx.doi.org/10.1093/mnras/sty521
http://dx.doi.org/10.1093/mnras/staa3249
http://dx.doi.org/10.1093/mnras/stv2040
http://dx.doi.org/10.1007/s10509-020-03831-4
http://dx.doi.org/10.1093/mnras/stz968
http://dx.doi.org/10.1088/1475-7516/2008/06/031
http://dx.doi.org/10.1086/309179
http://dx.doi.org/10.1093/mnras/staa3122
http://dx.doi.org/10.1093/mnras/stad216
http://dx.doi.org/10.1093/mnras/stt2431
http://dx.doi.org/10.1093/mnras/stw1317
http://dx.doi.org/10.1093/mnras/stz766
http://dx.doi.org/10.1093/mnrasl/slw147
http://dx.doi.org/10.1093/mnras/stae1743
http://arxiv.org/abs/2311.00041
http://dx.doi.org/10.1016/j.ascom.2016.02.004
http://dx.doi.org/10.1093/mnras/stae1519
https://conference.scipy.org/proceedings/
http://dx.doi.org/10.3847/1538-4357/ac03ae
http://dx.doi.org/10.1103/PhysRevD.98.083540
http://dx.doi.org/10.3847/1538-4357/abf9a3
http://dx.doi.org/10.1088/0004-637X/698/2/1467
http://dx.doi.org/10.1088/0004-637X/766/2/137


78 K. A. Oman et al. 

M

 

O
O
O  

P  

 

P  

P  

P  

P
P  

P  

 

P
R  

R
S  

S  

S
S
S
S  

S  

S
S  

S  

T
T  

T  

V  

V  

V
W  

W  

Z  

Z
Z
Z  

Z  

T

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/533/1
Source Code Library. Published by ASCL at Michigan Technological
University, Houghton, MI 

man K. A. , 2022, MNRAS , 509, 3268 
man K. A. , 2024, J. Open Source Softw. , 9, 6860 
man K. A. , Marasco A., Navarro J. F., Frenk C. S., Schaye J., Ben ́ıtez-

Llambay A., 2019, MNRAS , 482, 821 
alanque-Delabrouille N. , Y ̀eche C., Sch ̈oneberg N., Lesgourgues J., Walther

M., Chabanier S., Armengaud E., 2020, J. Cosmol. Astropart. Phys. , 2020,
038 

apastergis E. , Martin A. M., Giovanelli R., Haynes M. P., 2011, ApJ , 739,
38 

 apastergis E. , Gio vanelli R., Haynes M. P., Shankar F., 2015, A&A , 574,
A113 

feffer J. , Kruijssen J. M. D., Crain R. A., Bastian N., 2018, MNRAS , 475,
4309 

lanck Collaboration XVI , 2014, A&A , 571, A16 
loeckinger S. , Nobels F. S. J., Schaller M., Schaye J., 2024, MNRAS , 528,

2930 
ower C. et al., 2015, in Proc. Advancing Astrophysics with the Square

Kilometre Array (AASKA14). Giardini Naxos, Italy, Sissa Medialab srl
Partita IVA: 01097780322, p. 133 

rice D. J. , 2008, J. Comput. Phys. , 227, 10040 
ahmati A. , P a wlik A. H., Rai ̌cevi ́c M., Schaye J., 2013, MNRAS , 430, 2427
osas-Gue v ara Y. M. et al., 2015, MNRAS , 454, 1038 
ardone A. , Peter A. H. G., Brooks A. M., Kaczmarek J., 2024, ApJ , 964,

135 
awala T. , Frenk C. S., Crain R. A., Jenkins A., Schaye J., Theuns T., Zavala

J., 2013, MNRAS , 431, 1366 
chaye J. , 2004, ApJ , 609, 667 
chaye J. , Dalla Vecchia C., 2008, MNRAS , 383, 1210 
chaye J. et al., 2015, MNRAS , 446, 521 
chneider A. , Trujillo-Gomez S., Papastergis E., Reed D. S., Lake G., 2017,

MNRAS , 470, 1542 
NRAS 533, 67–78 (2024) 

Published by Oxford University Press on behalf of Royal Astronomical Society. This is an 
( https://cr eativecommons.or g/licenses/by/4.0/), which permits unrestricted reus
eljak U. , Makarov A., McDonald P., Trac H., 2006, Phys. Rev. Lett. , 97,
191303 

pringel V. , 2005, MNRAS , 364, 1105 
pringel V. , White S. D. M., Tormen G., Kauffmann G., 2001, MNRAS , 328,

726 
tevens A. R. H. , Diemer B., Lagos C. d. P., Nelson D., Obreschkow D.,

Wang J., Marinacci F., 2019, MNRAS , 490, 96 
he EAGLE team , 2017, preprint ( arXiv:1706.09899 ) 
he Pandas Development Team , 2023, pandas-dev/pandas: Pandas.

Zenodo 
rujillo-Gomez S. , Klypin A., Primack J., Romanowsky A. J., 2011, ApJ ,

742, 16 
iel M. , Lesgourgues J., Haehnelt M. G., Matarrese S., Riotto A., 2005, Phys.

Rev. D , 71, 063534 
iel M. , Lesgourgues J., Haehnelt M. G., Matarrese S., Riotto A., 2006, Phys.

Rev. Lett. , 97, 071301 
irtanen P. et al., 2020, Nat. Methods , 17, 261 
iersma R. P. C. , Schaye J., Smith B. D., 2009a, MNRAS , 393,

99 
iersma R. P. C. , Schaye J., Theuns T., Dalla Vecchia C., Tornatore L.,

2009b, MNRAS , 399, 574 
avala J. , Jing Y. P., Faltenbacher A., Yepes G., Hoffman Y., Gottl ̈ober S.,

Catinella B., 2009, ApJ , 700, 1779 
hang K. et al., 2019, Sci. China Phys. Mech. Astron. , 62, 959506 
waan M. A. et al., 2003, AJ , 125, 2842 
waan M. A. , Meyer M. J., Staveley-Smith L., Webster R. L., 2005, MNRAS ,

359, L30 
waan M. A. , Meyer M. J., Staveley-Smith L., 2010, MNRAS , 403,

1969 

his paper has been typeset from a T E 

X/L 

A T E 

X file prepared by the author. 
© 2024 The Author(s). 
Open Access article distributed under the terms of the Creative Commons Attribution License 
e, distribution, and reproduction in any medium, provided the original work is properly cited. 

/67/7718796 by U
niversity of D

urham
 user on 12 August 2024

http://dx.doi.org/10.1093/mnras/stab3164
http://dx.doi.org/10.21105/joss.06860
http://dx.doi.org/10.1093/mnras/sty2687
http://dx.doi.org/10.1088/1475-7516/2020/04/038
http://dx.doi.org/10.1088/0004-637X/739/1/38
http://dx.doi.org/10.1051/0004-6361/201424909
http://dx.doi.org/10.1093/mnras/stx3124
http://dx.doi.org/10.1051/0004-6361/201321591
http://dx.doi.org/10.1093/mnras/stad3935
http://dx.doi.org/10.1016/j.jcp.2008.08.011
http://dx.doi.org/10.1093/mnras/stt066
http://dx.doi.org/10.1093/mnras/stv2056
http://dx.doi.org/10.3847/1538-4357/ad250f
http://dx.doi.org/10.1093/mnras/stt259
http://dx.doi.org/10.1086/421232
http://dx.doi.org/10.1111/j.1365-2966.2007.12639.x
http://dx.doi.org/10.1093/mnras/stu2058
http://dx.doi.org/10.1093/mnras/stx1294
http://dx.doi.org/10.1103/PhysRevLett.97.191303
http://dx.doi.org/10.1111/j.1365-2966.2005.09655.x
http://dx.doi.org/10.1046/j.1365-8711.2001.04912.x
http://dx.doi.org/10.1093/mnras/stz2513
http://arxiv.org/abs/1706.09899
http://dx.doi.org/10.1088/0004-637X/742/1/16
http://dx.doi.org/10.1103/PhysRevD.71.063534
http://dx.doi.org/10.1103/PhysRevLett.97.071301
http://dx.doi.org/10.1038/s41592-019-0686-2
http://dx.doi.org/10.1111/j.1365-2966.2008.14191.x
http://dx.doi.org/10.1111/j.1365-2966.2009.15331.x
http://dx.doi.org/10.1088/0004-637X/700/2/1779
http://dx.doi.org/10.1007/s11433-019-9383-y
http://dx.doi.org/10.1086/374944
http://dx.doi.org/10.1111/j.1745-3933.2005.00029.x
http://dx.doi.org/10.1111/j.1365-2966.2009.16188.x
https://creativecommons.org/licenses/by/4.0/

	1 INTRODUCTION
	2 DATA
	3 METHODS
	4 RESULTS
	5 DISCUSSION
	6 CONCLUSIONS
	SOFTWARE
	ACKNOWLEDGEMENTS
	DATA AVAILABILITY
	REFERENCES

