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Abstract
Despite recent progress, hand gesture recognition, a highly regarded method of human computer interaction, still faces 
considerable challenges. In this paper, we address the problem of individual user style variation, which can significantly 
affect system performance. While previous work only supports the manual inclusion of customized hand gestures in the 
context of very specific application settings, here, an effective, adaptable graphical interface, supporting user-defined hand 
gestures is introduced. In our system, hand gestures are personalized by training a camera-based hand gesture recognition 
model for a particular user, using data just from that user. We employ a lightweight Multilayer Perceptron architecture based 
on contrastive learning, reducing the size of the data needed and the training timeframes compared to previous recognition 
models that require massive training datasets. Experimental results demonstrate rapid convergence and satisfactory accuracy 
of the recognition model, while a user study collects and analyses some initial user feedback on the system in deployment.

Keywords Human computer interaction · Hand gesture · User study · Personalization

1 Introduction

The use of palm and finger movements to convey thoughts 
and ideas is known as hand gesture [1]. Hand gestures allow 
users to communicate with a machine simply by moving 
their hands, eliminating the need for any additional input 
devices. They are becoming increasingly popular in a variety 
of Human-Computer Interaction (HCI) applications, benefit-
ing from advances in both general computer technology and 
specialised hardware equipment [2, 3].

For a meaningful communication between human and 
machine, gestures of the human should be recognized by the 
machine in a process called hand gesture recognition (HGR). 

It is one of the central focal points of current research, with 
a wide range of application domains, including natural user 
interfaces [4], robot control [5], virtual gaming [6], and vir-
tual reality [7]. Furthermore, systems for technology-assisted 
human communication, including sign language recognition, 
is another principal application of HGR [8].

Due to the variety of application domains of HGR, it is 
challenging to develop a standardised set of gestures that 
will become universally used and recognized. Instead, in 
practice, every user tends to develop their unique perspective 
on the posture of a given motion, and thus, how to convey to 
other systems or humans the intended meaning of a user’s 
gesture, without having to teach them a new meaning for 
that gesture is one of the key challenges in the field [9–11]. 
User-defined hand gestures, with each user having their own 
interpreter, is a reasonable approach to the challenge, and the 
one we explore here is a fix for the current issue.

Several researchers have already studied processes by 
which users can possibly define a hand gesture vocabu-
lary. Notably, Jahani et al. invited 20 non-technical users 
to participate in a study of the influence of hand gesture 
preferences of different users on hand gesture definitions 
[12]. Based on an experiment in which users described 
a simple chair and an abstract chair with their hand ges-
tures, they found that in a virtual environment, users pre-
ferred to define a hand gesture vocabulary with two hands. 
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Piumsomboon et al. conducted research on hand gesture 
guessability in an Augmented Reality (AR) environment 
[13]. They invited 20 users to make 800 gestures corre-
sponding to 40 tasks, and created user-defined gesture 
sets to guide the designers in implementing user-centered 
consistent hand gestures for AR. Because most surface 
computing prototypes use hand gestures created by sys-
tem designers, their hand gestures do not always reflect 
user intention. Wobbrock et al. proposed a desktop-based 
hand gesture designing method by eliciting hand gestures 
from non-technical users [14], by first describing to them 
the effect of a gesture and then asking them to perform 
it according to their understanding. They recorded and 
analysed 1,080 gestures from 20 participants, finding 
that users were particularly concerned about the num-
ber of fingers they used. They also found that using one 
hand was more popular than two, whereas, in [12], users 
showed a preference towards using both hands. The above 
studies analyse user behaviour to design improved stand-
ardised hand gesture vocabularies, however, they do not 
address the problem that the definition of a hand gesture 
may vary widely among users from different e.g. cultural 
backgrounds.

The technical backbone of our method is the proposed 
camera-based HGR, which is another field that has already 
attracted considerable research interest. It is a multidis-
ciplinary research field, combining elements of image 
processing, pattern recognition, and artificial intelligence 
[15]. The main challenge in camera-based HGR is the 
shielding of one hand from the other [16], which can lead 
to poor segmentation, low-quality feature vectors, and 
eventually a decline in recognition rates. To overcome this 
difficulty, Kishore et al. used a 4-camera system for recog-
nizing gestures in Indian sign language [17]. Bauer et al. 
proposed a two-camera video-based HGR system based on 
a continuous density hidden Markov model and studied the 
effect of the various features of the hand gesture param-
eters on the recognition results [18]. Since the standard 
Chinese sign language contains more than 8000 words, 
Wang et al. considered dividing the recognition process 
into multiple sub-tasks [19]. Using few-shot learning for 
the sub-tasks, they could reduce the data acquisition cost 
and achieve short training times. However, recognizing a 
hand gesture from a single image or a sequence of images 
from a single camera remains a challenge, as it is gener-
ally difficult to infer 3D information from 2D data, and 
possible relationships between sequences may further 
complicate the task. Therefore, Ferreira et al. proposed 
a new model based on the Contrastive Transformer [20], 
which showed that learning rich representations from key-
point sequences gives good discrimination between vec-
tor embeddings. Thus, here we use key point sequences 
generated by the Mediapipe tool [21], which generates a 

21-point sequence for each RGB camera frame of a hand 
gesture.

Summarising the motivation for our work, while, as men-
tioned above, several studies have analysed user hand ges-
turing behaviour, with the aim of developing standardized 
hand gesture vocabularies, neither the users’ diversity of cul-
tural backgrounds nor their individual signing styles were 
taken into account. Moreover, most of the prior research on 
camera-based hand gesture recognition required data from 
multiple cameras to achieve high recognition accuracy rates. 
In reality, however, there is usually only a single screen and 
a single camera in front of a user, and thus improving single-
camera-based hand gesture recognition will have immediate 
practical implications. We propose that a user interface with 
user-defined hand gesture textual inputs, operating with a 
single camera and requiring minimal data collection, will 
enable the individual user to use it in a way that is expressive 
to them, or, in other words, it will enable them to develop 
their own unique expressions.

To assess the usefulness of the proposed user interface 
with user-defined hand gesture textual inputs, the following 
two research questions were investigated:

RQ1: Is it feasible to train a light-weighted neural net-
work as an interpreter, using user-defined small datasets 
for hand gesture words?
RQ2: Can users with no technical background accept a 
user interface with user-defined hand gestures?

The main contributions of this work are as follows: 

1. A user interface with user-defined hand gesture textual 
inputs, enabling the user to define their own hand ges-
tures according to their preferences;

2. A lightweight parallel Multilayer Perceptron (MLP) neu-
ral network based on the contrastive loss function, serv-
ing as the interpreter of user-defined hand gesture words, 
and achieving fast convergence and high accuracy;

3. A user study (N = 12) based on the analysis of a ques-
tionnaire to summarise user acceptability.

The remainder of this paper is organized as follows: Sect. 2 
reviews related work, focusing on hand gesture detection 
and recognition, and user interfaces for user-defined hand 
gestures. Section 3 describes the user interface we designed 
and implemented, consisting of four modes: hand gesture 
verification, new hand gesture addition, hand gesture man-
agement, and model analysis. Section 4 describes the data 
we collected, data processing methods, and the proposed 
recognition model. Section 5 describes the experimental 
evaluation, including model performance analysis and the 
user study. In sect. 6, we discuss the advantages and the 
limitations of the proposed solution to the problem of hand 
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gesture variability, as well as future work. We briefly con-
clude in Sect. 7.

2  Related work

The proposed systems supporting user-defined hand gestures 
consist of two primary components: the first is concerned 
with the detection and gathering of user hand gesture data, 
and the second is the hand gesture recognition model. Here, 
we review prior research on hand gesture detection, hand 
gesture identification, and systems for creating customized 
hand gestures.

Hand gesture detection. Real-time detection of dynamic 
hand gestures from video streams is a challenging task 
since: (i) there is no indication when a hand gesture starts 
and ends in the video, (ii) a performed hand gesture should 
only be recognized once, and (iii) the entire system should 
be designed considering memory and computational power 
constraints. In [22], the user’s hand was detected based on 
an estimation of the skin color of their face, through face 
detection. Pandey et al. demonstrated real-time egocentric 
hand gesture detection and localization on mobile headset-
mounted displays [23]. Kopuklu et al. addressed these chal-
lenges by proposing a hierarchical structure enabling offline-
working convolutional neural network (CNN) architectures 
to efficiently operate online by adopting the sliding window 
approach [24]. Neethu et al. proposed a hand gesture detec-
tion and recognition methodology using CNNs, achieving 
state-of-the-art performance [25]. Zhang et al. proposed 
MediaPipe [21], a real-time on-device hand tracking pipe-
line, to predict hand bone positions from a single RGB cam-
era, aiming primarily at AR/VR applications. After review-
ing the literature on camera-based hand gesture detection, 
we found Mediapipe to be a mature technology that is suit-
able for our purposes, and we thus employed it for the hand 
gesture detection component of our approach.

Regarding non-camera based systems, Pan et al. pre-
sented a universal framework to achieve dynamic gesture 
detection and recognition from WiFi signals [26]. Wang 
et al. proposed a method for continuous gesture detection 
and recognition, based on a Frequency Modulated Con-
tinuous Wave (FMCW) radar [27]. Yang et al. proposed a 
gesture recognition system, which processes range-Doppler-
angle trajectories with Reused Long Short-Term Memory 
(RLSTM) network, using data from a 77GHz FMCW Mul-
tiple-Input-Multiple-Output (MIMO) radar [28].

Hand gesture recognition. As one would expect, the 
recent state-of-the-art methods are almost exclusively based 
on deep learning. Koller et al. utilised an end-to-end embed-
ding of a CNN into an Hidden Markov Model, interpreting 
the outputs of the CNN in a Bayesian framework [29]. Ban-
tupalli et al. extracted and processed temporal and spatial 

features from video sequences and created an application 
for hand gesture to text translation, aiding communication 
between signers and non-signers[16]. Rao et al. proposed 
a system for Indian sign language recognition [30], using 
CNNs, and they brought hand gesture recognition closer 
to a real time application deployed on a mobile platform 
[31]. Joze et al. introduced the first real-life large-scale hand 
gesture data set, comprising over 25,000 annotated videos, 
which they validated with state-of-the-art methods from sign 
and related action recognition [32]. Liao et al. proposed a 
multimodal dynamic hand gesture recognition method based 
on a deep 3-dimensional residual ConvNet, and Bi-direc-
tional Long Short-Term Memory (LSTM) networks, which 
they named BLSTM-3D residual network (B3D ResNet) 
[33]. We note that the state-of-the-art dynamic hand gesture 
recognition methods still have their limitations, which could 
result in low recognition accuracy, especially with complex 
hand gestures, and on very dynamic or particularly long 
video sequences. For a thorough survey of techniques and 
methods in hand gesture detection and recognition, we refer 
the readers to [34].

Beyond hand gesture recognition, Camgoz et al. intro-
duced the Sign Language Translation (SLT) problem [35], 
which takes into account the grammatical and linguistic 
structure of sign languages. To evaluate the performance 
of their proposed Neural SLT, they introduced the first 
publicly available Continuous SLT dataset, RWTH-PHOE-
NIX-Weather 2014T [35]. Mittal et al. proposed a modified 
LSTM model for continuous hand gesture recognition, aim-
ing at recognizing sequences of connected gestures [36]. 
Finally, Camgoz et al. introduced a novel transformer-based 
architecture that jointly learns continuous hand gesture rec-
ognition and translation, being trainable in an end-to-end 
manner [37].

A common theme in the work we have reviewed is the 
use large data sets to train their complex neural networks, 
aiming at high accuracy race. The drawback of this approach 
is the high computational cost of the training phase, which 
would affect negatively the user experience, had it to be done 
frequently in order to support a dynamic vocabulary. Instead, 
here we need lightweight methods for hand gesture recog-
nition, aiming at establishing a simple recognition model 
with satisfactory accuracy and fast convergence on small 
data sets.

User interfaces for user-defined hand gesture recogni-
tion. A lot of work has already been done on user-defined 
hand gesture user interfaces, but most of them support lim-
ited functionalities, such as letting the user select one out 
of two established hand gestures as the one they want to 
use. Moreover, we note that when designing unique hand 
gestures, it is also important to take into account how long 
it will take to collect the necessary data, as long times 
could negatively impact the user experience. For example, 
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the GESTOP tool proposed by Sk et al. [38] takes 15 to 
20 min to complete data collection for a single hand ges-
ture. For users to define multiple hand gestures, it would 
require several hours, which would be detrimental to the 
user experience. The user interface we propose here intents 
to improve greatly on the timings reported for the GESTOP 
tool, which we used as our baseline. Finally, we note that 
several user interfaces have been proposed for specific appli-
cation domains. Wu et al. proposed an interface for users to 
customize hand gestures and apply them to VR shopping 
applications [39], while they proposed a user-defined hand 
gesture interface that could be used on in-vehicle informa-
tion systems [10].

The majority of the prior work we have reviewed is 
based on fixed vocabularies, and usually, the users are pro-
vided with a large number of hand gesture words to learn 
and use. However, in practice, the users would only need 
a small portion of the vocabulary, i.e., a small number of 
words. In contrast, we provide users with input-able ways to 
develop a vocabulary corresponding to their own hand ges-
tures, assuming that only a small number of gestures would 
eventually be defined. This simplification assumption allows 
us to employ a lightweight neural network for recognition 
trained with contrastive learning, which, as it is based on 
data augmentation, it further reduces the time a user needs 
to define a hand gesture through the interface (Fig. 1).

3  User interface

In this section we provide an overview of the user interface. 
Its main elements are: 

1. A user login function, ensuring that users can only use 
the system under their account;

2. The default mode of our user interface is mode 0, which 
allows users to verify hand gesture textual inputs. Fig-

ure 2 illustrates this mode with a user doing the OK 
hand gesture in mode 0 to verify whether it can be recog-
nized by the model. Users can change mode by clicking 
the Switch button. The implementation of the main func-
tionality of mode 0 was based on the OpenCV [40] and 
Mediapipe [21] libraries. The OpenCV is used to capture 
the with the camera the user’s image data stream. Media-
pipe is an open-source hand gesture detection framework 
from Google, offering hand gesture detection and locali-
zation with high accuracy. We used it to detect the user’s 
hand and calculate the x and y coordinates of 21 feature 
points on that image;

3. The vocabulary extension module (mode 1), shown in 
Fig. 3, is one of the most critical components of the 
system as it allows the addition of new words. In this 
mode, the user can input a specific word or phrase and 
then assign a corresponding gesture to it within the sys-
tem. The mode’s workflow is shown in Fig. 4. The user 
can enter the textual description for a new hand ges-
ture by clicking on the button Add. The system will first 
check and inform them whether this word or text exists 
in the current vocabulary or not. Even if the textual input 
already exists, the system will remind the user that they 
can provide additional gesture data, and upon clicking 
the button Collection, the system will start capturing 
gesture data for 5 s. When data acquisition is complete, 
a pop-up window will inform the user, and upon clicking 
the button Retrain, the gesture recognition model will 
be trained. During model training, users have the option 
to switch to the hand gesture management mode of the 
interface (mode 2), where they can also utilise a large 
online dictionary to search for hand gestures of other 
expressions and words. After model training, a pop-up 
window will remind the user that they can switch to 
hand gesture verification in mode 0 to verify the newly 
trained model;

Log into personal account

Select the mode

Textual input of hand gesture, 
collect data,

train the model

 

Capture the video

Mode 0  
(Hand gesture verification)

Delete, Query, Update

Mode 2  
(Hand gesture Management)

Mode 1  
(New hand gesture addition)

Detect and recognize
hand gesture

Model Structure, 
Confusion matrix, 

Classification report

Mode 3 
(Model Analysis)

Fig. 1  The workflow of the user interface
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4. A vocabulary management module (mode 2), detailed 
in Appendix A. In this mode, using the query function, 
a user can enter a word or phrase and watch videos with 
the corresponding gestures from the American Sign 
Language Lexicon Video Dataset (ASLLVD). This 
function is important since our primary purpose is not 
to enable users to invent new gestures, but rather allow 
them perform common gestures in their own person-
alised way. In mode 2, there is also a delete function, 
clicking which can erase a word or a phrase from the 
vocabulary, together with the collected gestures, and the 
recognition model is retrained;

5. A model analysis component (mode 3), detailed in 
Appendix B. In this mode, the user can generate analyti-
cal data on the recognition system and its performance, 
including training logs, confusion matrices, and a classi-
fication report with accuracy rates. For the effective use 
of this mode, the user would need to have some technical 
background, or be coached by someone with technical 
background.

The key elements of the user interface are depicted in the 
workflow diagram in Fig. 1. After signing up and logging 

Fig. 2  Default mode of the user 
interface. Verification of user-
defined hand gestures

Fig. 3  Custom hand gesture 
mode (mode 1) of the user inter-
face, supporting the addition of 
new hand gestures
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in to the system, the user can choose between four modes. 
A new user should first choose the vocabulary extension 
mode (mode 1), in order to define a basic vocabulary. When 
entering a word or a phrase in that mode, if that textual input 
already exists, the system will prompt the user to decide 
whether they want to add more gestures corresponding to it. 
If they do, gesture data will be gathered for an additional 5 s, 
and the user would then choose between continuing creating 
gesture data or retraining the model. After the model has 
been trained once, the user can switch between the different 
modules of the interface, including mode 0 for hand gesture 
detection and recognition, mode 2 for exploring new hand 

gestures or deleting existing ones, and mode 3 where ana-
lytical data about the system’s performance can be viewed.

4  Gesture recognition

This section describes the main aspects of the gesture rec-
ognition model, including data acquisition, augmentation, 
and normalisation, as well as the MLP’s architecture and 
loss function.

4.1  Hand gesture data

4.1.1  Data Acquisition and Augmentation

Typically, the training of hand gesture detection and rec-
ognition tools utilises large datasets such as the American 
Sign Language Lexicon Video Dataset (ASLLVD) [41], the 
Chinese Sign Language Recognition Dataset (CSLRD) [42], 
or the Swiss German Sign Language Dataset [43]. Moti-
vated by the observations that most of the vocabulary in 
these large datasets is rarely used in everyday life and that 
each user develops their own way to perform a hand gesture, 
here we use instead data collected from each user. Figure 5 
shows the collection of the gesture data from a user for a 
small number of words or phrases chosen by them, here nine 
commonly used words. As the system records hand gestures 
for 5 s, and its camera has a frame rate of 18 fps, during 

Enter textual input
Mode1

Collect user hand gesture data

N

Existed label?

Press "Retrain" button

comfirm to collect?

Y

Y

Retrain classifier select the mode(0-3)

N

Collect more datat?

Y

N

Fig. 4  Workflow of the custom hand gesture interface

Fig. 5  User-defined hand ges-
ture data
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an acquisition session we collect about 90 images for each 
hand gesture.

As we train the model using contrastive learning [44], 
data augmentation is used to create positive samples. Each 
original video frame is rotated by 180 degrees about the 
origin and then scaled down by a factor of 0.8 to reduce the 
image size and thus, decrease the computational load and 
processing time. The origin of the frame is defined as the p0 
Mediapipe point - see Data Normalization below. Assuming 
that the amount of screen recording data collected by each 
user is N frames, the final amount of training data will be 2N 
frames, that is, twice the original.

4.1.2  Data Normalization

In machine learning, it is important to ensure that the train-
ing and test data follow similar distributions. Thus, in most 
applications, data is usually normalized, or in deep learn-
ing, each layer of the network will be normalized to ensure 
consistent data distributions.

In this paper, we normalise the data extracted by the 
Mediapipe, which is a sequences of 21 feature points ( p0 , p1 , 
p2,...,p20 ) for each frame. An example of the 21 Mediapipe 
points is shown in Fig. 2. We set p0 , the point at the bottom 
of the palm near the wrist, as the origin of the frame’s coor-
dinate system. Let (xi, yi) be the coordinates of the point pi . 
It is normalized by

where

That is, for each frame we use a local coordinate system 
centered at p0 , and scale in the x and y directions such that 
the largest absolute value of a coordinate is 1.

4.2  The MLP architecture

Contrastive Learning focuses on learning common charac-
teristics between similar instances and distinguishing the 
differences between non-similar instances [44]. It trains 
an encoder to encode instances within the same class with 
codes that are as similar as possible, while instances belong-
ing to different classes should correspond to codes that are as 
different as possible [45]. Compared with generative learn-
ing [46], contrastive learning does not need to pay attention 
to the details of samples but only needs to learn to distin-
guish data in the feature space at the abstract semantic level. 
Therefore, model optimization becomes a simpler problem, 

(1)xi =
xi − x0

xmax
, yi =

yi − y0

ymax
, i = 1, 2,… , 20.

(2)
xmax = max( |x1 − x0|, |x2 − x0|, … , |x20 − x0| )

ymax = max( |y1 − y0|, |y2 − y0|, … , |y20 − y0| )

and the solutions could have higher generalisation ability. 
Formally, the workflow of contrastive learning aims at max-
imising the distance between positive and negative samples, 
by decreasing the distance between positive samples and 
anchor points and increasing the distance between negative 
samples and anchor points. That is,

 where x+ denotes positive samples, x− negative samples, 
and x anchor points.

We use two MLPs as the skeleton of the proposed con-
trastive learning model, as shown in the Fig. 6. Some pre-
vious works use images from the original dataset for con-
trastive learning and have achieved good results [47–49]. 
However, in our application we need a lightweight model, 
which should be able to be re-trained in real-time with user-
provided data. Thus, the video stream is processed through 
the Mediapipe library, and as we discussed, 21 hand key 
points are obtained, significantly reducing the dimension of 
input data. In addition, considering that contrastive learning 
method will also used, we augment the Mediapipe data by 
rotating by 180 degrees and scaling. The original Mediapipe 
data is used as input to the first MLP. The augmented data is 
used as input to the second MLP, which has the same archi-
tecture as the first, and it is trained with contrastive learning 
using Eq. 4 as the loss function:

For each class i ∈ I , that is, for each gesture i in the vocabu-
lary I, P(i) is the set of positive samples created from the 
frames in class i, |P(i)| is their number, and A(i) is the set of 
negative samples created from the frames in the other classes 
I ⧵ {i} . The zx are the feature vectors of the network just 
before the final Relu and Softmaxing steps, ∗ denotes inner 
product, and � is a positive scalar parameter which is set at 
0.1. The minimization of the loss function aims at making 
samples belonging to the same class closer and samples in 
different classes farther away.

5  Experimental evaluation

This section describes the details of the experimental evalu-
ation of the system, which covers two main aspects. The 
first is the performance of the model. Considering that user 
customisation is at the heart of our approach, it is necessary 
to make the model converge fast to prevent long training 
times affecting user experience. The second aspect is the 
user experience itself. We invited users to use the system 
and provide feedback in the form of questionnaire scoring. 

(3)d(f (x), f (x+)) << d(f (x), f (x−))

(4)

L
sup

out =
�

i∈I

L
sup

out,i
=
�

i∈I

−1

�P(i)�
�

p∈P(i)

log
exp (zi ∗ zp∕�)∑

a∈A(i) exp (zi ∗ za∕�)
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Our experiments were conducted on a high-end PC, run-
ning on an AMD Ryzen 9 5900HX processor. This CPU is 
well-suited for high-performance computing tasks due to its 
advanced multi-core architecture. The system was equipped 
with 32GB of RAM, providing ample memory for handling 
large datasets and complex computations. For graphical 
processing, we utilized an NVIDIA GeForce RTX 3080 
GPU with 16GB of VRAM. This GPU is known for its high 
computational power and efficiency, making it particularly 
suitable for machine learning and other computationally 
intensive tasks.

5.1  RQ1 Evaluation ‑ Model performance analysis

RQ1: can a lightweight network be trained with a small 
dataset?

Because all the training data have to be generated by 
the individual user, each hand gesture is captured for only 
5 s. That keeps the data capture period reasonably short, 
however, we have to analyse whether fast convergence with 
acceptable accuracy can be achieved. In the experiment, we 
compare three different model architectures. The first is a 
single 3-layer MLP with "Sparse_Categorical_Crossen-
tropy" (SCC) as loss function, the second is a double 3-layer 
MLP with SCC, and the third is a double 3-layer MLP with 
Contrastive loss (CL) as loss function. We compare the per-
formance of the three architectures on datasets with various 
number of gestures ( Ng = 4, 6, 8, 10, 12). Table 1 shows that, 
compared to the two double MLP architectures, the accuracy 
of the single MLP architecture is significantly lower. Moreo-
ver, the double MLP achieves higher accuracy rates with the 
CL loss rather than the SCC loss.

The results show that the double MLP model with CL 
loss can achieve fast convergence and acceptable accuracy 
rates, at least in environments where limited vocabularies 
are used. Indeed, we notice that as the number of gestures in 

Fig. 6  The architecture of the two parallel MLPs

Table 1  Model performance comparison

Bold fonts represent the best performance under the current condi-
tions (best accuracy, least loss, fastestconvergence)

Model (Loss function) Accuracy (%) Loss Cover-
gence time 
(Epochs)

Gesture number = 4
Single MLP (SCC) 88.39 0.2866 417
Double MLP (SCC) 92.90 0.2265 190
Double MLP (CL) 96.13 0.1040 143
Gesture number = 6
Single MLP (SCC) 82.83 0.4251 479
Double MLP (SCC) 87.88 0.3367 387
Double MLP (CL) 98.48 0.0430 369
Gesture number = 8
Single MLP (SCC) 71.00 0.6639 473
Double MLP (SCC) 87.67 0.4589 530
Double MLP (CL) 96.00 0.1287 276
Gesture number = 10
Single MLP (SCC) 76.88 0.5070 332
Double MLP (SCC) 80.06 0.5862 708
Double MLP (CL) 93.06 0.1674 448
Gesture number = 12
Single MLP (SCC) 81.07 0.5125 256
Double MLP (SCC) 87.62 0.3406 489
Double MLP (CL) 90.29 0.3132 217
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the vocabulary rises, the accuracy rates decline. This is to be 
expected as the difficulty of the gesture recognition problem 
increases with the size of the vocabulary.

From the performance analysis of the model, we can see 
that small data sets can train a model with a good perfor-
mance. Hence, users can use this user interface with user-
defined hand gesture textual inputs to define their hand 
gestures, and this evaluation experiment answers the first 
research question.

5.2  User study

The user study aims at answering RQ2: can users with no 
technical background accept a user interface with user-
defined hand gestures?

We adopted the user experience investigation template 
proposed by [50], which assesses six key factors: Attractive-
ness, Efficiency, Perspicuity, Dependability, Stimulation, 
and Novelty. We invited 12 users to interact with the system 

and then complete a questionnaire. The users aged from 21 
to 45. Half of them were male and half female. The survey 
comprised 6 parts, corresponding to Schrepp’s six key fac-
tors, each of which consists of 6 or 7 questions. The users 
rated each question on a scale of 1 to 10.

The results of the survey are shown in Fig. 7. The overall 
score of the six factors is 6.96 (SD = 1.49), indicating that 
users are generally satisfied with the system. The average 
scores of Novelty and Attractiveness are 7.63 (SD = 1.06) 
and 7.24 (SD = 1.42), respectively, indicating that the sys-
tem design is innovative and the users are willing to use it, 
although the system’s security still needs improvement as 
the Dependability factor was scored the lowest - 6.32 (SD 
= 1.34).

For the Attractiveness factor (Fig. 8), most users felt 
pleasant when using the system, their average score being 
8.03 (SD = 1.16). However, some users felt the interface 
not friendly and gave scores lower than 5 in the relevant 
question. This indicates that the system should be more 

Fig. 7  A weighted composite 
score of six factors of the user 
questionnaire

Fig. 8  The scores of attractive-
ness factor
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interactive, and that users need more detailed instructions 
on how to use it.

For the Efficiency factor (Fig. 9), the average score is 
6.92 (SD = 1.65), which suggests that users generally per-
ceived the system to be efficient. Each question in this factor 
has an average score of around 7.00, but some users gave a 
score of 4 on the question of how practical/impractical the 
system is. This may reflect their expectations that the system 
should have been embedded in other platforms, such as a VR 
scene, in order to give users a richer experience.

For the Perspicuity factor (Fig. 10), while the average 
score reaches 7.03 (SD = 1.49), individual low scores appear 
in all six questions, indicating that a small number of users 
still finds it difficult to use the product. This could be caused 
by the multiple steps required in the execution of some tasks. 
For example, to add a hand gesture, the user needs to enter 
their name, then click the add button and then the collection 
button to start recording the hand gesture video. Improve-
ments could be made by simplifying the operations, or by 
giving more prompts and hints to the user, where necessary.

For the Dependability factor (Fig. 11), the average score 
is 6.33 (SD = 1.34). It suggests that most users feel that 
the execution steps of the system are predictable. However, 
some users gave low scores in the question of feeling secure/
not secure when using the system. This could be a result of 
the user information management system being too simple 
and straightforward, lacking for example security verifica-
tion processes such as login information, registration infor-
mation, and password changes. We should therefore improve 
the system by adding a secure user information management 
system to make sure that the users’ personal information is 
safer.

For the Stimulation factor (Fig. 12), the average score 
of 6.56 (SD = 1.19) indicates a generally positive attitude 
from most of the users, however, the score on the questions 
regarding excitement and motivation are lower than the rest. 
This might be caused by the lack of feedback in the system. 
For instance, currently, no feedback is provided during win-
dow loading or model training. Furthermore, the prototype 
only supports static user-defined hand gestures, which limits 

Fig. 9  The scores of efficiency 
factor

Fig. 10  The scores of perspicu-
ity factor
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its potential for user engagement. In the future, dynamic 
hand gestures will be supported, and users will be able to 
explore a richer, more capable system.

For the Novelty factor (Fig. 13), the average scores on all 
questions are over 7, showing that the novelty of the system 
was appreciated by the majority of users. Nevertheless, two 

users gave a neutral score of 5 on the question on whether 
the system grabs users attention. This may be due to the 
simplicity of the user interface design. The current version 
of the system mainly focuses on functionality, and future 
work will work on the usability and the aesthetics of the user 
interface to make for a more stimulating experience.

Fig. 11  The scores of depend-
ability factor

Fig. 12  The scores of stimula-
tion factor

Fig. 13  The scores of novelty 
factor
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6  Discussion and future work

In this section, we summarize the strong points and the limi-
tations of the proposed system, as revealed by our qualitative 
and quantitative analysis and by the user survey. We also 
discuss some potential application scenarios and, briefly, 
our plans for future work on the extensions of the system.

6.1  Advantages

In our system, each user has their personal account and 
can develop their own, unique vocabulary and recognition 
model. The user interface allows them to enter any words or 
phrases and create a distinctive hand gesture representation 
of that textual input, in contrast to existing user-customized 
interfaces, which offer a limited set of options to achieve 
some limited customization. After the extraction of feature 
vectors with Mediapipe, we use a lightweight parallel MLP 
architecture and contrastive learning with data augmenta-
tion, achieving quick convergence and yet high accuracy. 
In the user survey, the majority of the respondents gave to 
most of the questions scores of 6 or more, that is, above the 
neutral limit of 5. This result indicates that many users will 
likely find the proposed system to be a viable solution to 
their communication needs.

6.2  Limitations

The main limitation of the proposed system is that, in its 
current implementation, it is based on static hand gestures. 
We believe that more research is required before deciding 
the best way forward, towards a system that will support 
dynamic hand gestures, and simultaneously retain all the 
advantages of the current system afforded by its lightweight 
recognition model. There are several other aspects to be 
improved, including a lack of interactivity of the user inter-
face, and a perceived lack of system security. The aesthetics 
and the usability of the interface are also not optimal. For 
example, as we mentioned in Sect. 5, users found it some-
what tedious to add user-defined hand gestures as they had 
to click multiple buttons.

Another issue we identified during the evaluation is the 
demand for a relatively large amount of user data, which 
can have a negative effect on the user experience, especially 
on those using the interface for the first time. We note that 
this limitation is a direct consequence of the support for 
user-defined hand gestures which, in turn, is the key advan-
tage and the central motivation for developing the system. 
Indeed, with the proposed system a user has the freedom 
and flexibility to define their own sign language and use it 
to communicate with the world, using the system as their 

interpreter. On the other hand, as we found during evalua-
tion, for some at least of the users, the requirement to define 
more than six gestures and provide training and test data for 
each one of them, was seen as demanding and challenging.

In addition, in the development and assessment of our 
model, training was conducted on static datasets. Con-
sequently, the knowledge base of the model remains 
unchanged post-training, lacking the capability to incorpo-
rate new information, unless retrained from scratch with an 
updated dataset. Thus, upon completion of its training phase, 
the model does not adapt or evolve in response to subsequent 
data, maintaining a fixed state of knowledge until a retrain-
ing process is initiated externally by user intervention. This 
design choice was dictated by the specific requirements and 
constraints of our project, including limitations in computa-
tional resources and the characteristics inherent to the data 
utilized, primarily its high-dimensional nature encompassing 
21 distinct Mediapipe extracted points.

Finally, we mention are some rather modest but unavoid-
able limitations regarding hardware requirements; in par-
ticular, the system’s inability to function without a camera.

6.3  Future work

Regarding our upcoming work, our first priority is to expand 
the system to support dynamic and mixed gestures. Addi-
tionally, we would like to assess and readdress the balance 
between a user’s freedom and flexibility to define vocabulary 
and the associated hand gestures, and their need for structure 
and instruction in their interactions with the system. Thus, 
we will further study the degree to which a global hand ges-
ture standard vocabulary is shared, and gather a significant 
quantity of data to create a pre-trained model that will aid, 
especially the new users, in their first steps.

In subsequent work, we would also like to extend our 
evaluation to include other sign language dictionaries for 
the users to get cues, which could provide further insights 
into the model’s versatility and effectiveness across varied 
contexts.

We would also like to test and further develop our sys-
tem on multiple scenarios in multi-device environments. In 
particular, we would like any updated system to have been 
tested under cross-device validation protocols.

6.4  Future application scenarios

The user interface we developed in this work can be used 
in a wide range of scenarios, as it is not affected by cultural 
variations, or by natural variations in human behaviour. 
Thus, it can be used as a camera-enabled interface in a vari-
ety of contexts, such as video conferencing [51], computer 
games [52], or virtual reality [53]. In particular, we note 
that as Metaverse develops, a growing number of scholars 
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is becoming interested in virtual reality. We hope that with 
the continued development of our system, eventually, we 
will be able to use it for hand gesture interaction in virtual 
reality applications, noting that hand gesture detection and 
recognition is a crucial component of that technology.

7  Conclusion

We presented a system where users can develop their own 
set of textual inputs and then correspond to them their own, 
personalized hand gestures. The user interface allows for the 
quick acquisition of a small set of hand gestures for train-
ing a lightweight parallel MLP architecture with contrastive 
learning, which it was shown to be sufficient for our pur-
poses, leading to rapid convergence and acceptable accuracy 
rates.

Specifically, we first designed and implemented a graphi-
cal user interfaces supporting four types of functionality: 
hand gesture addition, hand gesture management, hand ges-
ture verification, and model information inquiry. In a typical 
data acquisition session, the system gathers hand gesture 
data for 5 s; uses the Mediapipe library to locate 21 feature 
points; normalizes and saves these data in a local file. Next, 
the collected data are rotated and scaled to produce positive 
contrastive learning samples for training a lightweight paral-
lel MLP architecture, which our experiments show it swiftly 
converges to acceptable accuracy rates. Finally, in order to 
assess user satisfaction and determine the acceptability of 
our interface, we conducted a user study (N = 12).

The results show that our main initial goal of providing 
users with an interface for defining a set of textual inputs and 
associating with them their own, personalized hand gestures, 
depending on their preferences and inventiveness, has been 
achieved. In the future, we would like to extend the system to 
support dynamic and mixed gestures, as well as develop the 

current prototype into a small module that can be integrated 
with a variety of devices and work in a variety of applica-
tion scenarios.

Appendix A Mode 2 ‑ Hand gesture 
management

Mode 2 for hand gesture management, is also an essential 
part of the user interface. The user can query for other hand 
gesture expressions by clicking the button Query and can 
also click the button Delete to delete an already defined hand 
gesture, as shown in Fig. 14.

The query function returns results from the American 
hand gesture Lexicon Video Dataset (ASLLVD) [41] as 
suggested hand gesture representations. This dataset con-
tains 132 hand gesture sequences, corresponding to various 
words, in 2 sessions, and we segmented them according to 
the number of frames in the corresponding video clips, as 
shown in Fig. 15.

After clicking the Delete button, the system will pop up a 
small window prompting the user to input the label to delete, 
as shown in Fig. 16. If the user has typed in an existing sign 
word which they want to delete, clicking the OK button will 
delete all data related to that sign word. After deleting the 
hand gesture words, the user will be reminded to click the 
Update button to update the model.

Fig. 14  The hand gesture management mode of the user interface

Fig. 15  Search result after clicking the query button

Fig. 16  The delete window, 
appearing after clicking the 
delete button
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Appendix B Mode 3 ‑ Model analysis

Mode 3 is the Model Analysis interface which is mainly for 
researchers and users with technical background. As shown 
in Fig. 17, the user can query the model structure by clicking 
on the button Model Structure, as well as compute the con-
fusion matrix by clicking on the button Confusion Matrix, 
or receive the classification report by clicking the button 
Classification Report.
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