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A B S T R A C T 

Accurate mock galaxy catalogues are crucial to validate analysis pipelines used to constrain dark energy models. We present 
a fast HOD-fitting method which we apply to the AbacusSummit simulations to create a set of mock catalogues for the DESI 
Bright Galaxy Surv e y, which contain r-band magnitudes and ( g − r) colours. The halo tabulation method fits HODs for different 
absolute magnitude threshold samples simultaneously, preventing unphysical HOD crossing between samples. We validate the 
HOD fitting procedure by fitting to real-space clustering measurements and galaxy number densities from the MXXL BGS 

mock, which was tuned to the SDSS and GAMA surv e ys. The best-fitting clustering measurements and number densities are 
mostly within the assumed errors, but the clustering for the faint samples is low on large scales. The best-fitting HOD parameters 
are robust when fitting to simulations with different realizations of the initial conditions. When varying the cosmology, trends 
are seen as a function of each cosmological parameter. We use the best-fitting HOD parameters to create cubic box and cut 
sky mocks from the AbacusSummit simulations, in a range of cosmologies. As an illustration, we compare the 0 . 1 M r < −20 

sample of galaxies in the mock with BGS measurements from the DESI one-percent surv e y. We find good agreement in the 
number densities, and the projected correlation function is reasonable, with differences that can be impro v ed in the future by 

fitting directly to BGS clustering measurements. The cubic box and cut-sky mocks in different cosmologies are made publicly 

available. 

Key words: methods: analytical – catalogues – galaxies: statistics – large-scale structure of Universe. 
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 I N T RO D U C T I O N  

he � CDM cosmological model has been very successful at describ- 
ng the formation and evolution of structure in the Universe (Planck 
ollaboration VI 2020 ). Ho we v er, recent tensions hav e emerged, for
xample in measurements of the Hubble parameter, between those 
erived from measurements of the cosmic microwave background 
nd measurements from supernovae in the local Universe (e.g. Verde, 
reu & Riess 2019 ; Di Valentino et al. 2021 ; Freedman 2021 ). In
ddition, the nature of dark energy, which drives the accelerated 
xpansion (Riess et al. 1998 ; Perlmutter et al. 1999 ), and makes up
he majority of the energy density of the Universe, remains poorly 
nderstood. 
These questions can be probed using the two-point clustering 

tatistics of galaxies in large galaxy surv e ys. The large-scale structure
f the Universe was seeded by primordial fluctuations at early times, 
hich evolved to produce the distribution of galaxies we observe to-
ay. Baryon acoustic oscillations (BAO), which propagated through 
 E-mail: amjsmith89@gmail.com 

W  

(  

g  

2024 The Author(s). 
ublished by Oxford University Press on behalf of Royal Astronomical Society. Th
ommons Attribution License ( https:// creativecommons.org/ licenses/ by/ 4.0/ ), whic
rovided the original work is properly cited. 
he early Universe, were frozen at the epoch of recombination, 
eading to a characteristic distance scale in the clustering of galaxies
Cole et al. 2005 ; Eisenstein et al. 2005 ). This can be used as a
tandard ruler to measure the expansion history of the Universe. In
ddition, the peculiar velocity of a galaxy along the line of sight
as the effect of shifting the observed redshift of the galaxy (Kaiser
987 ). Measuring these redshift space distortions (RSD) in two-point 
alaxy clustering statistics provides a test of general relativity, and 
onstrains modified gravity models (Guzzo et al. 2008 ). 

The Dark Energy Spectroscopic Instrument (DESI; DESI Col- 
aboration 2016a , b , 2022 ) is currently undertaking a 5-yr surv e y
hat will measure the spectra of approximately 40 million galaxies 
nd quasars between 0 < z < 3 . 5, and which aims to place our best
onstraints on models of dark ener gy. DESI is tar geting several galaxy
racers o v er this redshift range, including luminous red galaxies
LRGs), emission-line galaxies (ELGs), and quasars (QSOs). During 
right time, DESI is conducting the Bright Galaxy Surv e y (BGS), in
ddition to the Milky Way Survey (MWS) of stars within the Milky
ay galaxy. The BGS is a flux-limited surv e y of low redshift galaxies

 z ∼ 0 . 2). The BGS-BRIGHT sample will contain o v er 10 million
alaxies brighter than r = 19 . 5. The secondary BGS-FAINT sample
is is an Open Access article distributed under the terms of the Creative 
h permits unrestricted reuse, distribution, and reproduction in any medium, 
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ill extend this magnitude limit to r = 20 . 175, with additional cuts
ased on fibre magnitude and colour to ensure a high redshift success
ate (Hahn et al. 2023 ). The BGS will provide a highly complete
alaxy catalogue not only for cosmological measurements, but also
or studies of galaxy formation and evolution. The first DESI data
rom the surv e y validation programme (DESI Collaboration 2023a )
as recently been made publicly available (DESI Collaboration
023b ). 
The use of accurate simulated mock galaxy catalogues are critical

or large surv e ys like DESI, to aid in surv e y design and assess surv e y
trategies (Looser et al. 2021 ). In addition, mocks are needed to test
nd optimize the key data analysis pipelines that are designed to
andle the large volumes of data. Synthetic data sets can be used for
esting the reco v ery of ke y statistics from surv e y data, inv estigating
otential systematic errors and ensuring the unbiased measurement of
osmological parameters. Since the volume probed by modern galaxy
urv e ys is so large, these simulations also need to co v er e xtremely
arge cosmological volumes. For covariance matrices, approximate
r low resolution simulations are used in order to generate many
housands of mocks. 

To create realistic mock galaxy catalogues, it is necessary to
ccurately model the link between galaxies and their host dark matter
aloes. The galaxy–halo connection has been a subject of research
or several decades (Cole & Kaiser 1989 ; Mo & White 1996 ; Cooray
 Sheth 2002 ; Wechsler & Tinker 2018 ), with many formulations

rom simple halo occupation distributions (HODs) to more complex
reatments that aim to model the impact of various physical processes
n galaxy formation in hydrodynamic and semi-analytic simulations.
Hydrodynamic galaxy formation simulations model the galaxy–

alo connection directly by including both dark-matter and baryonic
omponents interacting o v er time directly through gravity and other
orces (e.g. Vogelsberger et al. 2014 ; Crain et al. 2015 ; McCarthy
t al. 2017 ; Lee et al. 2021 ). Ho we ver, these simulations are very
omputationally e xpensiv e, limiting the volume that can be simulated
n a reasonable amount of time. While it is recently becoming
ossible to run hydrodynamical simulations with Gpc box sizes (e.g.
he FLAMINGO simulations; Schaye et al. 2023 ) for the simulation
olumes required for large surv e ys like DESI, it is typically only
easible to run dark-matter-only simulations, using methods to paint
alaxies onto the dark matter haloes. 

Semi-analytic galaxy formation models can model the forma-
ion and evolution of galaxies in an existing dark-matter-only N -
ody simulation. Physically informed models simulate a variety of
rocesses such as star formation, feedback, and radiative heating
nd cooling (e.g. Croton et al. 2006 ; Lacey et al. 2016 ; Henriques
t al. 2020 ). There are a large number of degrees of freedom and
ssumptions underlying the physical models which are constrained to
atch observations. While this can be applied to a large dark-matter-

nly simulation, high resolution halo merger trees are required. 
Sub-halo abundance matching (SHAM) techniques can be used

o link galaxies to sub-haloes, based on a ranking of sub-halo
nd galaxy properties (e.g. Conroy, Wechsler & Kravtsov 2006 ;
eddick et al. 2013 ; Prada et al. 2023 ). To reproduce galaxy
lustering statistics, the relationship between the sub-halo and galaxy
roperties must include some scatter (Tasitsiomi et al. 2004 ). SHAM
echniques require high simulation resolution in order to resolve
ub-haloes sufficiently, otherwise haloes may be o v ermerged and
ystematic errors can be produced in the clustering (Guo & White
014 ). The SHAM algorithm has been extended to e.g. include
he satellite fraction (Fa v ole et al. 2016 ), assembly bias (Contreras,
ngulo & Zennaro 2021 ), and observational systematics (Yu et al.
022 ). 
NRAS 532, 903–919 (2024) 
Another method is the conditional luminosity function (CLF),
hich was introduced by Yang, Mo & van den Bosch ( 2003 ). The
LF describes the halo occupation statistics in terms of galaxy

uminosity, by modelling the luminosity function of galaxies residing
n haloes of mass M . The CLF has previously been applied to SDSS
ata in order to obtain cosmological constraints (Cacciato et al. 2013 ;
ore et al. 2013 ; van den Bosch et al. 2013 ). 
The HOD is a more empirical method for modelling the galaxy–

alo connection. Instead of assuming that galaxies are formed
y specific physical processes which affect their abundance and
roperties, HOD methods simply assume that the abundance of
alaxies is informed by the host halo properties without reference
o a physical model. This abstracts away much of the underlying
hysics but is sufficient if one only cares about knowing what the
alaxy–halo connection is, rather than why it takes that form (Berlind
 Weinberg 2002 ). The HOD technique was applied to SDSS data

n Zehavi et al. ( 2011 ). 
It is relatively simple to use a HOD model for a single galaxy

ample to add galaxies to the dark matter haloes of a simulation.
o we ver, for the BGS, we also want to assign galaxy properties, like
agnitudes. This can be done using a set of ‘nested’ HODs, as has

een done previously in Skibba et al. ( 2006 ), Smith et al. ( 2017 ),
 aul, P ahwa & Paranjape ( 2019 ), and Smith et al. ( 2022b ). In Smith
t al. ( 2017 , 2022b ) a method based on Skibba et al. ( 2006 ) was
eveloped to assign each mock galaxy a SDSS r-band magnitude
sing a set of ‘nested’ HODs for different magnitude thresholds.
o we ver, these SDSS HODs were measured for each magnitude-

hreshold sample independently, and needed to be modified to prevent
he HODs from crossing o v er each other. If one galaxy sample
s a subset of another, it is unphysical for the two HOD curves
o cross. The average number of galaxies in haloes of mass M 

hat are brighter than a certain magnitude threshold must al w ays
e a monotonic function of magnitude. In Paul et al. ( 2019 ),
ested HODs for different magnitude thresholds were fitted to
DSS clustering measurements, which were used to construct SDSS
ocks with multiband luminosities (Paranjape, Choudhury & Sheth

021 ). 
In the analysis of the DESI BGS data, a set of accurate mock galaxy

atalogues are required that reproduce the BGS luminosity function
nd magnitude-dependent clustering. The mocks we produce here are
 first step towards achieving this aim, by developing a mock creation
ipeline based on existing data sets, which can then be extended to
he real DESI data as it becomes available. In addition to validating
he models used in the standard two-point clustering analyses, these
ocks can be used for assessing new statistics that can be measured

n the BGS, e.g. multitracer and three-point statistics. The mocks we
ake are created from AbacusSummit, which is a set of simulations

hat includes boxes run in a range of different cosmologies. This
llows us to study how the galaxy–halo connection varies with
osmology, in addition to testing the impact on the cosmological
nalyses. These mocks are made publicly available, and have been
sed as part of the DESI year-1 BAO (DESI Collaboration 2024 ) and
SD analyses (DESI Collaboration, in preparation). 
To create the mocks, we simultaneously fit HODs to galaxy

lustering and number density constraints from multiple magnitude-
hreshold samples, preventing any unphysical crossing of the HODs
etween samples. We fit to measurements from the previous MXXL
GS mock catalogue, which provides an accurate estimate of the
xpected clustering of the BGS survey. The volume of the 1 per cent
urv e y is too small and affected by cosmic variance for HOD fitting,
ut in future work we will apply this method to the larger DESI
ear-1 data set. Our goal is to measure a set of HODs which can
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e used to create mocks that reproduce the clustering and number 
ensity of the BGS. We describe the HOD-fitting methodology, and 
how the results from fitting to MXXL clustering measurements. We 
lso discuss the limitations of the method, and the modifications 
nd impro v ements that are needed in future work to apply the
ethod directly to BGS data. The outline of this paper is as

ollows. In Section 2 we describe our HOD model for linking BGS
alaxies to dark matter haloes. The tabulation method for fast HOD 

tting is described in Section 3 . In Section 4 , we fit HODs to the
bacusSummit simulations, testing the robustness of the method and 

xplore how the HOD parameters vary for simulations with different 
osmologies. The method for creating cubic box and cut-sky mocks 
s described in Section 5 . Finally, we summarize our conclusions in
ection 6 . 

 L I N K I N G  G A L A X I E S  A N D  DA R K  MATTER  

.1 Halo occupation distribution 

alaxies are biased tracers of the underlying matter density field 
f the Universe. In the halo model, it is assumed that all galaxies
eside within larger dark matter haloes. The link between galaxies 
nd haloes can be modelled using a HOD, which specifies the average
umber of galaxies within each halo. In its simplest form, the HOD is
urely a function of the halo mass, and the form of the HOD is often
plit up into two components, to model the abundance of central 
nd satellite galaxies. The specific choice of form for the HOD 

ay depend on the selection of the galaxy sample being modelled. 
or samples such as LRGs, where there is a correlation (with 
catter) between halo mass and stellar mass (or galaxy luminosity), 
he HOD of central galaxies is modelled with a smoothed step 
unction that approaches one at high masses (Zheng et al. 2005 ). For
LGs, which are star forming, the central HOD is instead modelled 
ith a Gaussian-like distribution for the central galaxy occupation, 
ecreasing at high masses since these haloes often host red elliptical 
entral galaxies, with low star formation rates (e.g. Avila et al. 2020 ).
he occupation number of satellite galaxies is often modelled as a 
ower law, with a cut-off at low masses. 
More complex versions of HOD methods exist to account for the 

elationship between other halo properties and galaxy abundance, 
nown as assembly bias. Decorated HODs have been explored as 
ethods to impro v e HODs, which add dependence of the HOD on

everal more parameters such as formation time and concentration 
Paranjape et al. 2015 ; Hearin et al. 2016 ; Yuan et al. 2022a ). For
xample, Alam, Paranjape & Peacock ( 2024 ) found some evidence 
f assembly bias in the GAMA data, using an extended HOD model
eveloped in Alam et al. ( 2021 ). 
The central galaxy is usually assumed to be at the centre of the

alo, and there are different methods of modelling the placement 
f satellite galaxies. The satellites are often assumed to follow 

 Navarro–Frenk–White (NFW) profile (Navarro, Frenk & White 
996 , 1997 ). Alternatively, in a N -body simulation, the dark matter
articles within each halo can be used as tracers for the satellites. 

.2 HOD parametrization 

n this work, we use a HOD model of the same form as Smith et al.
 2017 ) to model the HOD of DESI BGS galaxies, where there is a
orrelation between galaxy luminosity and halo mass. This is closely 
elated to Zheng et al. ( 2005 ), and is described by five parameters in
otal: two for the central galaxy component and three for the satellites. 
he occupation number for central galaxies brighter than luminosity 
 is modelled using a smoothed step function as a function of halo
ass, M , 

〈 N cen ( > L | M) 〉 = 

1 

2 

[
1 + F 

(
log M − log M min ( L ) 

σlog M 

( L ) 

)]
, (1) 

here M min is the position of the step and σlog M 

the width. 
In the standard HOD formalism of Zheng et al. ( 2005 ), the shape

f the smooth step function is modelled as an error function. We
eplace this with an equi v alent function, F ( x), which is defined as
 ( x) = 2 

∫ x 
0 S 

(
x ′ 
)

d x ′ , where S( x ′ ) is a pseudo-Gaussian function
pline kernel function, 

pline ( x) = 1 − 6 | x| 2 + 6 | x| 3 | x| ≤ 0 . 5 

= 2(1 − | x| ) 3 0 . 5 < | x| ≤ 1 (2) 

= 0 1 < | x| , 
hich has been normalized and rescaled to mean μ = 0 and variance
2 = 1 / 2. This is done following 

 ( x , μ, σ ) = 

4 / 3 

σ
√ 

12 
spline 

(
x − μ

σ
√ 

12 

)
. (3) 

This has the advantage that the tails of the pseudo-Gaussian func-
ion are truncated to exactly zero, helping us to prevent unphysical
rossing of the HODs of different absolute magnitude threshold 
amples. 

The satellite HOD is a power law weighted by the central HOD, 

〈 N sat ( > L | M) 〉 = 〈 N cen ( > L | M) 〉 
(

M − M 0 ( L ) 

M 

′ 
1 ( L ) 

)α( L ) 

, (4) 

here M 0 is the low mass cutoff mass scale, M 

′ 
1 the normalization,

nd α the power-law slope. 

.3 Varying HOD parameters with magnitude 

 central assumption in this implementation is that HOD parameters 
re defined to smoothly vary with an absolute magnitude limit. This
s a reasonable assumption because we are not modelling a galaxy
opulation that is sensitive to an on/off state such as star formation.
his allows us to define the HOD at any magnitude and therefore to
opulate the mock galaxy catalogue with galaxies that have realistic 
uminosities, rather than populating a mock that represents a fixed 
agnitude cut. Fitting HOD parameters to smoothly varying curves 

resents some new challenges and there are several ways in which
his could be implemented. 

One option is to first independently fit HOD parameters for a set
f different magnitude threshold samples. Smooth curves can then 
e fit to each parameter, as a function of magnitude. This method
as the benefit of being relatively quick and simple, as one only
as to repeat the standard HOD fitting procedure several times, once
or each magnitude limit. Ho we ver, there is no guarantee that the
est-fitting HOD parameter values can be well approximated by a 
mooth curve as a function of magnitude. The HOD parameters 
roduced by these smooth functions also may not preserve the target
alaxy clustering which has also been fitted. This is the approach
hat was taken in Smith et al. ( 2017 ), but adjustments were required
o prevent unphysical crossing between HODs of bright and faint 
agnitude threshold samples. 
The fitting method chosen in this paper is to first parametrize how

ach HOD parameter varies with magnitude before fitting. The meta- 
arameters describing these functions are then fit, meaning that no 
urther adjustment needs to be made to the fitted HOD parameters.
ach HOD parameter, and therefore the shape of the total HOD, can
MNRAS 532, 903–919 (2024) 
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Figure 1. The best-fitting HOD parameters, as a function of magnitude, 
for the AbacusSummit Planck ‘c000’ cosmology box with initial conditions 
‘ph000’, illustrating the functional forms of equations ( 5 )–( 9 ). The upper 
panel shows the mass parameters M min , M 0 , and M 1 on a logarithmic scale, 
in blue, orange, and green, respectively, as indicated by the legend. The lower 
panel shows the parameters σlog M 

in red and α in purple. We plot α − 1 so 
that both parameters fall within the same y-axis range. 
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e obtained for any magnitude limit, using this parametrization. One
otential pitfall of this method is that if the parametrized curves are
oo constrained, then a good fit to the target clustering may not be
ound and therefore different forms for the curves may need to be
ested in order to produce robust results. Another issue is that fitting
ll of the meta-parameters at once is a higher dimensional fit than
tting parameters for individual magnitudes separately. This takes
p more computing time to complete the fit and the large number
f parameters means that the fitting procedure is more likely to end
p in a local minimum than be able to locate the global minimum.
e attempted to o v ercome this by running the fitting procedure

everal times from different starting points in the parameter space.
his provides more confidence that the best-fitting HOD parameters
re stable without needing to allocate vastly greater computational
esources to the problem. 

The parametrized forms of the five HOD parameters are shown
elow, where each HOD parameter is written as a function of
bsolute magnitude. In total, there are 17 parameters. The functional
orms were chosen as they approximately match the measured
OD parameters when HOD fits are done independently for each
agnitude threshold. log M 0 is described by a linear function of
agnitude, σlog M 

is described by a smoothly varying step function,
nd α is described by a constant value with an exponential component
t bright magnitudes. We describe the mass parameters log M min and
og M 1 with cubic functions. This is a different functional form then
sed by e.g. Zehavi et al. ( 2011 ), but we find that it produces better
ts. The five functions are given by 

og M min = 12 + A min + B min M 

′ 
r + C min M 

′ 2 
r + D min M 

′ 3 
r (5) 

log M 

= A σ + 

B σ − A σ

1 + exp ( C σ ( M 

′ 
r + D σ )) 

(6) 

og M 0 = 11 + A 0 + B 0 M 

′ 
r (7) 

og M 1 = 12 + A 1 + B 1 M 

′ 
r + C 1 M 

′ 2 
r + D 1 M 

′ 3 
r (8) 

= A α + B 

−M 

′ 
r + C α

α , (9) 

or conciseness we define M 

′ 
r = 

0 . 1 M r + 20, where 0 . 1 M r is the r-
and absolute magnitude, k-corrected to a reference redshift z = 0 . 1
see Section 5.2 ). The HOD parameters as a function of magnitude are
llustrated in Fig. 1 . These five functions are similar to how the SDSS
ODs were parametrized in order to construct the MXXL mock

atalogue of Smith et al. ( 2017 ). A different functional form was
sed for M min and M 1 , which only had three free parameters (Zehavi
t al. 2011 ). Ho we ver, in this work we find that cubic functions with
n extra free parameter are able to produce better HOD fits. 

.4 Preventing HOD crossing 

or two galaxy samples with lower luminosity limits/thresholds L 1 

nd L 2 (with L 2 > L 1 ), it must al w ays be true that the number
f galaxies N gal ( > L 1 ) ≥ N gal ( > L 2 ), since the galaxies with lumi-
osity L > L 2 are a subset of those with L > L 1 . It is therefore
nphysical for the HODs to cross, as this condition would no longer
e true, and would require a ne gativ e number of galaxies in the
ange L 1 < L < L 2 . As already discussed, this moti v ates the choice
f HOD parametrization, which uses a pseudo-Gaussian function to
runcate the tail of the central HODs at low masses. 

This consideration can also be built into the HOD fitting procedure
y adding a high penalty to the likelihood if the HODs cross. 
An alternative approach was adopted in Paul et al. ( 2019 ), where

ODs were fit to magnitude-threshold samples from the SDSS data.
NRAS 532, 903–919 (2024) 
ere, rather than fitting directly to the clustering of magnitude-
hreshold samples, the fits were done to clustering measurements in
agnitude bins. A joint lik elihood w as constructed which enforces

he monotonicity of the HODs statistically. 

 H A L O  TA BU LATI ON  

n order to efficiently explore the parameter space of possible HOD
orms, a fast method to e v aluate the expected galaxy clustering is
eeded. We have implemented a version of the halo pair counting
ethod introduced by Neistein et al. ( 2011 ) and Zheng & Guo ( 2016 ).
his method tabulates the dark matter halo pair counts by mass and
eparation, then the average effect of using a particular HOD can be
stimated by reweighting elements of these tables and summing the
ontributions to the clustering. The Zheng & Guo ( 2016 ) tabulation
ethod was also used in the HOD fitting of Paul et al. ( 2019 ). 
Using this method means that the computationally e xpensiv e pair

ounting routine needs only to be run once in total, instead of once for
ach set of HOD parameters. The pair counting is run on the haloes
nstead of the galaxies, and the larger number of haloes means that
here is a greater fixed cost to using this method. Ho we v er when man y
 v aluations are needed in the fitting procedure, the much quicker time
or each e v aluation leads to a quicker runtime in total. 

Alternativ es to e xplicitly calculating the clustering produced by
 set of HOD parameters can include using emulators or analytic
ethods (Kwan et al. 2015 ; Zhai et al. 2019 ; Yuan et al. 2022b ),
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ut these are not guaranteed to produce accurate results for a given
imulation. 

This tabulation method assumes that occupancy of a halo depends 
n only one variable, the halo mass. We can bin halo pair counts
y different combinations of halo mass and then reweight these pair 
ounts to account for changes in the HOD. It is possible to include
ther halo parameters by mixing them with the halo mass to create an
ffective mass which maintains the HOD function as dependent on 
 single variable (Yuan, Eisenstein & Garrison 2018 ), ho we ver this
ethod is not tested here. HODs with two or more input variables

an be used, but this increases the dimension of the tabulated pair
ounts and leads to an exponential increase in code runtime. 

.1 Tabulation method 

ere we give an overview of the tabulation method, but a more
etailed description can be found in Gro v e ( 2023 ), which includes
dditional run time and accuracy tests. 

We aim to estimate the real-space two-point correlation function, 
( r), which can be written as 

( r ) = 

GG ( r ) 

R R ( r) 
− 1 , (10) 

here GG ( r) and R R ( r) are the normalized g alaxy–g alaxy and
andom–random pair counts, respectively, in bins of separation r . For 
ur periodic simulation boxes, R R ( r) can be calculated analytically.
e work in real space since this simplifies the halo tabulation. 
The galaxy pair counts can be split into components from central 

nd satellite galaxies, 

G ( r) = C C ( r) + C S ( r) + SS 2halo ( r) + SS 1halo ( r) , (11) 

here C C and C S represent the central–central, central–satellite 
alaxy pair counts, respectively. The satellite–satellite pair counts 
re further split into the 2-halo term, where the satellite occupy 
ifferent haloes, SS 2halo , and a 1-halo term of satellites that reside in
he same halo, SS 1halo . 

Each of these terms can be expressed as a sum o v er galaxy pairs
hich reside in haloes of different masses. For example, for the 

entral–central pairs, 

 C ( r) = 

∑ 

M ij 

C C ( M ij , r) , (12) 

ith similar expressions for the other terms in equation ( 11 ). Here,
 C ( M ij , r) is the number of central–central pairs which live in haloes
f masses M i and M j (which we write as M ij ). We use evenly spaced
ogarithmic mass bins, and pairs in the sum must not be double
ounted. Each of these sums can be e v aluated from the halo pair
ounts and the HOD model. 

The HOD model we use, which is described in Sections 2.2 and
.3 , provides the mean number of central galaxies in haloes of mass
 , N cen ( M ) (where 0 ≤ N cen ( M) ≤ 1), and the mean number of

atellite galaxies, N sat ( M). We assume that there does not have to
e a central galaxy in a halo in order for it to host satellite galaxies.
his assumption simplifies the tabulation calculations significantly as 
therwise one would have to consider a larger number of correlations 
rom haloes explicitly with and without central galaxies. In practice 
he majority of satellite galaxies are placed in haloes containing a 
entral galaxy as they are preferentially placed in high-mass haloes. 
he low mass end of the HOD is dominated by the central term,
aking it very unlikely to have satellites without a central. Central 

alaxies are positioned at the centre of the halo and satellite galaxies
re positioned randomly according to an NFW profile around the 
alo. The number of satellite galaxies per halo is chosen according
o a Poisson distribution with mean N sat ( M). 

The central galaxies will share positions with the haloes as they
re placed at the centre, therefore the distribution of potential central
alaxy positions is sampled by the halo centres themselv es. F or the
atellite galaxies we place a fixed number of tracer particles around
ach halo to represent where satellite galaxies would be placed. In
his work, we use three satellite tracers per halo. 

We represent the number of pairs of haloes in mass bins M i and
 j as W 

CC 
ij ( r). Using the satellite tracers for each halo, we similarly

efine W 

CS 
ij ( r ), W 

SS1 
ij ( r ), and W 

SS2 
ij ( r ), which are the halo–satellite

air counts, and the satellite–satellite counts divided into 1-halo and 
-halo terms. 
The galaxy central–central pair counts can then be e v aluated from

he sum 

 C ( r) = 

∑ 

M ij 

N cen ( M i ) N cen ( M j ) W 

CC 
ij ( r) . (13) 

imilar expressions can be written for the central–satellite and 
atellite–satellite 2-halo terms, 

 S ( r ) = 

1 

T 

∑ 

M ij 

N cen ( M i ) N sat ( M j ) W 

CS 
ij ( r ) (14) 

S 2halo ( r) = 

1 

T 2 

∑ 

M ij 

N sat ( M i ) N sat ( M j ) W 

SS2 
ij ( r) , (15) 

here T is the number of satellite tracers per halo. Note the different
ependence on the number of satellite tracer particles between 
quations ( 14 ) and ( 15 ). 

In practice, T = 1 is sufficient for accurate calculation of both the
entral–satellite term and the satellite–satellite two-halo term. For 
he one-halo term, we must use more than one tracer particle per
alo to sample the possible galaxy pairs. The number of one-halo
atellite galaxy pairs sampled per halo when using T tracer particles
er halo is T ( T − 1) / 2. Therefore in this case we relate the galaxy
nd halo pair counts using 

S 1halo ( r) = 

1 

T ( T − 1) 

∑ 

M ij 

N sat ( M i ) N sat ( M j ) W 

SS1 
ij ( r) . (16) 

ere all the off-diagonal terms are zero as there are no pairs of
atellites between haloes of different masses in the one-halo term. In
ur calculations, we use T = 3 satellite tracers per halo. 
In each case the halo pair counts are static and only depend on the

alo catalogue, meanwhile the HOD factors can vary allowing us to
t HOD parameters rapidly by e v aluating the sums shown abo v e. 
These estimated galaxy pair counts can be combined with analytic 

andoms to produce the expected correlation function as shown in 
quation ( 10 ). The analytic expression for the number of random
airs is 

 R ( r ) = 

d V ( r ) 

V 

N ( N − 1) , (17) 

here d V ( r) is the volume of a spherical shell with minimum and
aximum radii corresponding to the edges of the radial bin in the

lustering calculation, V is the total volume of the simulation box,
nd N is the expected number of galaxies in the whole simulation
olume which can be estimated by applying the HOD to the halo
ass function. The number of pairs of randoms vary as the HOD

arameters change because the expected total number of galaxies 
hat will be populated is altered. See section 4.5.3 of Gro v e ( 2023 )
or tests of the tabulation accuracy. 
MNRAS 532, 903–919 (2024) 
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M

Figure 2. Fraction of haloes that are subsampled, f , as a function of 
halo mass. Haloes are subsamples in order to speed up the computation 
of the halo pair counts. Subsampling is only done for haloes with mass 
M < 10 12 h −1 M 	; all haloes are used abo v e this. At M = 10 11 h −1 M 	, the 
subsampled fraction is 1 per cent. 
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.2 Halo subsampling 

he haloes used in the pair counting were subsampled in order to
peed up computation of the tables of the binned pair counts. There
re vastly more low mass haloes than high mass haloes in the halo
atalogue and low mass haloes are proportionally occupied by fewer
alaxies. This means that HOD fits can be robust to a subsampling
f low mass haloes. By testing of different subsampling forms and
ass cutoffs, it was found that the runtime could be impro v ed by
 factor of ten with negligible impacts to the measured number
ensity and clustering. The form of the subsampling was a function
f halo mass, with no subsampling at masses abo v e 10 12 h 

−1 M 	.
he subsample fraction f as a function of halo mass M is set as

og 10 f = min { 0 , 2( log 10 M − 12) } , with M in units h 

−1 M 	. This
unction is shown in Fig. 2 . We checked with one of the simulations
hat changes to the number densities and clustering of HOD fits
ntroduced by the subsampling were smaller than 0.1 per cent. This
s at a level much smaller than the precision we aim to achieve in the
OD fits, so halo subsampling will not bias our results. 

.3 Unresolved haloes 

 halo mass cut at 10 11 h 

−1 M 	 was applied to the AbacusSummit
alo catalogues we use in this work (see Section 4.1.1 ) because haloes
re not sufficiently resolved below this limit. Randomly selected field
articles were used as the locations of haloes below this mass cut and
hese were not given satellite tracers because the satellite contribution
rom the HOD used in this work is negligible at low masses. Fig. 3
hows the clustering of the field particles, compared to the resolved
aloes of the simulation. The field particles have a similar clustering
mplitude as the 10 11 h 

−1 Mpc haloes, showing that using the field
articles is a reasonable approximation for extending the HOD below
he mass resolution limit of the haloes. While the clustering amplitude
ecreases further for haloes less massive than 10 11 h 

−1 Mpc , only a
mall fraction of BGS galaxies reside in such low mass haloes. 

 H O D  FITTING  P RO C E D U R E  

n this section, we describe the HOD fitting procedure, which we
pply to the AbacusSummit simulations. The simulations and data
NRAS 532, 903–919 (2024) 
sed in this work are described in Section 4.1 , and the HOD fitting
rocedure in Section 4.2 . The best-fitting HODs in Planck cosmology
re discussed in Section 4.3 , and the dependence of these results on
osmology in Section 4.4 . 

.1 Simulations and data 

he simulations and data used in this work are described below. We
t HODs using the AbacusSummit simulations (Section 4.1.1 ) to
lustering measurements obtained from the MXXL mock catalogue
Section 4.1.2 ). The mocks constructed from AbacusSummit are then
ompared to the DESI BGS one-percent surv e y data (Section 4.1.3 ).
he HODs are fit to MXXL, which in turn was fit to SDSS and
AMA data (Smith et al. 2017 ), rather than the BGS data directly
ecause the one-percent surv e y is somewhat smaller, shallower, and
ess complete than GAMA. Direct comparisons between the mocks
nd data are enabled by using the same magnitude selection, using
he same k- and E-corrections. 

.1.1 AbacusSummit simulations 

bacusSummit 1 (Maksimova et al. 2021 ) is a suite of N -body
imulations run using the ABACUS code (Garrison et al. 2021 ) on the
ummit supercomputer. There are 150 simulations that have been
un with different cosmologies, resolutions, and initial conditions.
n this work we use the ‘base’ resolution simulations, which contain
912 3 particles in a cubic box of side length 2 h 

−1 Gpc , with a particle
ass of 2 . 11 × 10 9 h 

−1 M 	. 
The AbacusSummit simulations were run from 2LPT initial condi-

ions at z = 99. The primary ‘c000’ cosmology corresponds to Planck
018 � CDM results (Planck Collaboration VI 2020 ), with cosmo-
ogical parameters h = 0 . 6736, �cdm 

h 

2 = 0 . 1200, �b h 

2 = 0 . 02237,
8 = 0 . 8114, and n s = 0 . 9649. A total of 25 boxes were produced

n the primary cosmology, with different initial conditions. The

https://abacussummit.readthedocs.io/
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econdary cosmologies are selected to match existing flagship N - 
ody simulation projects, in addition to a wide emulator grid around 
he primary cosmology. In the emulator grid, the parameters σ8 , 

cdm 

h 

2 , n s , �b h 

2 , w 0 , w a , N ur , and αs are all varied around the Planck
alues, where αs is a running spectral index, N ur ∼ 2 is the ef fecti ve
umber of mass-less neutrinos, and w 0 and w a set an evolving dark
nergy equation of state of the form w( z) = w 0 + w a (1 − a). These
osmologies include a single species of massive 60 meV neutrinos, 
ith �ncdm 

h 

2 = 6 . 4420 × 10 −4 . In the primary Planck cosmology,
s = 0, N ur = 2 . 0328, w 0 = −1, and w a = 0 (Maksimova et al.
021 ). 
Halo catalogues are the primary data product from AbacusSummit, 

ith the full set of all particles being too large to store efficiently. Halo
nding in AbacusSummit was performed on the fly using CompaSO 

Hadzhiyska et al. 2022a ), a spherical o v erdensity method. A friends-
f-friends (Davis et al. 1985 ) algorithm is first applied to identify
L0’ haloes. ‘L1’ haloes are found using a a spherical o v erdensity
lgorithm, which finds particles within a density threshold � = 200, 
hile ‘L2’ sub-haloes are found using � = 800. For each halo, we
se use a halo mass which is defined as the total number of particles
ithin the L1 halo (corresponding to M 200m 

). The L2 cores of each
alo are used to find the positions and velocities. The CompaSO 

lgorithm can deblend haloes, producing unphysical objects. We use 
he cleaned CompaSO halo catalogues which are processed using 
erger tree information to fix these issues (see Hadzhiyska et al. 

022a ). 
Subsets of the particles are available at certain snapshots. This is

plit into an ‘A’ sample (3 per cent of the particles) and a ‘B’ sample
7 per cent of the particles). We use the random subset of field
articles (which do not exist in haloes) to extend the halo catalogue
elow the mass resolution of the simulation (see Section 3.3 ). 

.1.2 MXXL BGS mock 

he Millennium-XXL (MXXL) simulation (Angulo et al. 2012 ) is a 
ark-matter-only simulation that is a successor to the Millennium 

imulation (Springel et al. 2005 ), with a much larger box size
f 3 h 

−1 Gpc . The particle mass is 6 . 17 × 10 9 h 

−1 Mpc , and the
imulation was run in the same WMAP1 cosmology as the original 

illennium simulation, with �m 

= 0 . 25, �b = 0 . 045 �� 

= 0 . 75,
8 = 0 . 9, h = 0 . 73, and n s = 1 (Spergel et al. 2003 ). At each
imulation snapshot, dark matter haloes are first identified using 
 friends-of-friends algorithm, with bound substructures identified 
sing SUBFIND . To construct a halo merger tree, the 15 most
ound particles of each halo were found, and the descendent is
he halo at the next snapshot containing the majority of these 
articles. 
The MXXL simulation was previously used to create a mock 

alaxy catalogue for the BGS, as described in Smith et al. ( 2017 ,
022b ). Haloes were first interpolated between simulation snapshots 
o build a halo light cone, and were then populated with galaxies
sing a set of ‘nested’ HODs for different r-band magnitude 
hresholds, which were measured from the SDSS surv e y. The HODs
ere evolved with redshift to reproduce an evolving r-band target 

uminosity function from SDSS and GAMA. A Monte Carlo method 
s used to assign each galaxy a luminosity from the nested HODs,
nd satellites are positioned following a NFW profile. The galaxies 
re also randomly assigned g − r colours from a parametrization 
f the GAMA colour–magnitude diagram. In addition to creat- 
ng a light-cone mock, the same HOD methodology is applied 
o several simulation snapshots to cubic box mocks at different 
edshifts. 
In this work, we obtain our target galaxy clustering measurements 
rom the MXXL BGS mock. We measure the real-space correlation 
unction from the cubic box mock made from the z = 0 . 2 snapshot.
his snapshot is chosen as this is the median redshift of the DESI
GS. Since we use the full cubic box, the volume is large, and we
an obtain precise measurements that are not affected by cosmic 
ariance. 

.1.3 DESI BGS one-percent survey 

he DESI One-percent surv e y was conducted at the end of surv e y
alidation, and before the start of the main 5-yr surv e y. The
ne-percent surv e y observ ed a footprint composed of 20 circular
rosettes’, co v ering an area of ∼ 140 deg 2 to very high completeness.
he same target selection as the main surv e y was used, with similar
xposure times (DESI Collaboration 2023a ). 

Fibre assignment completeness is corrected for in the catalogue by 
pplying a completeness weight, w comp . This weight is determined 
rom 128 alternative realizations of the fibre assignment algorithm, 
n addition to the real surv e y. F or each galaxy, this weight is given
y 

 comp = 

129 

N assigned + 1 
, (18) 

here N assigned is the number of alternative realizations in which the
arget was assigned a fibre (DESI Collaboration 2023b ). Note that this
ndividual inverse probability weighting is not unbiased on very small 
cales. Ho we v er, the one-percent surv e y data are highly complete, so
hese weights are typically close to 1. A pairwise inverse probability
PIP) weighting can in principle provide an unbiased correction 
Bianchi & Perci v al 2017 ; Smith et al. 2019 ; Bianchi & Verde 2020 ;

ohammad et al. 2020 ), and will be provided in future DESI data
eleases (Lasker et al. 2024 ). The BGS one-percent catalogues also
rovide FKP weights, w FKP , for the complete BGS-BRIGHT sample, 
hich reduce the variance in the correlation function measurements 
here there are variations in the galaxy density (Feldman, Kaiser 
 Peacock 1994 ). We do not apply any FKP weighting to our BGS

lustering measurements, since we use magnitude threshold galaxy 
amples with a constant number density. 

In Section 5.3 , we compare the clustering of our AbacusSummit
ock with measurements from the one-percent surv e y. In this work,
e do not fit HODs directly to this data set, since the volume is

mall, and there are large fluctuations in the clustering due to cosmic
ariance. In future work, we will adapt the HOD fitting method to
pply it directly to the larger DESI Year 1 data set. This is discussed
urther in Section 5.4 . 

.2 Fitting method 

OD fitting was performed using the EMCEE code, a Markov chain
onte Carlo sampler (F oreman-Macke y et al. 2013 ). All 17 HOD
eta-parameters were fitted at once with target clustering and number 

ensities taken from the BGS mock catalogue described in Smith 
t al. ( 2017 ) at absolute r-band magnitude limits in intervals of
.5 from −18 to −22. These clustering and number density values
ere themselves tuned to fit the results from the Sloan Digital Sky
urv e y (SDSS) (Abazajian et al. 2009 ) and the Galaxy and Mass
ssembly (GAMA) surv e y (Liske et al. 2015 ) during creation of

he original mock catalogue (Smith et al. 2017 ). The halo catalogue
orresponding to the z = 0 . 2 snapshot was used in all cases. 

Clustering bias becomes scale-independent on large scales; this 
auses a problem if the shape of the correlation function of the
MNRAS 532, 903–919 (2024) 
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imulation and target data have different shapes, due to the difference
n cosmology. This can never be fit well and therefore throws off
he full HOD parameter fit. We adjust the target data to match the
hape of the simulation large-scale correlation function by using
he Zel’dovich clustering prediction at scales above 8 h 

−1 Mpc . This
s e v aluated from the Zel’dovich matter power spectrum using the
BODYKIT package (Hand et al. 2018 ). The rescaled correlation
unction is given by 

rescaled ( r) = ξMXXL ( r) 
ξZel 

Abacus ( r) 

ξZel 
MXXL ( r) 

ξZel 
MXXL ( r = 8) 

ξZel 
Abacus ( r = 8) 

, (19) 

here the superscript ‘Zel’ indicates the Zel’dovich correlation func-
ion, and subscripts ‘MXXL’ and ‘Abacus’ indicate the cosmologies.
n small scales r < 8 h 

−1 Mpc , no rescaling is applied. 
In addition, a volume correction was used to ensure that the target

uminosity function was reproduced despite the changing size of
olume elements in different cosmologies. The magnitude thresholds
re first shifted to 

 . 1 M 

rescaled 
r = 

0 . 1 M r + 5 log 10 

(
D 

Abacus 
L 

D 

MXXL 
L 

)
, (20) 

here D L is the luminosity distance to z = 0 . 2, computed in the
wo cosmologies. The target luminosity function (which is the same
uminosity function used in the construction of the MXXL mock)
s then used to obtain the number density of galaxies brighter than
ach rescaled magnitude threshold, 	 ( < 

0 . 1 M 

rescaled 
r ). This number

ensity is then rescaled by the ratio of the volume element of the two
osmologies, 

 

rescaled = 	 · d V MXXL 

d V Abacus 
(21) 

he volume element in each cosmology is 

 V = 

c(1 + z ) 2 D 

2 
A ( z ) 

H ( z) 
d �d z (22) 

The clustering fit was limited to a maximum scale of 50 h 

−1 Mpc .
t scales larger than this, BAO features become important and this

hape cannot be fit to by modifying HOD parameters as it is an
ntrinsic feature of the cosmology. 

The likelihood function used in the EMCEE fitting contained
 contribution from both the clustering and the number density
xpected from the HOD parameters, 

 ( M) = − 1 

2 

( ∑ 

r 

(
ξ ( r, M) − ξt ( r, M) 

σξ ( r) 

)2 

+ 

(
n ( M) − n t ( M) 

σn 

)2 
) 

, (23) 

here L ( M) is the likelihood for a particular magnitude limited
ample M . The subscript t is used to represent the target values
or the clustering, ξ , and number density, n . The total length of the
ata vector is 677, where for each of the nine magnitude thresholds
 M r < −22 . 0 , −21 . 5 , ..., −18 . 0) there is a number density, and
4 correlation function bins between 0 . 01 < r < 50 h 

−1 Mpc . In
ddition, to impro v e the luminosity function at faint magnitudes,
umber density constraints are also included for M r < −17 . 5 and
 r < −17 . 0. 
The total magnitude of the likelihood function is not important for

he position of the best-fitting HOD parameters, but it can affect how
MCEE explores the parameter space, if the likelihood function is too
teep then the w alk ers can become stuck in local maxima and if it is
oo shallow then they may not converge on the best-fitting solution.
hrough testing we were able to establish values for σξ ( r) and σn 

hich produced robust fits with the correct balance between fitting
he clustering and the number density. σξ ( r) and σn were the same for
NRAS 532, 903–919 (2024) 
ll nine of the magnitude fits. We choose to use a constant fractional
rror for σξ ( r), which is 7 per cent. This value was chosen to a v oid
 v erfitting to noise at very small scales. For σn , we also use a constant
ractional error of 1 per cent. This is chosen to a v oid o v erfitting
o either the number density or the correlation function. We did
ot use a full error covariance matrix when finding the best-fitting
OD parameters. This is because we were not trying to establish

he lik elihood surf ace for different HODs describing the data, but
nstead trying to find one set of HOD parameters which produces
 good fit to the desired clustering measurements and luminosity
unction. 

.3 Best-fitting HODs 

.3.1 Best-fitting meta-parameters 

he output of the fitting procedure is not the HOD parameters
irectly, but a set of meta-parameters describing the evolution
f smooth curves describing the HOD parameters as a function
f absolute magnitude limit. Fig. 4 shows a corner plot of all
7 parameters described in equations ( 5 )–( 9 ) in the case of the
rimary AbacusSummit Planck cosmology. The corner plot shows
he parameter space explored by the EMCEE fitting chain after an
ppropriate amount of burn-in is discarded. The best-fitting values
re indicated by the dashed lines. Correlations between parameters
ndicate that degeneracies exist as the parameters vary along that
xis. Note that since we did not use a full covariance, caution should
e used when interpreting these degeneracies. 
The majority of the meta-parameters are well constrained, except

or the parameter A σ , which sets the minimum value of σlog M 

at faint
agnitudes, and B α and C α , which describe the exponential increase

f α at bright magnitudes. Reference to equations ( 6 ) and ( 9 ) explain
he lack of constraint, because changes in these parameters have
ery little effect on the shape of the HOD curve in certain regimes. In
ddition, there is a long ne gativ e tail on A 0 and B 0 . This is because
 0 does not affect the shape of the HOD curve if it is at sufficiently

ow mass. 
Note that we are only fitting the HODs using diagonal errors. Our

im is to produce mocks that reproduce the galaxy clustering, to be
seful for the analyses within DESI, and not to be used to determine
he intrinsic errors on the HOD parameters. The errors illustrated by
he contours of Fig. 4 might change if a full covariance matrix is
sed. 

.3.2 Best-fitting HOD curves 

he shape of the HOD curves that are produced from the best-fitting
eta-parameters in the Planck cosmology case is shown in the upper

anel of Fig. 5 , for galaxy samples with different absolute magnitude
hresholds. The contributions from both the central and satellite
OD components are combined into a single curve. There are no
nphysical o v erlaps between the HOD curv es as this is disallowed
y the fitting procedure. The best-fitting HODs are shown for each
f the 25 Planck cosmology AbacusSummit boxes, showing that the
esults are very consistent, with little scatter between them. 

.3.3 Comparison to target data 

n addition to exploring the values of the best-fitting meta-parameters
nd shape of the HOD curves produced from them, we have also
ompared the quality of the best fit with regards to the target data.
ince we have fit to target data for both the clustering and the number
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Figure 4. A corner plot from the EMCEE fitting chain of the 17 meta-parameters describing the smoothly varying HOD curves. This illustrates the correlations 
between HOD parameters even with our assumption of uncorrelated clustering errors. Best-fitting values are shown by the vertical and horizontal dashed lines. 
This example comes from the primary AbacusSummit cosmology. This figure was generated using the PYGTC package (Bocquet & Carter 2016 ). 
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ensity simultaneously, the quality of both of these aspects of the fit
hould be investigated. 

The top panel of Fig. 6 shows the predicted two-point clustering 
or the c000 Planck cosmology compared to the target measurements 
or the magnitude threshold samples used in the fitting procedure, 
here the shaded region indicated the constant fractional error that 
as assumed. The ratio is shown in the middle panel. The clustering
easurements are mostly within this error. Ho we ver, there is an offset

n large scales, where the best-fitting clustering is systematically 
ower than the target clustering, by up to 10 per cent for the faintest

agnitude threshold sample. The features abo v e ∼ 50 h 

−1 Mpc are 
utside the range of the fitting because these are caused by BAO
hich cannot be mitigated by v arying HOD parameters. Dif ferent 
ehaviour is seen in the residuals on small scales, depending on
he magnitude limit of the sample. The brightest sample displays 
 peak relative to the target clustering at ∼ 2 h 

−1 Mpc , with a dip
0 . 4 h 

−1 Mpc , and this behaviour is inverted for the faintest samples.
elow 0 . 1 h 

−1 Mpc , the slope of the best-fitting correlation function
s different to the target, leading to differences of up to 20 per cent at
 . 01 h 

−1 Mpc . 
In the bottom panel of Fig. 6 , the ratio of the predicted number

ensity to the target value is shown as a function of the magnitude
imit of the sample, with the fractional error indicated by the shaded
rea. There is good agreement for all the samples that were included
n the fitting procedure, where the number density for almost all the
amples is within the error. 
MNRAS 532, 903–919 (2024) 
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M

Figure 5. Top panel: best-fitting HODs of the 25 simulations with the 
same c000 Planck cosmology, but with different initial conditions. Each 
line represents a single HOD fit. The HOD curves are highly consistent 
with one another for all the samples, with significant differences emerging 
only at the low mass tails. Bottom panel: Variation of the best-fitting HODs 
when using AbacusSummit simulations with different cosmologies. Each line 
represents a single HOD fit. The HOD variation is larger than the case where 
cosmology is held constant as in the upper panel. We only plot the HODs for 
AbacusSummit cosmologies in the emulator grid, to show the scatter around 
the primary cosmology. 
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Figure 6. Top panel: Best-fitting projected correlation function, ξ ( r), for the 
primary ‘c000’ Planck cosmology (solid curves). Each curve is for a different 
magnitude threshold sample, as indicated in the legend in the middle panel. 
The target MXXL clustering is shown by the dashed black curves, which 
have been rescaled above r = 8 h −1 Mpc to correct for the difference in 
cosmology. The black shaded region indicates the constant fractional error 
assumed during the HOD fitting procedure. For clarity, the curves have been 
offset by 0.1 de x, relativ e to the 0 . 1 M r < −20 . 0 sample. Middle panel: the 
ratio of the best-fitting correlation functions to the target MXXL clustering 
measurements. Bottom panel: The ratio of the predicted and target number 
densities of the same magnitude threshold samples. The shaded regions shows 
the fractional uncertainties assumed when fitting. 
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.4 Varying the cosmology 

efore describing the production of the mock galaxy catalogues,
e shall first test the robustness of the HOD fitting procedure,
rst by applying it to multiple simulations in the same cosmology,
nd then explore the variation of HOD parameters with cosmology.
he HOD fitting procedure described in Section 4.2 was applied

o all base resolution AbacusSummit boxes, including all 25 c000
lanck cosmology boxes, and the boxes in other cosmologies.
hen applying the method to the dif ferent cosmologies, dif ferent

osmology rescaling factors must be applied to the target number
ensities and correlation functions. 
An initial check that we performed was to find the level of sample

ariance that exists for HOD fits on multiple independent simulation
oxes in the same cosmology. There are 25 AbacusSummit simu-
ations in the base Planck � CDM cosmology (see Section 4.1.1 )
hat were produced from initial conditions with different phase
nformation. If there are large differences in best-fitting HODs
roduced by the fitting procedure on these boxes, then it implies
hat there is a lack of robustness in the fitting procedure. 
NRAS 532, 903–919 (2024) 
The best-fitting HODs are shown in the upper panel Fig. 5 . There is
 high degree of consistency between the HODs. Differences between
ODs emerge at the low mass tails where there are very few galaxies
er halo. HOD differences at these scales have a small effect on
he properties of galaxy catalogues because of the low occupation.
ertain points hav e v ery little scatter. These locations are where the
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Figure 7. Left panel: best-fitting HOD parameter α versus σ8 , from the AbacusSummit cosmologies in an emulator grid around the primary Planck cosmology, 
for different magnitude threshold samples. A ne gativ e correlation can be seen. Right panel: best-fitting α parameter versus �m 

. Here, a positive correlation is 
seen. 
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mplitude of the HOD has the greatest effect on the number density,
hich is constrained in the fitting process. 
Creating mocks in different cosmologies allows us to test the 

mpact of cosmological parameters on mock observations. Cos- 
ological parameter reco v ery is an important application of mock 

atalogues that requires mocks in different cosmologies. Exploring 
ow the HOD parameters vary with cosmology informs us how our 
odels of the galaxy–halo connection may change. 
The lower panel of Fig. 5 shows the variation in HOD shapes

sing simulations with different cosmologies. This variation is larger 
han the sample variance when the same cosmology is used. The 
osmology emulator grid is sufficiently wide to lead to significant 
ifferences in the best-fitting HODs. This justifies our choice to refit 
he HODs for simulations that used different cosmologies. 

There is correlation between the best-fitting HOD parameters and 
he cosmological parameters of the simulation. As an example, the 
eft panel of Fig. 7 shows α plotted against σ8 for different magnitude 
hreshold samples. A clear ne gativ e correlation can be seen, where

is ∼ 1 for the highest values of σ8 , but is larger for small σ8 . In
ddition, this correlation becomes steeper for the brightest samples, 
ut with a larger scatter. σ8 sets the amplitude of the initial power
pectrum at a fiducial scale of 8 h 

−1 Mpc . Simulations run with
igher σ8 will produce a halo catalogue with stronger clustering. 
herefore, in order to reproduce the same target clustering, the galaxy 
lustering bias must be reduced in these cases. This can be achieved
y reducing the number of satellite galaxies, because they are located 
n the highest mass (and hence most biased) haloes. Therefore it
akes intuitive sense that σ8 should correlate with lower α, if M 0 

nd M 1 do not change significantly. For the brightest samples, it is
ikely that the increase in the slope and scatter is due to the weak
onstraints on the meta-parameters B α and C α . Our HOD model has
oo much freedom, since these are only constrained by the brightest
ew samples. In the future, we will modify the HOD model to reduce
he number of meta-parameters for α. We note that we have ignored
he covariance in the correlation function estimates, but given the 
 xplanation abo v e, we do not e xpect this correlation to be strongly
ffected. 

A second example in the right panel of Fig. 7 , which shows α
lotted against the matter density �m 

. Here, a positive correlation is
een, where in cosmologies with higher �m 

, larger values of α are
btained. There are many degeneracies between the different HOD 

arameters, so it can be more revealing to see the effect of cosmology
n the full occupation functions, rather than an individual parameter. 
Fig. 8 shows how the shape of the best-fitting HOD curves is

ffected by σ8 and �m 

. The HODs are the same as in the lower panel
f Fig. 5 . We only show the 0 . 1 M r < −22, −21, and −18 samples
or clarity, but all samples show the same trends. For the parameter
8 , higher values are associated with fewer satellite galaxies, and 
ave a broader central step function. As already discussed, haloes in
imulations with high σ8 are more strongly clustered, and reducing 
he number of satellites and placing more centrals in lower mass
aloes both have the effect of reducing the clustering of the galaxy
atalogue. For simulations with large values of the parameter �m 

, 
he HODs are shifted to higher masses, with a sharper step function
or the central galaxies. Even though α, the satellite power-law slope,
s shown in Fig. 7 is higher for large �m 

, the shift in the HODs to
igher masses results in a total number of satellites which is smaller.
There are too many potential combinations of cosmological and 

OD parameters to investigate all the relationships in this way. These
ariations in HOD parameters with cosmology may be useful if one
anted to build an emulator for HOD parameters. Such an emulator

ould produce an estimated best-fitting HOD for any cosmology that 
ies within the region spanned by the AbacusSummit cosmologies. 

 M O C K  C R E AT I O N  

n this section, we provide a brief o v erview of the methodology for
reating mocks from the AbacusSummit simulations. Galaxies are 
rst positioned within haloes in the cubic box simulations. The nested 
et of HODs that we have determined are used to assign each galaxy
MNRAS 532, 903–919 (2024) 
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M

Figure 8. Top panel: best-fitting HOD curves from the AbacusSummit 
simulations in different cosmologies, for the 0 . 1 M r < −22, −21, and −18 
samples, from right to left. Each curve is coloured by the simulation value of 
σ8 , with low values in blue and high values in red, as indicated by the colour 
bar. Bottom panel: as abo v e, but the curves are coloured by the value of �m 
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 luminosity, as in Smith et al. ( 2017 ). In addition, the semi-empirical
ethod of Smith et al. ( 2017 , 2022b ) is used to assign each galaxy
 rest frame ( g − r) colour. We then process the cubic box mocks to
roduce ‘cut-sky’ mocks, which convert the positions of the galaxies
nto sky coordinates, producing a catalogue that is more realistic and
imilar to what DESI observes. The mocks we create are full sky,
hich can then be cut to co v er the DESI surv e y footprint. F or each
bacusSummit simulation, we create one mock catalogue, using a

ingle random realization of the best-fitting HODs which reproduce
he target clustering and luminosity function. 

.1 Cubic box mock catalogues 

ollowing the Monte Carlo method of Smith et al. ( 2017 ), we use
ur best-fitting HODs to add galaxies to haloes in the z = 0 . 2 cubic
ox, assigning r-band absolute magnitudes. This is described in
ection 4.1 of Smith et al. ( 2017 ). Since each HOD parameter is
escribed as a smooth function of absolute magnitude, we can easily
 v aluate the HOD for any magnitude threshold, which is necessary
or this method. The best-fitting HODs are also constrained to
rev ent an y unphysical crossing of the HODs of different magnitude
hresholds, which is also important when using the method to
ssign magnitudes. Each central galaxy is then placed at the centre
f the halo, and assigned the same velocity, which is defined in
NRAS 532, 903–919 (2024) 
bacusSummit as the location of the centre of mass of the largest sub-
alo. The number of satellite galaxies abo v e a minimum luminosity
hreshold is drawn from a Poisson distribution. Magnitudes are
ssigned following Smith et al. ( 2017 ), and the satellite galaxies are
ositioned following a NFW profile, with a random virial velocity
long each direction drawn from a Gaussian with velocity dispersion
2 = GM 200m 

/ ( 2 R 200m 

). We assume that the dispersion is constant,
ut in future, this could be modified to vary radially (equation A24
f Sheth et al. 2001 ). 
The HOD parameters M min and M 1 are modelled as cubic func-

ions, which means that they diverge rapidly at magnitudes beyond
he fitting range. To a v oid this, these parameters are both extrapolated
inearly (in log M) beyond this range. 

In addition to assigning galaxy luminosities, we also assign rest
rame ( g − r) colours to the galaxies. This allows colour cuts
o be applied to the mock and colour-dependent clustering to be
nvestigated. We assign colours following the method of Smith et al.
 2022b ), which uses a parametrization of the colour–magnitude
iagram of the GAMA surv e y. This process for assigning colours
s an extension of Smith et al. ( 2017 ), which itself was based on the
ethod of Skibba & Sheth ( 2009 ). Other studies that add colours

ased on the prescription of Skibba & Sheth ( 2009 ) include Skibba
t al. ( 2014 ), Carretero et al. ( 2015 ), and Paranjape et al. ( 2015 , 2021 ).
t is first randomly decided whether a galaxy should lie on the red or
lue sequence, which is different for central and satellite galaxies. A
andom colour is then drawn from a Gaussian distribution, from the
t to the GAMA colour–magnitude diagram. The assigned colour
epends on the absolute magnitude and redshift of each galaxy, and
herefore galaxies in more massive haloes are more likely to be red. 

The final cubic box mock is cut to an absolute magnitude limit
f 0 . 1 M r < −18, which corresponds to a galaxy number density of
 . 7 × 10 −2 ( h 

−1 Mpc ) −3 for the c000 Planck cosmology simulations.

.2 Cut-sky mocks 

o create a mock that is more representative of what DESI will
bserv e, we conv ert the cubic box mock from the z = 0 . 2 snapshot
nto a ‘cut-sky’ mock. 

An observer is placed at the corner of the box, and the cubic
ox is replicated to co v er the volume required to make a mock to
 maximum redshift of z = 0 . 6. Around half of the volume of the
nal mock fits inside a single copy of the cubic box, and it is abo v e
 = 0 . 37 where the same large-scale structure is repeated. Cartesian
oordinates are then converted to an angular position on the sky and
edshift, where the observed redshift of each galaxy includes the
ffect of the peculiar velocity along the line of sight. 

The cubic box we use to construct the mock is at z = 0 . 2, which
sed HODs that were fit to reproduce the target luminosity function at
he same redshift z = 0 . 2. Ho we v er, the BGS co v ers a wide redshift
ange of 0 < z < 0 . 6, so we must model the evolution of the galaxy
uminosity function in the cut-sky catalogue. 

The target luminosity function we aim to reproduce in the mock
omes from existing SDSS and GAMA survey measurements. For
 > 0 . 15, the target luminosity function is a Schechter function fit
o the GAMA luminosity function (Lo v eday et al. 2012 ). Below
 = 0 . 15, the target luminosity function smoothly interpolates to
hat from SDSS measurements (Blanton et al. 2003 ). The evolution
f the Schechter parameters as a function of redshift is described as 

 

∗( z) = M 

∗( z 0 ) − Q ( z − z 0 ) (24) 

∗( z) = φ∗(0)10 0 . 4 Pz , (25) 
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Figure 9. Upper panel: the number density of BGS-BRIGHT ( r < 19 . 5) 
galaxies brighter than 0 . 1 M r = −20 . 0, as a function of redshift, for galaxies in 
the full-sky AbacusSummit Planck cosmology mock (purple line), the MXXL 

mock (dashed black line), and DESI one-percent surv e y measurements (points 
with error bars), as indicated in the legend. An evolutionary correction has 
been applied to all absolute magnitudes, and error bars are jackknife errors 
with 20 jackknife regions. A weight is applied to the data measurements to 
take into account systematics and incompleteness. Lower panel: projected 
correlation function of a volume limited sample of galaxies brighter than 
0 . 1 M r = −20 . 0, in the redshift range 0 . 05 < z < 0 . 25. 
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here P sets the evolution in number density, and Q sets the
agnitude evolution (Lin et al. 1999 ). We use the values z 0 = 0 . 1,
 = 1 . 8, and Q = 0 . 7, which were measured from the GAMA
urv e y (McNaught-Roberts et al. 2014 ). 

A rescaling is applied to the absolute magnitudes to reproduce 
he evolving target luminosity function, as is done in Dong-P ́aez 
t al. ( 2022 ). In narro w redshift bins, we measure the cumulati ve
uminosity function in the mock, and assign new magnitudes from 

he target cumulative luminosity function at that redshift, which 
orrespond to the same number density for each galaxy. We also re-
un the colour assignment algorithm on the cut-sky mock to ensure 
hat the colour distributions also evolve smoothly with redshift, 
eproducing the GAMA measurements. 

The full DESI BGS sample contains faint galaxies at low redshifts
hich live within low mass haloes that fall below the resolution of the
bacusSummit simulations. We add these unresolved haloes to the 

ut-sky mock by using the field particles (which are not in haloes) as
racers. Halo masses are generated from extrapolating the measured 
bacusSummit halo mass function to low masses (assuming a power 

aw), and these haloes are assigned the same position and velocity of
andomly selected field particles. The unresolved haloes are assigned 
alaxies with magnitudes at z = 0 . 2 using the same methods as
he resolved haloes, and the same rescaling is used to add redshift
volution. 

The cut-sky mock we have created contains the rest-frame absolute 
agnitude, 0 . 1 M r and the rest-frame 0 . 1 ( g − r) colour, which we then

onvert to the observed quantities. The absolute magnitudes assigned 
o each galaxy are converted to an apparent magnitude following 

 = M r + 5 log 10 D L ( z obs ) + 25 + k r ( z obs ) , (26) 

here D L ( z obs ) is the luminosity distance from the observer to the
alaxy at observed redshift z obs , in units of h 

−1 Mpc . k r ( z obs ) is the
-band k-correction, which accounts for the shift in the band pass
ith redshift. We k-correct to a reference redshift of z ref = 0 . 1. The
istance, D L , to each galaxy should only depend on its cosmological
edshift, z cos , which does not include the effect of peculiar velocities.
o we ver, we use z obs to be consistent with the data, where the

osmological redshift is not known. 
The exact form of the k-correction depends on the filter being used

nd the type of object being observed. In this work, the k-corrections
e use come from the GAMA surv e y and are described by fourth-
rder polynomials. The k-corrections are split into seven different 
est frame g − r colour bins with interpolation between the bins (see
ection 4.3 of Smith et al. 2017 ). 
Similarly, galaxy colours can be transformed into the observer 

rame using 

 − r = 

0 . 1 ( g − r) + 

0 . 1 k g ( z obs ) − 0 . 1 k r ( z obs ) , (27) 

here k g ( z obs ) is the g-band k-correction. As with the r-band, we
se a set of colour-dependent polynomial k-corrections. 
Finally, an apparent magnitude cut of r < 20 . 2 is applied, which

ncompasses both the BGS-BRIGHT and BGS-FAINT samples. 

.3 Illustration: comparison with the DESI one-percent sur v ey 

n this section, as an illustration, we compare number density and 
lustering measurements for a sample of BGS-BRIGHT ( r < 19 . 5)
alaxies with 0 . 1 M r < −20 from the c000 Planck cosmology Aba- 
usSummit mock with measurements from the DESI one-percent 
urv e y. In these comparisons, the same evolutionary correction has 
een applied to the absolute magnitudes in the data and mock, which
s of the form E( z) = Q ( z − z 0 ), where Q = 0 . 97 and z 0 = 0 . 1
McNaught-Roberts et al. 2014 ). 

The number density as a function of redshift is shown in the upper
anel of Fig. 9 , for galaxies with 0 . 1 M r < −20 in the AbacusSummit
ock, MXXL mock and DESI one-percent surv e y. At low redshifts,

ince an evolutionary correction has been applied the number 
ensity is almost constant with redshift. Abo v e z ∼ 0 . 25, the density
ecreases since the sample become incomplete due to the r = 19 . 5
ut in apparent magnitude. As expected, we see good agreement in the 
umber densities between the AbacusSummit mock and the MXXL 

ock, which have the same luminosity function. A small offset is
een at high redshifts, but these mocks have different cosmologies. 
oth mocks agree well with the number n ( z) measured from the
ESI one-percent surv e y, ho we ver the data error bars are large since

he volume is much smaller than the full-sky mocks. 
We measure the projected correlation function for a volume- 

imited sample of BGS-BRIGHT galaxies with 0 . 1 M r < −20, for 
he same MXXL and AbacusSummit mocks and DESI one-percent 
urv e y data. The same evolutionary correction is applied, and we cut
o the redshift range 0 . 05 < z < 0 . 25, where the sample is complete
MNRAS 532, 903–919 (2024) 
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and the n ( z) is flat). The projected correlation function is defined as 

 p ( r p ) = 2 
∫ πmax 

0 
ξ ( r p , π )d π, (28) 

here ξ ( r p , π ) is the correlation function in bins of r p and π , perpen-
icular and parallel to the line of sight, respectively. Mocks and data
re integrated to πmax = 40 h 

−1 Mpc . The current AbacusSummit
ocks are not tuned to reproduce the w p ( r p ) measurements of the
GS data, so we do not expect a perfect agreement. Ho we ver, this
omparison demonstrates the current level of agreement, and gives
nsights into impro v ements that could be made to our HOD modelling
or future mocks tuned directly to the BGS. 

The projected correlation function is shown in the lower panel
f Fig. 9 . On intermediate scales, there is good agreement between
he MXXL and AbacusSummit mocks. On large scales, there is an
ffset between them. The two mocks have different cosmologies,
nd therefore the clustering on large scales is different. This was
aken into account when fitting the HODs to the real-space ξ ( r)

easurements, but here we show the w p ( r p ) measurements without
ny cosmology rescaling. Agreement with the one-percent surv e y
easurements is reasonable, but not perfect. On large scales, the data

re more strongly clustered than the AbacusSummit mock, and shows
etter agreement with MXXL. On small scales, both mocks show
tronger clustering than the one-percent surv e y measurements. The
ESI clustering measurements are affected by fibre incompleteness
n small scales, since it is not possible to place a fibre on every
alaxy, particularly in dense regions such as large galaxy clusters.
o we ver, in the one-percent survey, each region is observed with
ultiple passes, so the completeness is very high, and a weighting is

pplied to correct for any small incompleteness. On these small
cales, the data clustering measurements are therefore accurate,
nd the MXXL mock, which was tuned to SDSS and GAMA is
ore strongly clustered. Since AbacusSummit is fit to the MXXL

lustering measurements, it also shows similar clustering to MXXL.
his could potentially be impro v ed by modifying the parameters
f the NFW profiles used to position the satellites in the mock.
lternatively, fitting HODs directly to BGS clustering measurements

ould produce fits with fewer satellites, which would also reduce the
mall-scale clustering. 

.4 Limitations and impro v ements for DESI 

e have presented a set of HOD mock catalogues for the DESI BGS,
roduced from the AbacusSummit simulations. The HODs have been
t to real-space ξ ( r) measurements from the MXXL mock, and to
umber densities from the SDSS and GAMA surv e ys. The aim of this
ork is a proof of concept that the fast HOD fitting method, using halo

abulation, can be used to fit HODs to multiple magnitude threshold
amples simultaneously. We have validated that the best-fitting ξ ( r)
nd number densities are mostly within the errors assumed. Using
hese HODs to create a mock, we find good agreement in the number
ensities compared to the DESI one-percent surv e y, but there are
ifferences in the clustering measurements which we aim to impro v e
n future work by fitting the HODs directly to BGS data. 

The DESI surv e y will soon be releasing data from the first full
ear of the surv e y. This large data set will be ideal for tuning our
uture mocks, co v ering a much larger area on the sky than the one-
ercent surv e y, with smaller uncertainties in the number density and
lustering measurements. Ho we ver, currently there are limitations to
ur HOD fitting method, which we aim to address in future work. 
In the current mock, we fit to real-space ξ ( r) measurements. In

he real data, this is not available, and we will instead fit to the
NRAS 532, 903–919 (2024) 
rojected correlation function w p ( r p ). To do this, the HOD fitting
ethod must be modified to compute halo pair counts in bins of r p 

nd π , and the correlation function ξ ( r p , π ) can be computed and
ntegrated to obtain w p ( r p ). This adds an extra dimension to the
rrays of halo pair counts, slowing down each step in the MCMC
hain. The effect of velocities also need to be included in the π -
irection. While the increase in dimensionality reduces the speed,
his can be compensated for by reducing the number of mass bins.

e have checked that our fits are robust when reducing the total
umber of mass bins from 120 to 30. 
Our HOD model assumes that the number of galaxies in each

alo depends only on the halo mass. Recently, assembly bias was
etected in the GAMA data in Alam et al. ( 2024 ), and Pearl et al.
 2023 ) detected a signal in counts-in-cylinders measurements from
he BGS one-percent surv e y data. In future work, the HOD model
ould be extended to include assembly bias, enabling a cross-check
f these results. 
Currently when fitting the HODs, we assume a constant frac-

ion error, both in the correlation function and number density
easurements. This can be impro v ed by using the uncertainties

n the DESI measurements, which can be estimated e.g. using
ackknife subsampling. Ho we ver, this does not take into account
he covariances, so the fitting could be improved further by using
 covariance matrix. For the larger DESI Y1 data set, covariance
atrices will be produced using analytic and mock-based methods

e.g. Rashko v etsk yi et al. 2023 ; Truso v et al. 2024 ) 
To compute absolute magnitude from the DESI BGS data, we

se colour-dependent polynomial k-corrections from the GAMA
urv e y. These colour-dependent k-corrections are used to convert
he observer frame SDSS r- and g-bands to the rest-frame bands at
 ref . We use these k-corrections since they can easily be applied to
he mock galaxies where we only have 0 . 1 ( g − r) colours and do not
ave a full spectrum. Ho we ver, these k-corrections are not sufficient
or DESI, since there are differences between the DECam and SDSS
ands, and the photometry is different in the north and south (Dey
t al. 2019 ; Zarrouk et al. 2022 ). For individual DESI galaxies,
he k-correction can be computed from the spectrum using the
astspecfit code (Moustakas et al, in preparation). 2 Colour-dependent
-corrections can then be determined, to create a set of k-corrections
hat are appropriate for the DESI BGS surv e y. 

The cut-sky mocks we have created are constructed from a single
imulation snapshot at z = 0 . 2. While we are able to reproduce the
ight evolving luminosity function by applying a rescaling to the
agnitudes in the mock, there is no evolution in the underlying dark
atter haloes. In the AbacusSummit simulations, light-cone outputs
ere produced on the fly, which have been used to create halo light

ones (Hadzhiyska et al. 2022b ). These can be used in the future to
ake light-cone mocks which a v oid issues when using snapshots to

uild approximate light cones, such as joining together the snapshots
n shells (Smith et al. 2022a ), or interpolating halo properties between
napshots (Smith et al. 2022b ). 

 C O N C L U S I O N S  

or large galaxy surveys such as DESI, it is essential to use
ealistic mock galaxy catalogues to ensure the analyses are able
o make unbiased cosmological measurements, by testing how well
ey statistics are recovered, and assessing systematics. A common

https://github.com/desihub/fastspecfit
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ethod to create mock galaxy catalogues from large dark-matter- 
nly simulations is to add galaxies to haloes using a HOD model. 
The DESI BGS is a surv e y of low redshift galaxies with median

edshift z ∼ 0 . 2, consisting of the flux-limited BGS-BRIGHT sam-
le, with r-band apparent magnitude limit r = 19 . 5. The secondary
GS-FAINT sample extends this limit to r = 20 . 175, with additional
olour and fibre magnitude cuts to ensure a high redshift success
ate. As was previously done for the MXXL simulation, mock 
alaxy catalogues with r-band magnitudes can be created using a 
et of ‘nested’ HODs for different absolute magnitude thresholds. 
o we ver, when fitting the HODs of sample independently to data

lustering measurements, it is possible for the HODs of different 
agnitude thresholds to cross unphysically. 
We hav e dev eloped a fast HOD fitting method to simultaneously

t HODs for multiple magnitude threshold samples. By fitting all 
he samples at once, we constrain the HODs to prevent unphysical 
rossing of the HODs. Halo pair counts are first tabulated as a
unction of halo mass, which only needs to be done once. The
orrelation function for a given HOD model can then be e v aluated
uickly from a weighted sum of the halo pair counts. Each HOD
arameter is defined as a smooth function of absolute magnitude, 
nd we fit the meta-parameters defining these smooth curves. When 
tting, we include constraints on both the galaxy clustering and 
umber densities for each of the magnitude threshold samples. 
As a proof of concept, we apply the HOD fitting procedure to

he AbacusSummit simulations, using the snapshot at z = 0 . 2, and
tting to real-space correlation functions, ξ ( r) from the previous 
XXL mock, and number densities from the SDSS and GAMA 

urv e ys. Since the MXXL mock is in a WMAP1 cosmology, which
s different to the AbacusSummit simulation cosmologies, we apply 
 rescaling to the clustering measurements on scales r > 8 h 

−1 Mpc
o that the large-scale clustering of the two simulations matches. A 

osmology rescaling is also applied to the target number densities. 
e first apply the HOD fitting to the 25 AbacusSummit simulations

n the primary Planck cosmology. We find that there is very little
catter between the best-fitting HODs of the 25 simulations, which 
erifies the robustness of the fitting procedure. Most of the meta- 
arameters are well constrained, and the parameters with the weakest 
onstraints only have little effect on the shape of the HODs. The
umber densities achieved are within the assumed errors, and the 
lustering measurements are mostly within the errors, although the 
lustering is low on large scales for the faintest samples. 

We also apply the HOD fitting procedure to the AbacusSummit 
imulations in a range of different cosmologies. Varying the cosmol- 
gy produces much more variation in the HODs, and there are trends
ith the different cosmological parameters. For example, increasing 

he parameter σ8 increases the amplitude of the initial power spectrum 

nd hence the halo catalogues in these cosmologies are more strongly
lustered. To match the same target galaxy correlation function, the 
est-fitting HODs have fewer satellites, and a broader central step 
unction. For the parameter �m 

, the best-fitting HODs in cosmologies 
ith high �m 

are shifted to higher masses, and have a sharper central
tep. 

We use the best-fitting HODs to create AbacusSummit mock 
atalogues for the DESI BGS. We first populate the cubic box 
t z = 0 . 2 with galaxies, using the nested set of HODs to assign
bsolute r-band magnitudes following the same method used to 
reate the MXXL mock. A Monte Carlo method is also used to assign
 . 1 ( g − r) colours. The snapshot is then converted to a ‘cut-sky’ mock
y replicating the box, and converting the galaxy coordinates to a 
ky coordinate and redshift, where the redshift takes into account 
he velocity of the galaxy along the observer’s line of sight. Field
articles are used as tracers of haloes which fall below the mass
esolution of the simulation. A rescaling is applied to the magnitudes
o achieve a smoothly evolving luminosity function, and colours are 
e-assigned so that the colour distributions also evolve smoothly. 
he r-band apparent magnitude and observer frame g − r colours 
re calculated using colour-dependent k-corrections from the GAMA 

urv e y. 
As an illustration, we compare the number density and clustering 

f one of the base Planck cosmology cut-sky mocks with BGS mea-
urements from the one-percent surv e y, for a sample of galaxies with
agnitude threshold 0 . 1 M r < −20. The n ( z) shows good agreement,

lthough the uncertainties in the BGS measurements are large, due to
he small volume of the one-percent surv e y. The projected correlation
unction, w p ( r p ) measurement in the mock is reasonable, but the data
re more strongly clustered than the mock on large scales, while the
pposite is true on small scales. In the future, we aim to impro v e
hese mocks by extending the tabulation method to fit directly to
 p ( r p ) measurements from the DESI year 1 data set, which co v ers a
uch larger area than the one-percent surv e y. We also aim for future
ocks to impro v e the errors and take into account covariances, and

o use DESI k-corrections. 
The AbacusSummit mocks we have presented here are being used 

ithin the DESI collaboration as part of the first generation of BGS
ocks, which we make publicly available. 
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