
A beginner’s guide to crossing the
road: towards an epistemology of
successful action in complex
systems

Ragnar van der Merwe1 and Alex Broadbent2,3

Abstract

Crossing the road within the traffic system is an example of an action human agents perform success-
fully day-to-day in complex systems. How do they perform such successful actions given that the behav-
iour of complex systems is often difficult to predict? The contemporary literature contains two
contrasting approaches to the epistemology of complex systems: an analytic and a post-modern
approach. We argue that neither adequately accounts for how successful action is possible in
complex systems. Agents regularly perform successful actions without obeying (explicit or implicit)
algorithmic rules (as the analytic approach suggests) and without an existential leap to action (as the
post-modern approach suggests). We offer an alternative: A common-sense pragmatist epistemology,
one that focuses on the kind of actions making up most agents’ successful moment-to-moment
actions in complex systems. Successful actions obtain when agents apply ceteris paribus rules-of-thumb
during predictive and decisional practices while achieving some desired goal.
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Introduction

Following Richardson and Cilliers, we take a complex system to be ‘a system that is comprised of a large
number of entities that display a high level of nonlinear interactivity’ (2001, p. 8 emphasis removed).
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Interactivity is nonlinear when cause-effect relationships between the interacting entities are unpredict-
able; the system can be chaotic. There are many other definitions of ‘complex system’ and ‘complexity’.
Ladyman and Wiesner (2020) identify 10 features that complex systems can have. Nonetheless, our
short definition captures those that are central to our purposes. Examples of complex systems
include the economy, ecosystems, and traffic systems. Complex systems are notoriously recalcitrant
to precision modelling and to being reduced to deterministic laws or simple underlying mechanisms
(Gell-Mann 1995; Cilliers 1998; Ladyman & Wiesner 2020; Van der Merwe 2023).

Human agents frequently encounter and navigate complex systems as they go about their day-to-day
lives. Despite complexity, agents prima facie regularly and reliably act in – i.e. perform successful actions
in – complex systems. Spurrett defines ‘action’ as broadly ‘any functional activity that the agent pro-
duces, that is any deployment of its relatively transient “degrees of freedom”, whether muscles,
glands or other kind of effector…’ (2021, p. 6 emphasis removed; see also Godfrey-Smith 2002).
Examples of successful actions performed in complex systems include purchasing groceries (in the
economy), fishing (in the ecosystem), and crossing the road at a pedestrian crossing (in the traffic
system).

Given the recalcitrance of complex systems to modelling and their tendency to behave in non-
lawlike ways, a question naturally arises regarding how successful action within complex systems is
possible. When one purchases a container of milk, the amount of milk and change one receives is
highly predictable in the sense that one is well capable of predicting it. How do agents successfully
navigate complex systems like the economy if such systems are predictively recalcitrant? Shouldn’t
the complexity of complex systems interfere with and distort agents’ navigational efforts to the
extent that successful action is impossible? Agents’ actions in complex systems are not inputs into
a framework of lawlike regularities, yet they somehow regularly and reliably perform such actions
successfully.

A first response might be to say that complex systems do display stability in some circumstances
(Ladyman & Wiesner 2020, Ch. 2). However, this would be too quick. It pushes the epistemological
worry back. How do agents know when they are dealing with stable complex systems (or features of
complex systems)? There are cases where agents encounter stable complex systems and fail to know
it, leading them to, for example, pack an umbrella on a clear morning that turns into a long sunny
day. There are also instances where it is far from clear that the system is stable in any strong sense,
and yet agents act successfully anyway, as when the ace striker scores the winning goal. So, the
answer cannot merely be that complex systems are sometimes stable.

There are two contrasting views of successful action in the complexity literature. According to the
Analytic Approach (AA), there are deterministic laws potentially discoverable ‘beneath’ complex
systems’ superficial complexity; these laws can then purportedly guide action. Successful action is
supposed to occur when agents know the pertinent laws (or at least parts of their implications).
Agents can act by means of algorithms that depend on and reflect knowledge of underlying laws.
An agent might recite ‘Cross the road when and only when the green man shows’ and then confi-
dently step into the road when she sees the green man (and if there is no applicable rule, then she
cannot cross).

According to the post-modern approach – exemplified by a view called Critical Complexity (CC) –
agents are largely adrift in a sea of complexity with the volitional will as their primary determinant of
action. Successful action involves an existential leap of sorts, a leap into the unknown.1 Regardless
of whether she waits for the green man, the agent’s decision to cross is tantamount to throwing
herself into the road without knowing whether she will make it to the other side. While confidence
and uncertainty are both part of road-crossing, AA and CC emphasise one or the other, and an
account somehow combining the two would have obvious appeal.
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We explicate AA and CC in the sections titled The Analytic Approach: Algorithmic Rules for Action
and Critical Complexity: Radical Voluntarism, respectively, and reject them both. In the section titled A
Pragmatist Epistemology of Successful Action in Complex Systems, we propose that agents follow ceteris
paribus rules-of-thumb (RoTs) when performing generic actions in complex systems. We set out a six-
stage process within which RoTs are identified and deployed. We label this process ‘STRATEGY’. In
the section titled Possible Objections, we reply to three possible objections to our thesis.

The analytic approach: algorithmic rules for action

We now introduce AA and highlight some of the problems with the view. CCists have discussed these
problems at some length (e.g. Cilliers 1998, Chs. 1, 4, and 5; Woermann 2016, Ch. 2). As will become
clear in the next section, CC’s proposed alternative is, however, also unsatisfactory.

A slogan some complexity theorists use is ‘Beyond complexity lies simplicity’. This sums up the AA
understanding of complexity, which is that complexity arises from the operation of simple laws and can
be understood by identifying these laws. We can think of Descartes and Newton as forerunners to AA
(Rosen 1991; Cilliers 1998; Kauffman 2019). Although they did not use the terminology of modern
complexity theory, these mechanists believed that beneath apparently diverse kinds of macro-behaviour
the world is a deterministic machine obeying a few relatively simple laws. This would mean that accurate
prediction is, in principle, possible provided enough is known about the laws and initial conditions.

In the context of contemporary complexity studies, AAists employ quantificational formal methods
in attempting to simplify or reduce complex systems to some set of principles, laws, or algorithmic rules
– rules that can presumably serve as a guide to action. For example, the patterns arising when a mur-
muration of starlings swirls in the sky arise from just a few simple rules each bird obeys. AAists might
take this as a paradigm case of the successful study of complexity. If one knows these rules, then one can
predict which patterns will be formed provided one knows enough about the velocity of the starlings
and can calculate fast enough. The analogy with Cartesian and Newtonian epistemologies is obvious.

Cilliers (1998) calls AA the ‘rule-based approach’ to complexity. He considers Chomsky, Fodor,
Searle, and Habermas to be exemplars because they putatively reduce the behaviour of complex seman-
tic or linguistic systems to formal rules. Regarding the reduction of general, rather than specific,
complex systems, Bak (1996) argues for self-organised criticality as the essential feature underlying
complex systems. According to Lloyd (2006), all complex systems are products of quantum computation.
Kauffman (2008, 2019) (despite expressing fierce anti-reductionism) argues that complex systems can
be modelled as (reduced to?) auto-catalytic sets.

According to Woermann (2016 Ch. 2), general systems theory (incorporating cybernetics) is exem-
plary of a discipline subscribing to AA. This is because, as before, general systems theorists attempt to
reduce complex systems to simple laws. General systems theorists concerned with action naturally
appeal to such laws in grounding their views. Beer (1979), for example, in developing his management
cybernetics, attempts to reduce complex organisations (e.g. economic or business systems) to laws that
can govern interventions in and the management of such systems (see also Domicini 2013; Melé,
Nuria Chinchilla and López-Jurado 2019).

AA-style modelling has been criticised at length by anti-reductionist complexity theorists. Although
not CCists, Ladyman and Wiesner (2020) argue that complex systems cannot be reduced to a simple
concept, description, or model without obvious exceptions. They, therefore, develop a family resem-
blance notion of complexity composed of a list of features that complex systems consist in. These
include numerosity of interactions, disorder and diversity of components, feedback, and
non-equilibrium. Some, but not necessarily all, of these features will be shared among different
complex systems to different degrees. Thus,
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[i]f complexity is a collection of features rather than a single phenomenon, then all quantitative measures of
complexity can quantify only aspects of complexity rather than complexity as such (Ladyman & Wiesner
2020, p. 87).

It follows from this that, if complexity consists in rather than merely exhibits ‘a collection of features’,
then complex systems cannot be reduced to simple laws or rules as AAists suppose.

As pragmatist philosophers of science are at pains to point out, a modeller cannot assume a detached
third-person view of her model and/or what is being modelled. Empirical inquirers are immersed in
empirical inquiry. Following Arthur Fine, we cannot stand outside the ‘game’ of science (1986, 156;
see also Putnam 1981; Davidson 2001). Given this anthropic ‘interference’ in scientific modelling prac-
tices, a model is not a perfectly accurate and complete representation of its subject matter, and – like
laws or rules – cannot then serve as an infallible guide to action (see also McIntyre 1998; Chu, Stran
and Fjellan 2003; Morin 2008, Ch. 2; Mitchell 2009). Being a suitable guide to action implies raising
the probability of success, and models can, of course, raise the probability of success in their rightful
context. They are, however, non-algorithmic in the sense described above. After constructing a
model, the modeller must stand back and think about what it gets wrong. Model-based predictions
are relativised to the context of the model even if the success of proceeding actions is judged according
to goals antecedent to modelling (as outlined in the introduction) (see also Van der Merwe 2022, 2024).

CCists make a similar point when they argue that agents qua complex systems are entwined with
other complex systems. Complex systems are open; they have fuzzy boundaries that cannot be strictly
delineated. As Woermann writes,

how we frame [complex] systems (in other words, the boundaries that we draw around systems) is not only a
function of the activity of the system itself but is also a product of the description that we give to the system
(2016, p. 89)…We never approach the act of modelling from a clean slate. Our models are premised on our
sensory apparatus and our physical and cognitive resources (including our individual judgements, prefer-
ences, biases, opinions, etc) (2016, p. 117; see also Cilliers 2000; Hurst 2010; Woermann, Human and
Preiser 2018).

Thus, when agents act, they are not tracking deterministic laws underlying complex systems or following
algorithmic rules since such rules (if they exist) are not epistemologically accessible. If, as suggested,
complex systems cannot be reduced to algorithms, then a fortiori an algorithm cannot account for knowl-
edge of successful action in complex systems.

The point that modellers are always located in relation to what they model gives rise to another
important distinction that AA theorists sometimes miss, a distinction between acting on and acting in
a complex system. In the former case, agents might, for example, act on the traffic system to optimally
balance journey times, injury rates, living and shopping spaces, emissions, and other factors. Such inter-
ventions are frequently difficult for agents to perform. They require considerable expertise and ingenu-
ity, and agents often get them wrong. For example, building an extra lane on a highway might be
followed by a significant increase in traffic on the highway, resulting in a lower improvement in
journey times than hoped for. AAists are primarily concerned with modelling these kinds of cases.

In AA, even when a model is of a system without a ‘controller’ (e.g. starling murmurations), the task
of complexity science is to understand how individual actions relate to the behaviour of the whole.
However, when a pedestrian safely crosses the road, she does so without any interest in the whole.
She does not seek to alter the system, even if she invariably does so in virtue of changing her position.
She might seek to leave the system unaffected by avoiding forcing cars to brake or she might carelessly
get in their way. Regardless, her objective is to cross the road, and explaining how she achieves this
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objective is different from explaining either how a town planner deliberately effects a change in traffic
flows or how a starling non-deliberately affects shapes in the sky. As noted in the introduction, acting in
a complex system has been relatively little discussed, and its ease and reliability stand in contrast to mod-
elling and/or acting on a complex system. Our question relates to how action in a complex system is
achieved, and AAists do not provide explicit answers to this question.

CCists are, in contrast, concerned with actions in complex systems. We now assess CC’s epistemol-
ogy of successful action in complex systems and (as with AA) find it wanting.

Critical complexity: radical voluntarism

CCists draw on a Derridean post-structural2 understanding of complexity in attempting to account for
the epistemology of successful action in complex systems. Although we mostly agree with CCists on the
deficiencies of AA, we will argue that CC’s alternative is an overreaction. After rejecting AA’s reduc-
tionist approach, CC latches onto and somewhat dramatises the freedom involved in agents’ actions in
complex systems. The result suggests that actional decisions involve existential crises and radically
uncertain outcomes. CC comes too close to saying that agents simply throw themselves into the
road and hope for the best. Although CCists are more sensitive to the question of how agents act in
complex systems and to the volition involved, they fail to distinguish between high-stakes potentially
life-changing actional decisions (e.g. choosing whether or not to get divorced) and low-stakes day-to-day
actional decisions (e.g. choosing a pedestrian crossing point with a view to waiting the shortest time).

For CCists, actional decisions can be overwhelming given the oversaturated complexity agents
encounter in the world. Complexity irredeemably interferes with attempts at modelling, prediction,
decision-making, and action. This situation, says Woermann, ‘marks the heart of our human condition’
(2016, p. 83); ‘we are always in trouble’, and acknowledging as much can be daunting (Woermann &
Cilliers 2012, p. 452). Following Derrida (e.g. 1995, pp. 70–77), action ultimately occurs by way of an
existential leap into the unknown (Preiser, Cilliers and Human 2013). We can think of such a leap as
an act of pure will or volitional freedom that obtains given the absence of any formulaic determinants
of action (e.g. rules, rationality, or reason). Derrida goes so far as to say that a decision represents a
moment of faith (1995, p. 80) or even madness (1995, p. 65). For CCists, rationality is radically over-
determined by complexity and ‘it is these overdeterminations that generate freedom…’ (Woermann
& Cilliers 2012, p. 455). We will call this post-structural account of action in complex systems radical
voluntarism.

Moreover, with freedom comes responsibility (Cilliers 2005; Woermann 2016; see also Derrida 1995,
Ch. 3, 2002). For CCists, action is unavoidably ethical given its non-algorithmic and non-rational nature.
We cannot defer accountability for the consequences of the choices we make onto factors extrinsic to
ourselves. Ethical considerations, thus, come to the fore. Preiser and colleagues express radical volun-
tarism as follows:

The ethical moment is situated in the moment in which we take the leap from that which is known to that
which is uncertain or unknown… the ethical moment is born once we enter into the gap of the infinite abyss
that is created by the limits of our models (Preiser, Cilliers and Human 2013, pp. 270–271).3

Such a leap, says Derrida, ‘not only threatens a break with science in the strict sense, but with philosophy
as ontology, as knowledge…’ (Derrida in Cilliers, van der Merwe and Degennar 2016, p. 173). Radical
voluntarism is, for some, part of CC’s strength; it is inspiring and empowering. We are not automated
Skinnerian rationalisers; instead, we are the affective Sartrean deciders of our future. Free from the dic-
tatorial constraints of rules and rationality, we are liberated to choose our modal course of action.4
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However, despite its initial appeal, CC faces a thorny problem. Radical voluntarism (if it applies at all)
only seems to apply to a proper subset of cases where agents navigate complex systems – those satis-
fying the following conditions:

1. The actional decision is one whose outcome agents care about greatly (perhaps ‘existentially’).
2. The actional decision is one whose outcome is informed by minimal evidence and a high degree of

uncertainty about the future.

Decisions involving divorce, abortion, or career choice might be candidates for something like radical
voluntarism, where a positive versus negative outcome is often difficult to calculate with anything
resembling precision (perhaps especially where the experiences are ‘transformative’ in Paul’s [2014]
sense). However, not all decisions satisfy both (1) and (2). Some highly uncertain decisions can even
be enjoyable because agents do not care much about the outcome (for example, a small bet with a
friend over whether it will rain in the next hour).5 Other decisions are for high stakes, yet are undaunting
because agents are almost certain of the outcome (for example, crossing the road in a city where traffic
rules are generally obeyed and a green light is showing at the pedestrian crossing).

Nothing in general day-to-day road-crossing activities appears to resemble anything like gambling for
high stakes, and the decisional process does not resemble radical voluntarism. In a seemingly effortless
way, agents successfully follow the ‘rules of the road’ as they navigate motor vehicles, bicycles, dogs, and
other pedestrians (often with orthogonal interests) in achieving the goal of getting safely to the other
side of the road. Things sometimes go terribly wrong, but it is remarkable how often they do not
given that traffic is generally complex and complexity is often thought to imply unpredictability.
Radical voluntarism is not an account of the simple and easy actions agents mostly perform in
complex systems (road-crossing being just one example). Agents regularly and reliably perform these
actions without any kind of existential leap. They just do them – without fear, doubt, or uncertainty
– and often without thinking much about it at all.

A reason for the failure to distinguish between existential leaps and everyday decisions can be traced
to one of post-structuralism’s core principles, which (in)famously states that all distinctions (dichoto-
mies, delineations, or dualisms) can and should be deconstructed6 (Derrida 1982; Hurst 2010;
Woermann 2016, pp. 100–104; Woermann, Human and Preiser 2018). CC, therefore, does not, and
by its own lights cannot, delineate existential actions from everyday actions.7 Nanay (2014 ch. 4)
calls the former ‘decision-making actions’ which are a special case of the latter ‘actions’, and we
should surely account for the generic case and not only the special case. For someone not already
wedded to post-structuralism, deconstruction seems a poor reason to ignore what appears on its
face to be a rather obvious difference between difficult and stressful versus easy and stress-free
decision-based actions. CC’s Derridean account intimates that all actional decisions involve radical vol-
untarism, implying that agents can never make an easy decision in the face of complexity. Given how
often agents encounter complex systems and given that many decisional actions are seemingly easy, CC
overdramatises the issue. Perhaps radical voluntarism applies to some interactions with complex
systems.8 Yet, even if we grant that it does, CC (like AA) does not adequately account for the vast major-
ity of agents’ (moment-to-moment, day-to-day) actional encounters with complex systems.

A pragmatist epistemology of successful action in complex systems

Neither AA nor CC appears suitable at this point. AA because it does not account for actions in
complex systems and CC because it only accounts for actions in complex systems that are both stressful
and uncertain. We now turn to how successful action in complex systems is de facto possible. As noted in
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the introduction, this is primarily an epistemological issue related to how agents know that some action
will probably succeed. Furthermore, given the arguments from the sections titled The Analytic
Approach: Algorithmic Rules for Action and Critical Complexity: Radical Voluntarism, we will be con-
cerned specifically with actions where (a) agents care about and work toward the outcome and (b)
success is not the product of randomness or lucky guesses.

Note that our aim in this section is not to settle once and for all the metaphysics of action or to offer
necessary and sufficient conditions for its instantiation. Rather, we aim to describe the epistemic prop-
erties of everyday actions that explain the easy success of most actional encounters with complex
systems. The outcome is a pragmatist – that is, common-sense or ‘easy’ – description of the epistemo-
logical process involved in successful actions in complex systems. Some might wonder why such a
description is necessary. What is the purpose of writing a paper that simply offers a common-sense
description of seemingly mundane activities like crossing the road?

The answer is that AA- and CC-style approaches to action are relatively widespread (even if propo-
nents do not always state things in complexity theoretical terms). As mentioned in the introduction,
there is a general failure to distinguish between different types of interactions with complexity. Much
of the topical literature focuses on dramatic existential kinds of interactions with complexity like
those involved in macroeconomic policy-making or pandemic interventions. This paper is an
attempt to point out that the vast majority of agents’ interactions with complexity are ‘easy’ rather
than existential, and then suggest an appropriate epistemology. We see it as a strength, rather than a
weakness, of our thesis that it describes the seemingly mundane. Our account can be thought of as
an appeal to common-sense given AA and CC’s polarised (and, as argued, problematic) views.

Note also that we take the epistemological puzzles involved in successful actions in complex systems
to centre around predicting and deciding. Prediction and decision-making are, of course, not always reliable;
sometimes errors creep in and the outcomes can be disastrous. We will argue, however, that our road-
crossing case (as exemplary of generic cases) demonstrates how predictions and decisions related to
successful actions in complex systems are generally reliable sans algorithmic rules or radical voluntarism.

For reasons that will become clear, we think it apt to situate prediction and decision-making within a
broader temporal process constituting an action. We, therefore, consider prediction and decision-
making to be two of the stages that obtain in a six-stage temporal process immediately preceding and
culminating in action. Crossing the road at a pedestrian crossing within some complex traffic system,
we contend, roughly involves the following six-stage strategy (in approximately temporal order):

STRATEGY: (1) goal determination, (2) surveyance, (3) recall, (4) prediction, (5) decision, and (6) action.

There might be other ways to describe the cognitive processes involved in action. Our aim is not to
present a detailed psychological account. Something like STRATEGY is, nonetheless, a prima facie can-
didate. The reason for situating the stages we care about – (4) prediction and (5) decision – in such a
temporal sequence is that they do not stand apart from the associated and ongoing cognitive and
physiological activities. On a pragmatist account, prediction and decision-making must be embodied.
They must somehow be part of humans’ natural endowment instead of transcendental determinants
of action.

We take Stages 1–3 to be largely self-evident. We have defined action in terms of goal determination
(Stage 1). Surveyance of the environment (Stage 2) is required because otherwise an action is a leap in
the dark for obvious reasons. Actions without any information at all are not the subject of interest here,
even for CCists (or their conclusion would be unremarkable). The role of recall (Stage 3) – construed in
an undifferentiated sense as retrieving relevant information from memory – is also plainly necessary for
similar reasons. As mentioned, we will focus on Stages 4 and 5, which involve the process of making
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predictions about possible alternative courses of action and then deciding between them. This deciding,
we maintain, occurs via the application of RoTs. Action (stage 6) is included in STRATEGY because
prediction and decision-making are ongoing in action. Action does not begin where prediction and
decision-making end otherwise agents would have to leap into action and radical voluntarism would
come into play. As mentioned, our goal here is, however, not to give a physiological (or metaphysical)
account of action. Our primary concern is epistemological.

Stage 4: Making a prediction

Drawing on preceding goals, sensory information, and memory, agents predict both the behaviour of
their environment and themselves within that environment to plot some suitable trajectory during every-
day actions in complex systems.We propose that this inductive step – although intuitive and approximate
rather than algorithmic – regularly and reliably results in successful actions in complex systems.

As an agent stands at the side of the road ready to cross, she may, for example, see a green pedestrian
light, a truck moving towards the pedestrian crossing, and various other phenomena that hold different
degrees of salience for her current situation. The truck, let us say, appears to be slowing down, so the
agent infers that the truck driver is seeing a red light and will halt at the pedestrian crossing. This is how
trucks and truck drivers have behaved in the past and agents reasonably infer that they will do so this
time as well. The same goes for other entities (e.g. traffic lights and fellow pedestrians) making up the
various other components of the traffic system. There is no strict rule here to form the basis of an algo-
rithm; circumstances can defeat the inference. The pedestrian might notice that the road is wet or that
the truck is overloaded. The list of defeaters is open-ended. It is either infinite or far too long for any
human agent to complete; yet the past informs a prediction.

Along with the reliability of sensations and memory, such predictions are possible for the same
reason that Newtonian physics is predictively successful in some complex systems (despite being strictly
false at a fundamental level). They are possible because complex systems often give rise to emergent –
that is, phenomenal (rather than fundamental) – regularities. These regularities ceteris paribus behave con-
sistently. Agents can cognitively track them and project them forward in making predictions that can
inform decision-making (Stage 5) and action (Stage 6) (see also Wuketits 1986; Gigerenzer & Sturm
2012).9 Although complex systems do not seemingly obey deterministic laws, they do exhibit tempor-
arily stable behaviour that is lawlike – if not lawful – and conducive to successful prediction-making, at
least over some time period (see Ladyman & Wiesner 2020).

Talisse thinks of prediction in very similar terms to us. Agential actions, he says,

are most often the result of decisions, plans, and intentions, and these are, in turn, projections into the future.
That is, when we act, we aim to do something; we act for the sake of bringing about some or other result. Yet our
actions typically are not simply stabs in the dark; that they are typically the outcomes of plans and decisions
(2009, 81 original emphasis).

In other words, agents utilise inductive methods to make predictions related to goal attainment. Actions
are also

the result of our assessments of present circumstances, evaluations of the potentialities inherent within the
present… The forward-looking nature of action presupposes a prior assessment of the present. But our
assessments of the present involve a backward-looking element; when we deliberate about what to do in
a given situation we bring to bear on the present a fund of past experience, and the expectation that the
past will resemble the future in the relevant respects (Talisse 2009, 81 original emphasis).
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Talisse uses the example of a chef. A chef employs a kind of folk chemistry learnt on the job; she need
not understand or apply formal chemistry. She must only know how food works, not how the under-
lying chemical laws operate. Such folk knowledge can reliably produce desired outcomes (the proof is in
the pudding). More importantly, says Talisse, a chef’s knowledge enables her to

make predictions, correct mistakes, invent, and improvise…What counts in the case of a folk theory is that it works
“on the ground” as it were. Accordingly, folk theories are necessarily incomplete theories; they do not aspire
to capture and systematize all the phenomena, but only the phenomena that are most centrally relevant to the
tasks at hand (2009, p. 82 original emphasis).

The application of a folk theory to achieve some desired outcome equates to the application of RoTs.
RoTs are, however, applicable in limited contexts; they are ceteris paribus rules. Crossing the road in a
different country might, for example, be quite difficult if that country’s traffic system exhibits
notably different kinds of emergent regularities. For example, when people drive on the opposite
side of the road to a visitor’s native country, habitually looking the wrong way is a common and dan-
gerous problem. The RoT ‘Look right, left, right’ must be reversed, and this reversal has to be learned.
RoTs cannot help the AAist because they are not algorithmically navigated. ‘Look right, left, right’ is not
an algorithm because it is not an invariable principle for road-crossing (even in the visitor’s home
country). Traffic conditions and location can dictate a different process (e.g. taking special care that
nothing is coming around the bend.) The list of conditions that must be equal is open-ended, otherwise
the rule would not be ceteris paribus, only complicated.

Some might object that such road-crossing scenarios are not as predictable as we suppose. A stranger
could unexpectedly push our pedestrian into the path of an oncoming truck, perhaps the truck driver is
drunk and swerves into her, or she could trip and fall as she walks. Such events are, of course, possible,
but they are infrequent; they are highly unlikely to occur.

Take road-crossing in South Africa, for example. According to the Automobile Association of South
Africa, South Africa has one of the highest national rates of road deaths globally.10 Approximately 30% of
these are pedestrian deaths: 5339 according to the report. Although, of course, tragic for those involved,
these fatal instances make up a tiny fraction of the overall sample pool. Simplifying grossly, imagine that
there is one road-crossing per South African per day (obviously, some will cross many more times and
others might not cross at all; set this aside for the sake of argument.). The total South African population
is approximately 60 million, resulting in approximately 60 million road-crossings per day. This amounts to
approximately 20 billion road-crossings each year, out of which 5339 result in fatalities.

Now, we recognise that not everyone crosses roads (e.g. infants who cannot walk) and that not all
pedestrian deaths involve road-crossings. Yet, even if there is only one road-crossing per person per
year (surely a gross underestimate), there will still be 60 million successful road-crossings per year com-
pared to 5339 fatalities. This back-of-the-envelope calculation suggests that there are, on average, over-
whelmingly more successful than unsuccessful road-crossing actions performed in South Africa (even
while South Africa is one of the most dangerous countries for pedestrians). Although not 100% reliable,
agents’ everyday predictive capabilities are reliable enough. Most of us will live to old age having suc-
cessfully crossed the road thousands of times without tragedy. The CCist’s existential crisis does not
seem justified even in a country where crossing the road is as dangerous as it is in South Africa.

Others (who are not wedded to AA or CC) might object that it is plainly obvious and therefore trivial
to point out that agents utilise inductive methods to make goal-directed predictions during actional
decisions in complex systems. We hope this is the case. However, we feel the need to state as much
given that there is ongoing debate around the epistemological status of notions like induction, volition,
and laws.
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Stage 5: Making a decision

With the resources above, an alternative to AA and CC – a third option – is available. Agents choose the
action they believe most likely to maximise the chances of achieving their goal based on predicting the
outcomes of various alternatives (see also Gigerenzer 2008; Mercier & Sperber 2017; Nanay 2017; Van
der Merwe 2022). In doing so, agents follow RoTs: inductive ceteris paribus rules that track emergent regu-
larities identifiable in complex systems.

Morin has the following to say about action:

Action is strategy. The word strategy does not mean a predetermined program we can apply ne variatur over
time. Strategy permits, from an initial decision, to envisage a certain number of scenarios of action, scenarios
that can be modified according to information arriving in the action and according to chance occurrences
that will occur and disrupt the action (2008, p. 54 original emphasis).11

Morin’s notion of a strategy is nicely concordant with STRATEGY. STRATEGY involves approximate
and ongoing weighing of possible scenarios against each other to generate an outcome most likely to
succeed in light of pertinent goals. Decision-making does not occur in a moment. It is a fluid
process, one that is ongoing in a piecemeal and probabilistic fashion. We should not think of
decision-making as a clear transition from one state to the next (whether epistemic or physical). The
temporal nature of STRATEGY accommodates this fluidity; it suggests that one stage in
STRATEGY flows into the next. Strictly speaking, STRATEGY is not a stop-start stage-by-stage
method. Decision-making does not start where prediction ends and it does not end where action
begins. Instead, elements of decision-making are ongoing throughout. Decision-making does,
however, appear most ‘concentrated’ in the moment immediately prior to action. This is why we
have placed it at Stage 5 in STRATEGY.

We can perhaps think of decision-making as involving an epistemic ‘tipping point’ – what complex-
ity theorists might call a phase transition. When Stages 1–4 in STRATEGY synchronise in a suitable
manner, an agent transitions from pre-action to action. Although a phase transition can be fast or
slow, it does not occur in a moment.12 When heated, water does not turn to steam in an instant; the
process is gradual, even if it can be rapid at high temperatures. In the same way, an agent engaged in
actional decision-making shifts rather than leaps to action. Which course of action (or inaction) is
chosen is determined by the context-specific ways that Stages 1–4 interact and align at some
moment in space and time.

Given the above, our road-crossing agent proceeds as follows. In line with her goal (Stage 1) and
informed by information gathered in sensation (Stage 2) and from memory (Stage 3), she makes a pre-
diction (Stage 4) and then a concomitant decision to move forward (Stage 5). If Stages 1–4 are function-
ing reliably (as we have argued they generally do), then the resulting decision will be one that the agent
can ceteris paribus know will produce a successful outcome. Such success is born out in the evidence; the
evidence being that, statistically speaking, agents mostly succeed in performing generic actional activities
like crossing the road (previous section). Action (Stage 6) – the road-crossing event itself – naturally
follows from Stage 5. The decisional outcome of Stage 5 ‘activates’ (or stimulates) the agent’s relevant
physiological apparatuses in such a way that she progresses towards her goal (the other side of the road).

Our road-crossing case can be easily extrapolated to many other similarly everyday cases (e.g. grocery
shopping in the economic system and fishing in the ecosystem). As before, we see the commonsensical
nature of this decision-making description as a strength rather than a weakness. Sans algorithmic rules or
radical voluntarism, STRATEGY (or something like it) generates reliable knowledge, knowledge that
regularly informs decision-making related to successful actions in complex systems.
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Possible objections

Objection 1: Human irrationality

A possible objection arises from celebrated exposés of human irrationality and faulty decision-making
that supposedly demonstrate the prevalence of cognitive illusions, biases, faulty statistical reasoning, and
the like. Recent work in psychology and behavioural economics (e.g. Ariely 2008; Thaler & Sunstein
2008; Kahneman 2011) purports to show how susceptible we are to the gambler’s fallacy, confirmation
bias, priming, framing effects, and similar errors of reasoning.13

In their aptly titled The Rational Animal (2013), Kenrick and Griskevicius respond to this line of think-
ing by stating that

humans, like all animals, evolved to make choices in ways that promote deeper evolutionary purposes. Once
we start looking at modern choices through this ancestral lens, many decisions that appear foolish and
irrational at the surface level turn out to be smart and adaptive at a deeper evolutionary level (2013, p. 3;
see also Haselton, Nettle and Andrews 2005).

Mercier and Sperber (2017), likewise, argue that, since rationality must have evolved by natural selection,
it is unlikely to be systematically maladaptive. Although decision-making faculties sometimes falter, they
are generally reliable in helping agents achieve their goals (see also Papineau 1988; Pinker 2010; Buss
2019). Cognitive illusions are, in fact, the exception that proves the rule. They would not be possible
were it not for the way that cognition sifts noise and isolates information during decision-making
related to achieving the kinds of pragmatic goals relevant to the de facto – i.e. non-artificial, non-anomalous
– functional activities agents perform day-to-day (see Godfrey-Smith 1996, 2002; Pinker 2021).

Gerd Gigerenzer’s ecological rationality – or ‘rationality for mortals’ – expresses a similar motif. Here,
agents employ reasoning heuristics (viz. RoTs) that ‘work in real-world environments of natural com-
plexity… where an optimal strategy is often unknown or computationally intractable’ (Gigerenzer 2008,
p. 8 emphasis removed; see also Van der Merwe 2022). Like Kenrick and Griskevicius and Mercier and
Sperber, Gigerenzer’s view emphasises the Darwinian nature of (human) agents’ decision-making fac-
ulties. Agents employ rough-and-ready or ‘fast-and-frugal’ RoTs rather than anything resembling an
algorithm during successful actional decisions. Gigerenzer uses the example of playing chess. We
play chess by a kind of intuition and sometimes play it very well without calculating all possible out-
comes of every move and without being overwhelmed by the complexity inherent in the game. Ex
hypothesi, the same goes for agents’ generic actions in complex systems. Some sort of calculation is
going on when agents cross the road. However, such a ‘calculation’ – such an application of a RoT
– at best only approximates anything like deductive logic or formal probability calculi. Neither does
it prima facie consist in anything resembling the existential leap at the heart of CC’s radical voluntarism.

Objection 2: Complexity is irrelevant

Another kind of objection is that complexity is essentially forgotten in our account. At best, this would
deprive the account of its own motivation. At worst, it could ground one or more arguments that the
account is deficient because it fails to properly integrate the complexity of the systems concerned.

One might object that RoTs are just as applicable in a deterministic world without complexity. RoTs
are effective because of regularities that are not universal but reliable in the circumstances, and these can
exist in a non-complex world as well as a complex one. The complexity of the world might then be
‘doing no work’ in our account.
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Our response is that it is no surprise that RoTs can work in some (not all) non-complex worlds.
AAists think that fully fledged algorithms work in such worlds. It is, however, a significant advance
to show how RoTs can work for realistic agents in complex worlds. As agents navigate the world,
they are almost always doing so in complex systems (often multiple complex systems at a time). Our
goal has been to sketch an epistemology for how such navigations are (on average) so successful. In
doing so, we have assumed that systems like the traffic system are complex. We live in a complex
world rather than a Humean world.

Objection 3: RoTs not numerous enough, not fast enough, …
A further objection is that RoTs are inadequate for the task we assign them. There are various ways they
could fail to deliver what we hope for. There might simply not be enough of them to account for all
novel situations. Each road is different, and when agents encounter a new road, they do not always
have a RoT available. RoTs might be too slow. By the time agents have applied the RoT, the opportunity
to cross has passed and they will have to wait longer.

The objector might offer an alternative, better account: decisions in a complex world (like deciding
when to cross the road) fall out of an account of continuous actions. This might involve the entrainment
– or harmonisation – of one complex system with another. It is well-established that nonlinear systems
like reservoir computers can entrain to chaotic deterministic signals (Falandays, Nguyen and Spivey
2021). These signals have regularities, but not the kind that would permit the application of RoTs.
This would have the advantage that what agents experience as a practical decision-making process is
a special case of a larger process of continuous (rather than stage-like) interactions with the world.
The alternative account could explain the special case and more besides. RoTs could, at best, explain
the special case alone, and perhaps not even that.

But, even if complex systems can be entrained to harmonise with each other, and even though agents
are complex systems, it does not follow that entrainment explains successful action – specifically human
action – in complex systems. On its face, the sort of action we are concerned with is quite different from
entrainment. Indeed, it might be close to its opposite.

Perhaps a case of entrainment (or something like it) can account for certain kinds of habitual or
reflexive behaviours. An example is sleep patterns adjusting to the day-night cycle. This cycle is not
entirely deterministic, at least from the subjective perspective. Daylight hours change, travel alters
things to a greater or lesser degree, sometimes people are in a light environment outside daylight
hours. Nonetheless, the circadian rhythm does a pretty good job of ‘keeping the beat’. Yet, this is
hardly a case of decision-making. Decisions involve a conscious, volitional process. This is,
however, not the purely volitional process CC’s radical voluntarism suggests. Part of our project is
to suggest that decision-making is partly a product of agential volition and partly a product of tracking
emergent regularities ‘out there’ (the details of how this works are, though, the subject of a future
paper).14

If entrainment is all there is to decisions, then a decision-making experience is a special sort of illu-
sion; the reasoning that agents think they are performing is a mere epiphenomenon. Alternatively,
entrainment plays a role in actions we would regard as purely automatic; unknown to people, they actu-
ally decide to feel sleepy in the evening. None of this seems plausible.

We are concerned with cases of human action in complex systems. And, humans are volitional agents. The
notion of entrainment does not capture this feature of action. At best, entrainment captures habitual, reflex,
or instinctual events (rather than actions). Humans are complex systems, but not the same kind of complex
systems as, for example, a reservoir computer (entrained to chaotic deterministic signals). Likewise, the
dynamics of a road-crosser do not in any meaningful sense resemble the dynamics of a traffic system,
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unless the term ‘resemble’ is stretched beyond its usual meaning. A road-crosser is a volitional agent acting
within a system, not a system whose dynamics have been tuned to match that of another system.

We are, likewise, confident of the numerosity of RoTs. They are acquired through a learning process.
Where there has been no learning process, there is no RoT. But, this is no objection. Action in a
complex system can be routine, but only after it has been mastered. It is not part of our brief to
argue that agents are intrinsically equipped, qua agents, to cross the road. They must learn, usually
from a mix of inputs from other agents, reasoning about situations they face, and experience. The
upshot is a set of RoTs permitting the crossing of roads. So long as agents can recognise roads, they
can apply the appropriate ‘rules’.

Conclusion

We have outlined one way for successful action to be possible in complex systems. What has emerged is
a pragmatist epistemology predicated on a simple description of some typical case of successful action in
complex systems (crossing the road). When performing such actions, agents follow something like
STRATEGY: (1) set some pertinent goal, (2) use one’s senses to survey the environment, (3) draw
on relevant memories, (4) formulate predictions about the behaviour of one’s environment and
oneself, (5) make an appropriate decision based on Stages 1–4, and then (6) act accordingly.
STRATEGY is the temporal framework within which a suitable epistemology of successful action in
complex systems is situated. This epistemology centres around the notion of RoTs. Neither the appli-
cation of an algorithm (as in AA) nor an existential leap (as in CC) explains how agents regularly and
reliably act successfully in complex systems, while RoTs do.

As mentioned, STRATEGY is a common-sense description of agents’ successful actions in complex
systems. We think that appeals to common-sense are often underappreciated. Our thesis is, in part, an
attempt to press this point. If common-sense is relevant in the philosophy of action, then it might enjoy
fruitful application in other domains of philosophical inquiry.

Regarding RoTs, we have mostly cited literature from psychology rather than philosophy. As men-
tioned, the idea that agents employ RoTs while successfully navigating complex systems might be
obvious to some, especially those immersed in the topical psychological literature. It is, however, not
obvious to all philosophers. AA- and CC-style approaches to action appear relatively widespread
(even if not always expressed in complexity terms and even if the focus is often on actions on, rather
than actions in, complex systems). Our thesis is then, in part, an attempt to encourage epistemologists
and philosophers of action to take on board certain lessons from psychology, specifically lessons regard-
ing decision-making and actional encounters with complexity. Engagement between psychologists and
philosophers can, we think, only but be fruitful if we seek a better understanding of these issues.
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Notes

1. AA and CC are surely not the only views on offer. However, since CC positions itself against AA, we will
attempt to develop our pragmatist account in contrast to these two views.

2. Following Cilliers (1998), we take post-structuralism to be a type of post-modernism.
3. An obvious objection is that, if agents leap into the unknown – if the decisional moment is ultimately

rule-independent – then they cannot be held accountable for where they land. CCists would presumably
respond that – like us – they are concerned with cases where agents care about the outcomes of their
actions and have established some antecedent goal rather than cases of lucky guesses.

4. For others, it will be small comfort that agents cannot determine the consequences of their actions. Even more
so if they are ethically responsible for those actions (especially when the very reason they are ethically respon-
sible is that they cannot determine the consequences of their actions).

5. High-stakes betting can be enjoyable too, but differently so. The existential moment is in some sense enjoyable.
In small-stakes betting, the moment is usually engaged in precisely because the existential moment is absent.

6. Post-structural deconstruction involves identifying and then disrupting – i.e. collapsing or perhaps reversing –
any distinctions due to their hierarchical, exclusionary, and oppressive nature (see Culler, 1982 for detail).

7. See also Van der Merwe (2021) where one of us argues that Cilliers faces a similar dilemma when he sometimes
argues both for a post-structural understanding of complexity and for neural networks as the best way to model
complex systems.

8. Even in such cases, it remains implausible that ethical responsibility arises when agents leap into the unknown,
let alone from the very fact that they leap (recall footnotes 3 and 4).

9. Following Hohwy, we could think of the brain as a ‘sophisticated hypothesis-testing mechanism, which is con-
stantly involved in minimizing the error of its predictions of the sensory input it receives from the world’ (2014,
p. 1).

10. See https://aa.co.za/pedestrian-safety-vital-to-overall-road-safety-in-sa-2/.
11. According to Nanay (2014, Ch. 4), agents imagine possible outcomes of some scenario, then choose a course of

action based on the perceived matching of outcomes to preferences (see also Spurrett, 2021).
12. We are putting aside so-called collapse interpretations of quantum mechanics, assuming they apply here.
13. These studies incorporate, for example, the prisoner’s dilemma, the Wason task, the Monty Hall problem, and

Linda the feminist bank teller. These tropes are well-known, and we will not repeat the details here (see,
however, Pinker, 2021).

14. If entrainment is supposed to apply to predictions rather than decisions, then our argument applies, mutatis
mutandis, to prediction-making (i.e. the predictive processes accompanying decision-making).

References

Ariely, D. 2008. Predictably Irrational. New York: Harper Collins.
Bak, P. 1996. How Nature Works: The Science of Self-Organised Criticality. New York: Copernicus Press.
Beer, S. 1979. The Heart of Enterprise. London: John Wiley.
Buss, D. M. 2019. Evolutionary Psychology: The New Science of the Mind. 6th Edition. New York: Routledge.
Chu, D., R. Stran, and R. Fjellan. 2003. “Theories of Complexity: Common Denominators of Complex Systems.”

Complexity 8 (3): 19–30. https://doi.org/10.1002/cplx.10059
Cilliers, P. 1998. Complexity and Postmodernism: Understanding Complex Systems. London: Routledge.
Cilliers, P. 2000. “Knowledge, Complexity, and Understanding.” Emergence 2 (4): 7–13. https://doi.org/10.1207/

S15327000EM0204_03
Cilliers, P. 2005. “Complexity, Deconstruction and Relativism.” Theory, Culture and Society 22 (5): 255–67. https://

doi.org/10.1177/0263276405058052
Cilliers, P., W. van der Merwe, and J. Degennar. 2016. “Justice, Law and Philosophy: An Interview with Jacques

Derrida.” In Paul Cilliers, Critical Complexity: Collected Essays, edited by R. Preiser, 171–80. Berlin: De Gruyter.
Culler, J. D. 1982. On Deconstruction: Theory and Criticism after Structuralism. Ithaca: Cornell University Press.
Davidson, D. 2001. Essays on Actions and Events. 2nd Edition. Oxford: Oxford University Press.
Derrida, J. 1982. Margins of Philosophy, translated by A. Bass. Chicago: University of Chicago Press.

14 Interdisciplinary Science Reviews 0(0)

https://aa.co.za/pedestrian-safety-vital-to-overall-road-safety-in-sa-2/
https://aa.co.za/pedestrian-safety-vital-to-overall-road-safety-in-sa-2/
https://doi.org/10.1002/cplx.10059
https://doi.org/10.1002/cplx.10059
https://doi.org/10.1207/S15327000EM0204_03
https://doi.org/10.1207/S15327000EM0204_03
https://doi.org/10.1207/S15327000EM0204_03
https://doi.org/10.1177/0263276405058052
https://doi.org/10.1177/0263276405058052
https://doi.org/10.1177/0263276405058052


Derrida, J. 1995. The Gift of Death, translated by David Wills. Chicago: University of Chicago Press.
Derrida, J. 2002. “Ethics and Politics Today.” InNegotiations: Interventions and Interviews, 1971–2001, edited and trans-

lated by E. Rottenberg, 295–314. Stanford: Stanford University Press.
Domicini, G. 2013. “Complexity and Action: Reflections on Decision Making and Cybernetics.” Business Systems

Review 2 (2): 38–47. https://doi.org/10.7350/BSR.V04.2013
Falandays, J. B., B. Nguyen, and J. Spivey. 2021. “Is Prediction Nothing More Than Multi-Scale Pattern Completion

of the Future?” Brain Research 1768 (4): 147578. https://doi.org/10.1016/j.brainres.2021.147578
Fine, A. 1986. The Shaky Game: Einstein, Realism, and the Quantum Theory. Chicago: Chicago University Press.
Gell-Mann, M. 1995. “What is Complexity?” Complexity 1 (1): 16–9. https://doi.org/10.1002/cplx.6130010105
Gigerenzer, G. 2008. Rationality for Mortals: How People Cope with Uncertainty. New York: Oxford University Press.
Gigerenzer, G., and T. Sturm. 2012. “How (Far) can Rationality be Naturalized?” Synthese 187 (1): 243–68. https://

doi.org/10.1007/s11229-011-0030-6
Godfrey-Smith, P. 1996. Complexity and the Function of Mind in Nature. Cambridge: Cambridge University Press.
Godfrey-Smith, P. 2002. “Environmental Complexity and the Evolution of Cognition.” In The Evolution of Intelligence,

edited by Robert J. Sternberg, and J. Kaufman, 233–49. Mahwah: Lawrence Erlbaum.
Haselton, M. G., D. Nettle, and P. W. Andrews. 2005. “The Evolution of Cognitive Bias.” In The Handbook of

Evolutionary Psychology, edited by D. M. Buss, 724–46. Hoboken, NJ: John Wiley and Sons, Inc.
Hohwy, J. 2014. The Predictive Mind. Oxford: Oxford University Press.
Hurst, A. 2010. “Complexity and the Idea of Human Development.” South African Journal of Philosophy 29 (3): 233–52.

https://doi.org/10.4314/sajpem.v29i3.59144
Kahneman, D. 2011. Thinking, Fast and Slow. New York: Farrar, Straus and Giroux.
Kauffman, S. A. 2008. Reinventing the Sacred: A New View of Science, Reason, and Religion. New York: Basic Books.
Kauffman, S. A. 2019. A World Beyond Physics: The Emergence and Evolution of Life. New York: Oxford University

Press.
Kenrick, D. T., and V. Griskevicius. 2013. The Rational Animal: How Evolution Made Us Smarter than We Think.

New York: Basic Books.
Ladyman, J., and K. Wiesner. 2020. What is a Complex System? New Haven: Yale University Press.
Lloyd, S. 2006. Programming the Universe. Cambridge, MA: Knopf.
McIntyre, L. 1998. “Complexity: A Philosopher’s Reflections.” Complexity 3 (6): 26–32. https://doi.org/10.1002/

(SICI)1099-0526(199807/08)3:6<26::AID-CPLX4>3.0.CO;2-O
Melé, D., M. Nuria Chinchilla, and M. López-Jurado. 2019. “The ‘Freely Adaptive System’: Application of This

Cybernetic Model to an Organization Formed by Two Dynamic Human Systems.” Philosophy of Management
18 (1): 89–106. https://doi.org/10.1007/s40926-018-0098-x

Mercier, H., and D. Sperber. 2017. The Enigma of Reason. Cambridge, Mass.: Harvard University Press.
Mitchell, S. D. 2009. Unsimple Truths: Science, Complexity and Policy. Chicago: University of Chicago Press.
Morin, E. 2008. On Complexity, translated by S. M. Kelly. Cresskill: Hampton Press.
Nanay, B. 2014. Between Perception and Action. Oxford: Oxford University Press.
Nanay, B. 2017. Current Controversies in Philosophy of Perception. New York: Routledge.
Papineau, D. 1988. “Does the Sociology of Science Discredit Science?” In Relativism and Realism in Science, edited by

R. Nola, 37–57. Dordrecht: Kluwer Academic Publishers.
Paul, L. 2004. Transformative Experience. New York: Oxford University Press.
Pinker, S. 2010. “The Cognitive Niche: Coevolution of Intelligence, Sociality, and Language.” Proceedings of the

National Academy of Sciences 107 (Supp. 2): 8993–999. https://doi.org/10.1073/pnas.0914630107
Pinker, S. 2021. Rationality: What it is, Why it Seems Scarce, Why it Matters (EPUB Version). New York: Allen Lane.
Preiser, R., P. Cilliers, and O. Human. 2013. “Deconstruction and Complexity: A Critical Economy.” South African

Journal of Philosophy 32 (3): 261–73. https://doi.org/10.1080/02580136.2013.837656
Putnam, H. 1981. Reason, Truth and History. Cambridge: Cambridge University Press.
Richardson, K. A., and P. Cilliers. 2001. “What is Complexity Science? A View from Different Directions.”

Emergence 3 (1): 5–23. https://doi.org/10.1207/S15327000EM0301_02
Rosen, R. 1991. Life Itself: A Comprehensive Inquiry into the Nature, Origin, and Fabrication of Life. New York: Columbia

University Press.

van der Merwe and Broadbent 15

https://doi.org/10.7350/BSR.V04.2013
https://doi.org/10.1016/j.brainres.2021.147578
https://doi.org/10.1016/j.brainres.2021.147578
https://doi.org/10.1002/cplx.6130010105
https://doi.org/10.1007/s11229-011-0030-6
https://doi.org/10.1007/s11229-011-0030-6
https://doi.org/10.1007/s11229-011-0030-6
https://doi.org/10.4314/sajpem.v29i3.59144
https://doi.org/10.4314/sajpem.v29i3.59144
https://doi.org/10.1002/(SICI)1099-0526(199807/08)3:6%3C26::AID-CPLX4%3E3.0.CO;2-O
https://doi.org/10.1002/(SICI)1099-0526(199807/08)3:6%3C26::AID-CPLX4%3E3.0.CO;2-O
https://doi.org/10.1002/(SICI)1099-0526(199807/08)3:6%3C26::AID-CPLX4%3E3.0.CO;2-O
https://doi.org/10.1007/s40926-018-0098-x
https://doi.org/10.1007/s40926-018-0098-x
https://doi.org/10.1073/pnas.0914630107
https://doi.org/10.1073/pnas.0914630107
https://doi.org/10.1080/02580136.2013.837656
https://doi.org/10.1080/02580136.2013.837656
https://doi.org/10.1207/S15327000EM0301_02
https://doi.org/10.1207/S15327000EM0301_02


Spurrett, D. 2021. “The Descent of Preferences.” British Journal for the Philosophy of Science 72 (2): 485–510. https://
doi.org/10.1093/bjps/axz020

Talisse, R. B. 2009. Democracy and Moral Conflict. Cambridge: Cambridge University Press.
Thaler, R. H., and C. R. Sunstein. 2008. Nudge: Improving Decisions about Health, Wealth, and Happiness. New Haven:

Yale University Press.
Van der Merwe, R. 2021. “On Paul Cilliers’ Approach to Complexity: Post-Structuralism Versus Model

Exclusivity.” INDECS: Interdisciplinary Description of Complex Systems 19 (4): 457–69. https://doi.org/10.7906/
indecs.19.4.1

Van der Merwe, R. 2022. “Rational Decision-Making in a Complex World: Towards an Instrumental, yet
Embodied, Account.” Logos and Episteme 13 (4): 381–404. https://doi.org/10.5840/logos-episteme202213432

Van der Merwe, R. 2023. “Collapsing the Complicated/Complex Distinction: It’s Complexity all the Way Down.”
INDECS: Interdisciplinary Description of Complex Systems 21 (1): 1–17. https://doi.org/10.7906/indecs.21.1.1

van der Merwe, R. 2024. “How Pluralistic is Pluralism Really? A Case Study of Sandra Mitchell’s Integrative
Pluralism. THEORIA. An International Journal for Theory, History and Foundations of Science 38 (3): 319–38.

Woermann, M. 2016. Bridging Complexity and Post-Structuralism: Insights and Implications. Cham: Springer.
Woermann, M., and P. Cilliers. 2012. “The Ethics of Complexity and the Complexity of Ethics.” South African

Journal of Philosophy 31 (2): 447–64. https://doi.org/10.1080/02580136.2012.10751787
Woermann, M., O. Human, and R. Preiser. 2018. “General Complexity: A Philosophical and Critical Perspective.”

Emergence: Complexity and Organization 20 (2): 1–18. https://doi:10.emerg/10.17357.c9734094d98458109d25b79
d546318af

Wuketits, F. M. 1986. “Evolution as a Cognition Process: Towards an Evolutionary Epistemology.” Biology and
Philosophy 1 (2): 191–206. https://doi.org/10.1007/BF00142901

16 Interdisciplinary Science Reviews 0(0)

https://doi.org/10.1093/bjps/axz020
https://doi.org/10.1093/bjps/axz020
https://doi.org/10.1093/bjps/axz020
https://doi.org/10.7906/indecs.19.4.1
https://doi.org/10.7906/indecs.19.4.1
https://doi.org/10.7906/indecs.19.4.1
https://doi.org/10.5840/logos-episteme202213432
https://doi.org/10.5840/logos-episteme202213432
https://doi.org/10.7906/indecs.21.1.1
https://doi.org/10.7906/indecs.21.1.1
https://doi.org/10.1080/02580136.2012.10751787
https://doi.org/10.1080/02580136.2012.10751787
https://doi:10.emerg/10.17357.c9734094d98458109d25b79d546318af
https://doi:10.emerg/10.17357.c9734094d98458109d25b79d546318af
https://doi.org/10.1007/BF00142901
https://doi.org/10.1007/BF00142901

	 Introduction
	 The analytic approach: algorithmic rules for action
	 Critical complexity: radical voluntarism
	 A pragmatist epistemology of successful action in complex systems
	 Stage 4: Making a prediction
	 Stage 5: Making a decision

	 Possible objections
	 Objection 1: Human irrationality
	 Objection 2: Complexity is irrelevant
	 Objection 3: RoTs not numerous enough, not fast enough, …

	 Conclusion
	 Notes
	 References


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile ()
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 5
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness false
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages false
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Average
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages false
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Average
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages false
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Average
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /PDFX1a:2003
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError false
  /PDFXTrimBoxToMediaBoxOffset [
    33.84000
    33.84000
    33.84000
    33.84000
  ]
  /PDFXSetBleedBoxToMediaBox false
  /PDFXBleedBoxToTrimBoxOffset [
    9.00000
    9.00000
    9.00000
    9.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ARA <FEFF06270633062A062E062F0645002006470630064700200627064406250639062F0627062F0627062A002006440625064606340627062100200648062B062706260642002000410064006F00620065002000500044004600200645062A0648062706410642062900200644064406370628062706390629002006300627062A002006270644062C0648062F0629002006270644063906270644064A06290020064506460020062E06440627064400200627064406370627062806390627062A00200627064406450643062A0628064A062900200623064800200623062C06470632062900200625062C06310627062100200627064406280631064806410627062A061B0020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644064506460634062306290020062806270633062A062E062F062706450020004100630072006F0062006100740020064800410064006F006200650020005200650061006400650072002006250635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E0020064506390020005000440046002F0041060C0020062706440631062C062706210020064506310627062C063906290020062F0644064A0644002006450633062A062E062F06450020004100630072006F006200610074061B0020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644064506460634062306290020062806270633062A062E062F062706450020004100630072006F0062006100740020064800410064006F006200650020005200650061006400650072002006250635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E>
    /BGR <FEFF04180437043f043e043b043704320430043904420435002004420435043704380020043d0430044104420440043e0439043a0438002c00200437043000200434043000200441044a0437043404300432043004420435002000410064006f00620065002000500044004600200434043e043a0443043c0435043d044204380020043704300020043a0430044704350441044204320435043d0020043f04350447043004420020043d04300020043d043004410442043e043b043d04380020043f04400438043d04420435044004380020043800200443044104420440043e043904410442043204300020043704300020043f04350447043004420020043d04300020043f0440043e0431043d04380020044004300437043f0435044704300442043a0438002e002000200421044a04370434043004340435043d043804420435002000500044004600200434043e043a0443043c0435043d044204380020043c043e0433043004420020043404300020044104350020043e0442043204300440044f0442002004410020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200441043b0435043404320430044904380020043204350440044104380438002e>
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000500044004600206587686353ef901a8fc7684c976262535370673a548c002000700072006f006f00660065007200208fdb884c9ad88d2891cf62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef653ef5728684c9762537088686a5f548c002000700072006f006f00660065007200204e0a73725f979ad854c18cea7684521753706548679c300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /CZE <FEFF005400610074006f0020006e006100730074006100760065006e00ed00200070006f0075017e0069006a007400650020006b0020007600790074007600e101590065006e00ed00200064006f006b0075006d0065006e0074016f002000410064006f006200650020005000440046002000700072006f0020006b00760061006c00690074006e00ed0020007400690073006b0020006e0061002000730074006f006c006e00ed006300680020007400690073006b00e10072006e00e100630068002000610020006e00e1007400690073006b006f007600fd006300680020007a0061015900ed007a0065006e00ed00630068002e002000200056007900740076006f01590065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f007400650076015900ed007400200076002000700072006f006700720061006d0065006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076011b006a016100ed00630068002e>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002000740069006c0020006b00760061006c00690074006500740073007500640073006b007200690076006e0069006e006700200065006c006c006500720020006b006f007200720065006b007400750072006c00e60073006e0069006e0067002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f00630068007700650072007400690067006500200044007200750063006b006500200061007500660020004400650073006b0074006f0070002d0044007200750063006b00650072006e00200075006e0064002000500072006f006f0066002d00470065007200e400740065006e002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f0062006500200050004400460020007000610072006100200063006f006e00730065006700750069007200200069006d0070007200650073006900f3006e002000640065002000630061006c006900640061006400200065006e00200069006d0070007200650073006f0072006100730020006400650020006500730063007200690074006f00720069006f00200079002000680065007200720061006d00690065006e00740061007300200064006500200063006f00720072006500630063006900f3006e002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /ETI <FEFF004b00610073007500740061006700650020006e0065006900640020007300e4007400740065006900640020006c006100750061002d0020006a00610020006b006f006e00740072006f006c006c007400f5006d006d006900730065007000720069006e0074006500720069007400650020006a0061006f006b00730020006b00760061006c006900740065006500740073006500740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740069006400650020006c006f006f006d006900730065006b0073002e002e00200020004c006f006f0064007500640020005000440046002d0064006f006b0075006d0065006e00740065002000730061006100740065002000610076006100640061002000700072006f006700720061006d006d006900640065006700610020004100630072006f0062006100740020006e0069006e0067002000410064006f00620065002000520065006100640065007200200035002e00300020006a00610020007500750065006d006100740065002000760065007200730069006f006f006e00690064006500670061002e000d000a>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f007500720020006400650073002000e90070007200650075007600650073002000650074002000640065007300200069006d007000720065007300730069006f006e00730020006400650020006800610075007400650020007100750061006c0069007400e90020007300750072002000640065007300200069006d007000720069006d0061006e0074006500730020006400650020006200750072006500610075002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /GRE <FEFF03a703c103b703c303b903bc03bf03c003bf03b903ae03c303c403b5002003b103c503c403ad03c2002003c403b903c2002003c103c503b803bc03af03c303b503b903c2002003b303b903b1002003bd03b1002003b403b703bc03b903bf03c503c103b303ae03c303b503c403b5002003ad03b303b303c103b103c603b1002000410064006f006200650020005000440046002003b303b903b1002003b503ba03c403cd03c003c903c303b7002003c003bf03b903cc03c403b703c403b103c2002003c303b5002003b503ba03c403c503c003c903c403ad03c2002003b303c103b103c603b503af03bf03c5002003ba03b103b9002003b403bf03ba03b903bc03b103c303c403ad03c2002e0020002003a403b10020005000440046002003ad03b303b303c103b103c603b1002003c003bf03c5002003ad03c703b503c403b5002003b403b703bc03b903bf03c503c103b303ae03c303b503b9002003bc03c003bf03c103bf03cd03bd002003bd03b1002003b103bd03bf03b903c703c403bf03cd03bd002003bc03b5002003c403bf0020004100630072006f006200610074002c002003c403bf002000410064006f006200650020005200650061006400650072002000200035002e0030002003ba03b103b9002003bc03b503c403b103b303b503bd03ad03c303c403b503c103b503c2002003b503ba03b403cc03c303b503b903c2002e>
    /HEB <FEFF05D405E905EA05DE05E905D5002005D105D405D205D305E805D505EA002005D005DC05D4002005DB05D305D9002005DC05D905E605D505E8002005DE05E105DE05DB05D9002000410064006F006200650020005000440046002005E205D105D505E8002005D405D305E405E105D4002005D005D905DB05D505EA05D905EA002005D105DE05D305E405E105D505EA002005E905D505DC05D705E005D905D505EA002005D505DB05DC05D9002005D405D205D405D4002E002005DE05E105DE05DB05D9002005D4002D005000440046002005E905E005D505E605E805D905DD002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E>
    /HRV <FEFF005a00610020007300740076006100720061006e006a0065002000410064006f00620065002000500044004600200064006f006b0075006d0065006e0061007400610020007a00610020006b00760061006c00690074006500740061006e0020006900730070006900730020006e006100200070006900730061010d0069006d006100200069006c0069002000700072006f006f006600650072002000750072006501110061006a0069006d0061002e00200020005300740076006f00720065006e0069002000500044004600200064006f006b0075006d0065006e007400690020006d006f006700750020007300650020006f00740076006f00720069007400690020004100630072006f00620061007400200069002000410064006f00620065002000520065006100640065007200200035002e0030002000690020006b00610073006e0069006a0069006d0020007600650072007a0069006a0061006d0061002e>
    /HUN <FEFF004d0069006e0151007300e9006700690020006e0079006f006d00610074006f006b0020006b00e90073007a00ed007400e9007300e900680065007a002000610073007a00740061006c00690020006e0079006f006d00740061007400f3006b006f006e002000e9007300200070007200f300620061006e0079006f006d00f3006b006f006e00200065007a0065006b006b0065006c0020006100200062006500e1006c006c00ed007400e10073006f006b006b0061006c002c00200068006f007a007a006f006e0020006c00e9007400720065002000410064006f00620065002000500044004600200064006f006b0075006d0065006e00740075006d006f006b00610074002e0020002000410020006c00e90074007200650068006f007a006f00740074002000500044004600200064006f006b0075006d0065006e00740075006d006f006b00200061007a0020004100630072006f006200610074002c00200061007a002000410064006f00620065002000520065006100640065007200200035002e0030002000e9007300200061007a002000610074007400f3006c0020006b00e9007301510062006200690020007600650072007a006900f3006b006b0061006c00200020006e00790069007400680061007400f3006b0020006d00650067002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f006200650020005000440046002000700065007200200075006e00610020007300740061006d007000610020006400690020007100750061006c0069007400e00020007300750020007300740061006d00700061006e0074006900200065002000700072006f006f0066006500720020006400650073006b0074006f0070002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea51fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e3059300230c730b930af30c830c330d730d730ea30f330bf3067306e53705237307e305f306f30d730eb30fc30d57528306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020b370c2a4d06cd0d10020d504b9b0d1300020bc0f0020ad50c815ae30c5d0c11c0020ace0d488c9c8b85c0020c778c1c4d560002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /LTH <FEFF004e006100750064006f006b0069007400650020016100690075006f007300200070006100720061006d006500740072007500730020006e006f0072011700640061006d00690020006b0075007200740069002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b007500720069006500200073006b00690072007400690020006b006f006b0079006200690161006b0061006900200073007000610075007300640069006e007400690020007300740061006c0069006e0069006100690073002000690072002000620061006e00640079006d006f00200073007000610075007300640069006e007400750076006100690073002e0020002000530075006b0075007200740069002000500044004600200064006f006b0075006d0065006e007400610069002000670061006c006900200062016b007400690020006100740069006400610072006f006d00690020004100630072006f006200610074002000690072002000410064006f00620065002000520065006100640065007200200035002e0030002000610072002000760117006c00650073006e0117006d00690073002000760065007200730069006a006f006d00690073002e>
    /LVI <FEFF0049007a006d0061006e0074006f006a00690065007400200161006f00730020006900650073007400610074012b006a0075006d00750073002c0020006c0061006900200069007a0076006500690064006f00740075002000410064006f00620065002000500044004600200064006f006b0075006d0065006e0074007500730020006b00760061006c0069007400610074012b0076006100690020006400720075006b010101610061006e00610069002000610072002000670061006c006400610020007000720069006e00740065007200690065006d00200075006e0020007000610072006100750067006e006f00760069006c006b0075006d0075002000690065007300700069006500640113006a00690065006d002e00200049007a0076006500690064006f006a006900650074002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006f002000760061007200200061007400760113007200740020006100720020004100630072006f00620061007400200075006e002000410064006f00620065002000520065006100640065007200200035002e0030002c0020006b0101002000610072012b00200074006f0020006a00610075006e0101006b0101006d002000760065007200730069006a0101006d002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken voor kwaliteitsafdrukken op desktopprinters en proofers. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200066006f00720020007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c00690074006500740020007000e500200062006f007200640073006b0072006900760065007200200065006c006c00650072002000700072006f006f006600650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /POL <FEFF0055007300740061007700690065006e0069006100200064006f002000740077006f0072007a0065006e0069006100200064006f006b0075006d0065006e007400f3007700200050004400460020007a002000770079017c0073007a010500200072006f007a0064007a00690065006c0063007a006f015b0063006901050020006f006200720061007a006b00f30077002c0020007a0061007000650077006e00690061006a0105006301050020006c006500700073007a01050020006a0061006b006f015b0107002000770079006400720075006b00f30077002e00200044006f006b0075006d0065006e0074007900200050004400460020006d006f017c006e00610020006f007400770069006500720061010700200077002000700072006f006700720061006d006900650020004100630072006f00620061007400200069002000410064006f00620065002000520065006100640065007200200035002e0030002000690020006e006f00770073007a0079006d002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020007000610072006100200069006d0070007200650073007300f5006500730020006400650020007100750061006c0069006400610064006500200065006d00200069006d00700072006500730073006f0072006100730020006400650073006b0074006f00700020006500200064006900730070006f00730069007400690076006f0073002000640065002000700072006f00760061002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /RUM <FEFF005500740069006c0069007a00610163006900200061006300650073007400650020007300650074010300720069002000700065006e007400720075002000610020006300720065006100200064006f00630075006d0065006e00740065002000410064006f006200650020005000440046002000700065006e007400720075002000740069007001030072006900720065002000640065002000630061006c006900740061007400650020006c006100200069006d007000720069006d0061006e007400650020006400650073006b0074006f00700020015f0069002000700065006e0074007200750020007600650072006900660069006300610074006f00720069002e002000200044006f00630075006d0065006e00740065006c00650020005000440046002000630072006500610074006500200070006f00740020006600690020006400650073006300680069007300650020006300750020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e00300020015f00690020007600650072007300690075006e0069006c006500200075006c0074006500720069006f006100720065002e>
    /RUS <FEFF04180441043f043e043b044c04370443043904420435002004340430043d043d044b04350020043d0430044104420440043e0439043a043800200434043b044f00200441043e043704340430043d0438044f00200434043e043a0443043c0435043d0442043e0432002000410064006f006200650020005000440046002c0020043f044004350434043d04300437043d043004470435043d043d044b044500200434043b044f0020043a0430044704350441044204320435043d043d043e04390020043f043504470430044204380020043d04300020043d043004410442043e043b044c043d044b04450020043f04400438043d044204350440043004450020043800200443044104420440043e04390441044204320430044500200434043b044f0020043f043e043b044304470435043d0438044f0020043f0440043e0431043d044b04450020043e0442044204380441043a043e0432002e002000200421043e043704340430043d043d044b04350020005000440046002d0434043e043a0443043c0435043d0442044b0020043c043e0436043d043e00200020043e0442043a0440044b043204300442044c002004410020043f043e043c043e0449044c044e0020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200431043e043b043504350020043f043e04370434043d043804450020043204350440044104380439002e>
    /SKY <FEFF0054006900650074006f0020006e006100730074006100760065006e0069006100200070006f0075017e0069007400650020006e00610020007600790074007600e100720061006e0069006500200064006f006b0075006d0065006e0074006f0076002000410064006f00620065002000500044004600200070007200650020006b00760061006c00690074006e00fa00200074006c0061010d0020006e0061002000730074006f006c006e00fd0063006800200074006c0061010d00690061007201480061006300680020006100200074006c0061010d006f007600fd006300680020007a006100720069006100640065006e0069006100630068002e00200056007900740076006f00720065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f00740076006f00720069016500200076002000700072006f006700720061006d006f006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076016100ed00630068002e000d000a>
    /SLV <FEFF005400650020006e006100730074006100760069007400760065002000750070006f0072006100620069007400650020007a00610020007500730074007600610072006a0061006e006a006500200064006f006b0075006d0065006e0074006f0076002000410064006f0062006500200050004400460020007a00610020006b0061006b006f0076006f00730074006e006f0020007400690073006b0061006e006a00650020006e00610020006e0061006d0069007a006e006900680020007400690073006b0061006c006e0069006b0069006800200069006e0020007000720065007600650072006a0061006c006e0069006b00690068002e00200020005500730074007600610072006a0065006e006500200064006f006b0075006d0065006e0074006500200050004400460020006a00650020006d006f0067006f010d00650020006f0064007000720065007400690020007a0020004100630072006f00620061007400200069006e002000410064006f00620065002000520065006100640065007200200035002e003000200069006e0020006e006f00760065006a01610069006d002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a00610020006c0061006100640075006b006100730074006100200074007900f6007000f60079007400e400740075006c006f0073007400750073007400610020006a00610020007600650064006f007300740075007300740061002000760061007200740065006e002e00200020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740020006600f600720020006b00760061006c00690074006500740073007500740073006b0072006900660074006500720020007000e5002000760061006e006c00690067006100200073006b0072006900760061007200650020006f006300680020006600f600720020006b006f007200720065006b007400750072002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /TUR <FEFF004d00610073006100fc0073007400fc002000790061007a013100630131006c006100720020007600650020006200610073006b01310020006d0061006b0069006e0065006c006500720069006e006400650020006b0061006c006900740065006c00690020006200610073006b013100200061006d0061006301310079006c0061002000410064006f006200650020005000440046002000620065006c00670065006c0065007200690020006f006c0075015f007400750072006d0061006b0020006900e70069006e00200062007500200061007900610072006c0061007201310020006b0075006c006c0061006e0131006e002e00200020004f006c0075015f0074007500720075006c0061006e0020005000440046002000620065006c00670065006c0065007200690020004100630072006f006200610074002000760065002000410064006f00620065002000520065006100640065007200200035002e003000200076006500200073006f006e0072006100730131006e00640061006b00690020007300fc007200fc006d006c00650072006c00650020006100e70131006c006100620069006c00690072002e>
    /UKR <FEFF04120438043a043e0440043804410442043e043204430439044204350020044604560020043f043004400430043c043504420440043800200434043b044f0020044104420432043e04400435043d043d044f00200434043e043a0443043c0435043d044204560432002000410064006f006200650020005000440046002c0020044f043a04560020043d04300439043a04400430044904350020043f045604340445043e0434044f0442044c00200434043b044f0020043204380441043e043a043e044f043a04560441043d043e0433043e0020043404400443043a04430020043d04300020043d0430044104420456043b044c043d043804450020043f04400438043d044204350440043004450020044204300020043f04400438044104420440043e044f044500200434043b044f0020043e044204400438043c0430043d043d044f0020043f0440043e0431043d0438044500200437043e04310440043004360435043d044c002e00200020042104420432043e04400435043d045600200434043e043a0443043c0435043d0442043800200050004400460020043c043e0436043d04300020043204560434043a0440043804420438002004430020004100630072006f006200610074002004420430002000410064006f00620065002000520065006100640065007200200035002e0030002004300431043e0020043f04560437043d04560448043e04570020043204350440044104560457002e>
    /ENU (Use these settings to create Adobe PDF documents for quality printing on desktop printers and proofers.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames false
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks true
      /AddColorBars false
      /AddCropMarks true
      /AddPageInfo true
      /AddRegMarks false
      /BleedOffset [
        9
        9
        9
        9
      ]
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /NA
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure true
      /IncludeBookmarks true
      /IncludeHyperlinks true
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MarksOffset 6
      /MarksWeight 0.250000
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PageMarksFile /RomanDefault
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
    <<
      /AllowImageBreaks true
      /AllowTableBreaks true
      /ExpandPage false
      /HonorBaseURL true
      /HonorRolloverEffect false
      /IgnoreHTMLPageBreaks false
      /IncludeHeaderFooter false
      /MarginOffset [
        0
        0
        0
        0
      ]
      /MetadataAuthor ()
      /MetadataKeywords ()
      /MetadataSubject ()
      /MetadataTitle ()
      /MetricPageSize [
        0
        0
      ]
      /MetricUnit /inch
      /MobileCompatible 0
      /Namespace [
        (Adobe)
        (GoLive)
        (8.0)
      ]
      /OpenZoomToHTMLFontSize false
      /PageOrientation /Portrait
      /RemoveBackground false
      /ShrinkContent true
      /TreatColorsAs /MainMonitorColors
      /UseEmbeddedProfiles false
      /UseHTMLTitleAsMetadata true
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


