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ABSTRACT

The ACDM paradigm successfully explains the large-scale structure of the Universe, but is less well constrained on subgalactic
scales. Gravitational lens modelling has been used to measure the imprints of dark substructures on lensed arcs, testing the
small-scale predictions of ACDM. However, the methods required for these tests are subject to degeneracies among the lens
mass model and the source light profile. We present a case study of the unique compound gravitational lens SDSSJ0946+-1006,
wherein a dark, massive substructure has been detected, whose reported high concentration would be unlikely in a ACDM
universe. For the first time, we model the first two background sources in both /- and U-band HST imaging, as well as VLT-
MUSE emission line data for the most distant source. We recover a lensing perturber at a 5.90 confidence level with mass
log,o(Mgb/Mg) = 9.270] and concentration log,, ¢ = 2.4103. The concentration is more consistent with CDM subhaloes than
previously reported, and the mass is compatible with that of a dwarf satellite galaxy whose flux is undetectable in the data at
the location of the perturber. A wandering black hole with mass log,o(Mgu/Mg) = 8.9707 is a viable alternative model. We
systematically investigate alternative assumptions about the complexity of the mass distribution and source reconstruction; in
all cases the subhalo is detected at around the >5¢ level. However, the detection significance can be altered substantially (up to

11.30) by alternative choices for the source regularization scheme.

Key words: gravitational lensing: strong —dark matter.

1 INTRODUCTION

The standard ACDM model of cosmology describes a dark energy
(A) dominated universe whose mass comprises ~85 per cent cold
dark matter (CDM). In contrast to baryons, this is an exotic type of
matter outside of the standard model of particle physics that interacts
with electromagnetism very weakly if at all. Assuming that dark
matter (DM) is a particle, no candidate has been directly observed
in a laboratory yet (e.g. Roszkowski, Sessolo & Trojanowski 2018;
Schumann 2019; Billard et al. 2022).

None the less, CDM theory successfully describes observations
of the Universe on ~Mpc scales and above (see e.g Bullock &
Boylan-Kolchin 2017), such as the hierarchical formation of large-
scale structure (Anderson et al. 2014; Hildebrandt et al. 2017)
and the cosmic microwave background (Planck Collaboration et al.
2020). While DM is needed on galactic scales to explain rotation
curves (Rubin & Ford 1970; Rubin, Ford & Thonnard 1978; Rubin
et al. 1985), it is entirely possible that the DM is not precisely
that of the CDM paradigm; alternative models may be required to
explain observed phenomena on smaller, subgalactic scales (Die-
mand, Kuhlen & Madau 2007; Diemand et al. 2008). In this lower-
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mass regime, alternatives to CDM have been proposed to resolve
apparent discrepancies between observations and simulations (e.g.
Del Popolo & Le Delliou 2017), though many of these can also be
explained by other means than the DM model (see e.g. Fairbairn
2022).

Alternative DM models make different predictions about the
properties of individual haloes as well as their populations. For
example, higher thermal velocities in warm dark matter (WDM;
e.g. Schneider et al. 2012; Lovell et al. 2014) models lead to less
concentrated halo mass profiles (e.g. Ludlow et al. 2016; Bose et al.
2017) and a suppression of small-mass haloes (Lovell et al. 2014,
2021). Deviations from CDM on subgalactic scales or in dwarf
galaxies can, however, be obscured by their tidal interactions with
more massive luminous haloes (e.g. Moreno et al. 2022; Despali et al.
2022b).

While classical ‘hot” DM models are ruled out by observations
of the large-scale Universe (see e.g. Primack & Gross 2001), the
small scale effects of WDM models are much harder to constrain.
The formation of luminous galaxies typically requires a halo mass
of around >5 x 10° My, (Benitez-Llambay & Frenk 2020), thereby
limiting the sample of directly observable satellite galaxies (Kim,
Peter & Hargis 2018; Nadler et al. 2021; Newton et al. 2021).
Instead, we must rely on observations that are directly sensitive to
the gravitational effects of the DM itself, such as strong gravitational
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Gravitational imaging through a compound lens

lensing. This provides a direct probe of small-mass haloes, since the
lensing effects of galaxies and haloes depend only on their mass,
irrespective of their luminosity.

DM subhaloes introduce perturbations on top of the lensing by the
main galaxy and its halo. Subhaloes, as well as other small haloes
projected along the same line-of-sight, have been revealed primarily
by observations of (i) anomalous flux ratios of multiply lensed
quasars (Mao & Schneider 1998; Brada¢ et al. 2002; Metcalf &
Zhao 2002; Kochanek & Dalal 2004; Mao et al. 2004; McKean
et al. 2007; Xu et al. 2015; Gilman et al. 2019, 2020; Hsueh
et al. 2020; Nadler et al. 2021); (ii) perturbations on the arcs of
lensed extended source galaxies (Dalal & Kochanek 2002; Vegetti,
Czoske & Koopmans. 2010a; Vegetti et al. 2010b, 2012, 2014;
Hezaveh et al. 2016). The latter approach, known as gravitational
imaging, led to a few detections of DM subhaloes in previous studies
(Vegetti et al. 2010b, 2012; Nierenberg et al. 2014; Hezaveh et al.
2016; Nightingale et al. 2022), including one notable case in the lens
system SDSSJ0946+1006 (henceforth J0946), which is the focus of
this work.

J0946 is worthy of further study for two reasons. First, its
perturbing subhalo has both an unexpectedly high mass if it is truly
a dark matter substructure and not a dwarf satellite assembly of stars
(Vegetti et al. 2010b, hereafter V10) as well as an unexpectedly
high concentration given its mass, making it a substantial outlier
with respect to CDM simulations (Nelson et al. (2015); Minor et al.
(2021), hereafter M21). Second, J0946 is a compound lens system,
with a lens at z; = 0.222 and three sources at z;; = 0.609, z,, = 2.035,
and z,3 = 5.975 (Collett & Smith 2020, hereafter CS20). These four
galaxies are henceforth referred to as the main deflector, s1, 52, and
53 respectively.

Previous gravitational imaging studies of J0946 have only con-
sidered the lensing of sl as observed in the F814W band by the
Hubble Space Telescope (HST). In this paper, we extend on previous
work in two ways, modelling all three sources in both the near-
infrared F814W and the ultraviolet F336W bands simultaneously.
Modelling the compound lensing should improve the macro-model
of the main deflector, since compound lens modelling is much less
affected by degeneracies than the modelling of a single source plane
system (see e.g. Schneider & Sluse 2014). Furthermore, one of the
lensed images of s3 happens to fall close to the projected location
of the reported dark subhalo, providing additional constraints on its
properties. Modelling both HST bands simultaneously will allow us
to disentangle source light complexity from mass model complexity,
since lensing is achromatic whereas star-forming galaxies typically
look very different in the ultraviolet and infrared.

This paper is structured as follows. In Section 2, we describe
the data, the geometry of the compound lensing in J0946 and our
modelling methodology, and include a test of our sensitivity to a
DM substructure. In Section 3, we present and discuss our results
for a single source plane, and compare them to similar literature
model setups. In Section 4, we present and discuss the results of
our full triple source plane lens modelling. In Section 5, we then
perform systematics tests on various model assumptions. Finally, we
conclude our findings in Section 6.

2 METHODOLOGY

2.1 Data

We model two HST observations: the 2096 s ACS image in F814W
(I-band) from Gavazzi et al. (2008) and the 5772 s WFC3/UVIS
observation in F336W (U-band) from Sonnenfeld et al. (2012). The
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I-band image allows us to compare with previous results in the litera-
ture, while adding the U-band probes clumpier emission in the source
galaxies and gives excellent angular resolution. Though available in
the HST archive, we neglect intermediate optical wavelength bands
as these are unlikely to capture any qualitatively different structures;
the same is true for the longest available wavelength band, WFC3/IR
F160W, whose resolution is moreover poorer than the /-band image.
Data in both of our modelled bands are shown in Fig. 1, with the
reported location of the substructure from V10 overlaid.

The [I-band image as analysed has been drizzled to
0.05 arcsec pixel™!; the U-band image covers the same area but
drizzled to 0.04 arcsec pixels. We use the same lens light-subtracted
I-band image as Collett & Auger (2014, hereafter CA14), but we do
not subtract the lens light from the U-band image since it is negligible
at this wavelength, at the location of the arcs. Prior to the lensing
analysis, the physical coordinates of the U-band data were aligned
to those of the /-band data, to correct for a small relative offset
between the pipeline-processed images. With the optimized shifts
(6x = 0.027 arcsec, 8y = —0.023 arcsec), this correction is smaller
than a single pixel.

Fig. 1 also shows the VLT-MUSE narrow-band image extracted in
a5 A window around 8475 A, capturing Lyman-« emission from the
most distant lensed source. This image is not used explicitly in our
lens modelling; we instead delens the centroid positions of the two
s3 image features and their astrometric uncertainties, derived from
fitting a Gaussian to each image. Since the MUSE data have lower
angular resolution, the image registration relative to HST is more
uncertain than for the HST U-band versus /-band image alignment. To
account for this, we artificially blur the /-band image with the MUSE
Point Spread Function (PSF) and align this with a simulated HST I-
band image of the arcs constructed out of the appropriate wavelength
slices of the MUSE data cube. The resultant alignment uncertainty
is propagated into the uncertainty of the s3 image centroids.

We model image pixels within one of four manually masked
regions in the HST imaging of J0946, shown in Fig. 2. We avoid the
computational challenge of modelling both sources simultaneously
(CA14) by reconstructing the two sources and two bands as separate
parts of the likelihood, which are simultaneously fit with the same
mass model. This is a reasonable approach since the two rings do not
overlap on the sky.

2.2 Ray tracing

For strong gravitational lensing, the source plane position, B, of a
photon is displaced from its observed, lensed, image plane position,
0, by the reduced deflection angle, &, according to the lens equation:

B=0—a@). (€]

The deflection angle, a, of a lens is related to the lensing potential
on its lens plane, ¥, such that

a () = V@), (€5

where ¥ depends on the 2D projected lens mass distribution, as well
as the angular diameter distances between observer, lens, and source.
Equation (1) is for a system with one lens and one source plane, but
can be generalized to give the compound lens equation:

J
0; =00 — Z nijoti—1(@;—for j > 0. 3)

i=1

Here, we have adjusted our notation from equation (1) to no
longer distinguish between lens and source, since in a compound
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HST I-band

HST U-band

VLT-MUSE 8475A

Figure 1. HST imaging of J0946 in the /-band (left) and U-band (middle), and continuum-subtracted VLT-MUSE narrow-band imaging (width 5 A centred
at 8475 A) showing the Ly-o emission at z = 5.975 (right). The cyan cross represents the best fit location of the substructure in as reported in V10 (which is

visually indistinguishable from the best fit location in M21).
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¥
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s2 mask
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Figure 2. The data pixels used in our modelling of s1 (magenta masked) and
52 (green masked) in /- (top) and U-band (bottom) HST data. All other pixels
are ignored. For illustrative purposes, the image contrast of s2 is enhanced
and a central region of image pixels is removed.

lensing system a single galaxy can be both. In equation (3), 6;
generically denotes an angular position on a redshift plane, i,
where i = 0 is the foreground-most lens plane and observed image
plane; any i > O refers to the i source (or further lens) plane
behind it.

For a lensing plane /, the extra parameter 7;; describes the scaling

of the reduced deflection angles from one source plane, i, to another,

MNRAS 528, 7564-7586 (2024)

J, defined as a ratio of angular diameter distances:
_ DiD,;

= . 4
DiD, “

Nij
Throughout the multisource plane lensing portions of this work,
we define reduced deflection angles of a lens relative to light
coming from the plane immediately behind the lens. This is not
the convention of Schneider, Ehlers & Falco (1992), who define
all reduced deflection angles relative to light coming from the
furthest plane. Our convention allows easier comparison between our
work and other single- and double-source plane models of J0946.
A detailed explanation of our chosen convention is available in
Appendix A.

Throughout this work, we fix the angular diameter distances of the
system assuming the ACDM cosmological parameters €2, = 0.307,
Q) = 0.693, and hy = 0.6777 (Planck Collaboration et al. 2014).

2.3 Lens modelling

To model the data, we follow the semilinear inversion approach
of Warren & Dye (2003). We define a model for the lensing mass
distribution, and for each realization of the non-linear parameters of
that model, we linearly solve for the best-fitting source.

2.3.1 Non-linear mass model

We assume that the main deflector is described by an elliptical power
law (EPL) model with external shear. We consider two possible
scenarios for evidence comparison: one with and one without a dark
subhalo in the form of a truncated Navarro—Frenk—White (tNFW)
profile. We refer to these two scenarios as our smooth and tNFW-
perturbed models, respectively. Additionally, in our multisource
plane models in Sections 4 and 5, s1 and s2 behave as lenses as well
as sources; we model their mass distributions as singular isothermal
sphere (SIS) profiles.

The EPL profile has six parameters that behave non-linearly in
the model: the Einstein radius, 9g, the logarithmic slope, y, the axis
ratio, g, the position angle, ¢, and two centroid coordinates (x, y).
An SIS is identical to an EPL with y = 2 and zero ellipticity. The
external shear has two non-linear parameters: the shear strength, I",
and the shear angle, ¢r.
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The tNFW profile is based upon the profile derived by Navarro,
Frenk & White (1996), whose density, p, at radial distance, r, is
related to a characteristic density, po, by

L0

P (5)
(1+12)?

ONEw(r) =

Asin M21, we do not assume a fixed mass—concentration relation for
the substructure, and therefore model both its concentration, ¢, and
virial mass, Mgo. The relation between the scale radius in equation
(5), rs, and c is given by:

¢ = ra0/7s, (6)

where ryg is considered the virial radius enclosing Mg, though is
strictly the radius enclosing an average density that is 200 times the
critical density of the Universe.

Following M21, My is formally defined under the assumption
that the subhalo can be considered a field halo, which is then tidally
stripped by its massive host. To account for this tidal stripping, we
assume that this profile is truncated according to Baltz, Marshall &
Oguri (2009):

2

PEw(r) = 5 ONFw (). @)

rt

e+ (r/rs)
We compute both the virial mass, M5y, analogous to a non-truncated
field halo, as well as the total mass of the substructure, My, which
accounts for the effect of the truncation radius, 7. The latter is a finite
quantity for the above choice of truncation. It is hence possible that
Mgy, < Mygo. The free parameters of our tNFW profile are M, c,
7y, and centre position (x, y). Throughout this work, we assume that
the dark perturber is a subhalo at z = 0.222, the redshift of the main
deflector. M21 also find a good fit to the data when the perturber is a
line-of-sight halo between the observer and the lens plane, with the
mass and concentration marginally decreased but still anomalously
high.

2.3.2 Mass and concentration from simulations

Extrapolating the field halo mass—concentration relation of Shao,
Anbajagane & Chang (2023) (based upon the CAMELS suite of
hydrodynamic ACDM simulations, Villaescusa-Navarro et al. 2021)
to subhaloes of virial mass My, = 10'° Mg, we expect a mean
concentration of log;pc = 1.3 (with DM only), log;oc = 1.2 (with
baryonic physics according to I11lustrisTNG, see Nelson et al.
2017; Marinacci et al. 2018; Naiman et al. 2018; Pillepich et al.
2018; Springel et al. 2018; Nelson et al. 2019), and logjgoc = 1.4
(with baryonic physics according to SIMBA, see Davé et al. 2019).
Taking the mass—concentration relation of Dutton & Maccio (2014),
we would expect a median value of log;oc = 1.1. The typical scatter
around the mass—concentration relation in simulations is of the order
of o caner & 0.1dex (see, e.g. Dutton & Maccido 2014). We note,
however, that the differences that we later quote between these results
and our own depend on the assumed parameters describing baryonic
physics in the I11ustrisTNG and SIMBA models, i.e. feedback
from supernovae and active galactic nuclei.

2.3.3 Reconstructing unlensed source brightness distributions

Since we do not know the morphology of a source a priori, we infer
it simultaneously with the lens parameters from the data. It is clear
from the clumpiness of the arcs that the sources must be intrinsically
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irregular. Therefore, we adopt a pixellated free-form reconstruction
of the source light.

Specifically, we evaluate source brightness values defined on an
adaptive Voronoi mesh created from a subset of image plane pixels
ray-traced onto each source plane. In this work, we cast back all
the pixels that fall within the mask of a given source for the band
in consideration. The advantage of such an adaptive mesh is that it
allows for a higher resolution source at those locations where the
magnification through the lens becomes the strongest. We follow
Nightingale et al. (2021, 2022) and employ a Natural Neighbour
Interpolation scheme to determine subpixel source brightness val-
ues (Sibson 1981). We chose this scheme because (i) it yields a
smooth Likelihood function, which makes sampling the non-linear
parameters much easier, and (ii) it forces the gradient of the source
to be continuous, which is particularly important for substructure
identification.

To impose the astrophysical prior that sources require a certain
degree of smoothness, we additionally introduce a regularization
strength parameter for each source. The brightness values at the
vertices follow a Gaussian regularization prior, whose covariance
matrix penalizes the source brightness gradient or curvature (see
Suyu et al. 2006, for details). Fiducially, we opt for gradient
regularization, in contrast to V10 who uses curvature regularization
and M21, who reconstructs their source out of a summation of
analytic light profiles. However, since we do not a priori know
how smooth our source reconstructions should be, we leave the
regularization strengths for the reconstructions of s1 and s2 as free
parameters to be inferred by the model directly from the data. The
centroid position (x, y) of s3 is also fit for, but the unlensed light
distribution of this source is not reconstructed.

2.3.4 Posterior and evidence calculation

For model comparison, we evaluate both the posterior of the non-
linear parameters, &, and the evidence of our models with and
without a substructure. The posterior, P(&|d), relates to the likelihood
function, L,(§), and the prior of model parameters, P(&), according
to:

Lo(§)PE)
—_— 8

= (®)
The full details of L, () are described in Appendix B. The Bayesian
evidence, Z, is an integral of the likelihood multiplied by the prior,
which normalizes the posterior, i.e.:

PEld) =

z= / 4 Lon§YP(E). ©)

‘We evaluate the posterior and this integral using the preconditioned
Monte Carlo package pocoMC (Karamanis et al. 2022a). pocoMC
generates posterior samples by following a Sequential Monte Carlo
scheme combined with a Normalizing Flow, which preconditions
the target distribution to remove correlations among its parameters
(Karamanis et al. 2022b).! Evidences are calculated using the bridge
sampling method and consistent with those obtained from the nested
sampling algorithm MultiNest (Feroz, Hobson & Bridges 2009;
Feroz et al. 2019). When comparing two models, we report the

'We choose the default hyper-parameters of pocoMc, i.e. an effective sample
size of ESS = 0.95 and correlation coefficient y = 0.75, but increase the
number of particles to up to 6000. We further set the maximum number of
MCMC steps to 10000. We found that these values ensure convergence of
the posterior, given the multimodality of the likelihood.

MNRAS 528, 7564-7586 (2024)
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macro-model

+ noise

Figure 3. Mock data for our sensitivity test, where panels (left to right) show the initial model image, a zoomed inset around the location of the reported
substructure, the effect of blurring by the HST I-band PSF, and the addition of background noise akin to the original HST I-band data. The top row is created
from a smooth model for the lens, while the bottom row has an injected tNFW subhalo with the parameters of M21 at the cyan cross. The bottom right-hand
panel is used as mock data to recover the injected substructure with ~5¢ confidence.

No confidence level that one is preferred over the other, i.e. we
assume that one of the considered models is true and map the
model probability onto the No probability volume of a Gaussian
distribution.

2.4 Checking the sensitivity of our method for detecting
substructures

Claiming the detection or non-detection of a substructure requires
knowledge of the sensitivity of the data (see, e.g. Despali et al. 2022a).
To demonstrate that we are, in principle, sensitive to a substructure
within the data at the reported location, we create a mock data set
based upon our best smooth reconstruction of the /-band image of s1
(see Section 3) and inject a NFW profile with the parameters reported
in M21. Fig. 3 illustrates how the inclusion of the substructure affects
the closest arc, including the effects of the PSF and observational
noise. We then remodel this data assuming both a smooth and
tNFW-perturbed model, finding that the latter is preferred with a
difference in the logarithmic evidence of Aln2Z = 15.16 +0.03
assuming gradient regularization of the source (corresponding to
a 5.20 detection significance). Our posteriors are consistent within
1o of the input subhalo mass and concentration. This suggests that
we should be able to detect a substructure with similar properties
to M21. However, since we are reproducing an injected halo whose
parameters are exactly known, a more rigorous sensitivity calculation
would be required if we were searching for new subhaloes in J0946.

3 SINGLE SOURCE PLANE MODEL RESULTS
AND DISCUSSION

In this section, we present the results of our single source plane
models for J0946 and compare them with those of previous studies.

MNRAS 528, 7564-7586 (2024)

3.1 I-band model

Modelling the /-band data of the inner arcs alone provides the closest
comparison with previous studies of J0946 (e.g. V10, M21). We
can reconstruct the data to the noise level assuming our smooth
(EPL + Shear) model. Between our smooth and tNFW-perturbed
models, we find that the posterior distributions of the macro-model
parameters agree within the ~3o level or closer (with the exception
of the x coordinate of the centre of the lens). Posterior distributions
for these parameters are shown in Fig. 4, alongside the best-fit
source reconstruction and normalized image-plane residuals, which
demonstrate our ability to successfully model these arcs down to the
noise level.

In this single plane, /-band only case, the data prefers the
existence of a tNFW substructure (A In Z = 7.23 £ 0.03) with 3.40
confidence over the smooth model. Our macro-model parameters are
within 40 of those reported by V10. Such differences are most likely
due to our prescription of our source model (gradient regularized
versus curvature regularized in V10) and our wider prior ranges on
all parameters. However, it is also noteworthy that comparisons with
V10 are non-trivial due to differences in the parametrization of the
EPL mass profile. It is possible that small disagreements found in our
results are introduced by such differences in parameter definitions.

The differences in likelihood and evidence between smooth and
tNFW-perturbed models are recorded in Table 1. All priors and
posterior results are documented in Appendix C.

Regarding the mass and concentration of the substructure, we
find log,o(Ma/Mo) = 10.87}:2 and log,, ¢ = 2.0703. Our results
exceed all of the simulation values with a root-mean-squared dif-
ference of 2.7-3.6 o, with o being the standard deviation of our
concentration posterior. Our result is less of an outlier than M21 finds
both because of the greater uncertainty on our inferred parameters
and the lower median value of the concentration. The subhalo mass,
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sl I-band, tNFW-perturbed
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Figure4. 1o and 20 contours of the posterior distribution for the EPL and external shear parameters for our model of s1 in /-band only, with (cyan) and without
(orange) the addition of a tNFW substructure. Inset: best fit source reconstruction (left) and residuals between the data and best fit model in units of standard
deviation (right). These panels correspond to the tNFW-perturbed models, but are visually indistinguishable to the best-fit smooth model results.

Table 1. The differences in best fit log-likelihood A In £ and log-evidence
Aln Z, between smooth and tNFW-perturbed models, shown for our single
source plane and triple source plane results. These differences are quoted
relative to the smooth case, such that positive values indicate preference for
the tNFW-perturbed model. In brackets are the corresponding confidences of
the detections.

Data modelled Aln L A In Z (confidence)
1 source, I-band 21.67 7.23 £0.03 (3.40)
1 source, I- & U-band 29.52 14.34 £ 0.04 (5.00)
3 sources, I- & U-band 38.18 19.64 + 0.03 (5.90)

log,o(Msw/Mg) = 10.01’8:‘3‘, remains perplexing, however, given that
such a massive object should host a detectable population of stars
(V10).

3.2 Dual I- and U-band model

Simultaneously modelling the /- and U-band data for sl ne-
cessitates one additional non-linear parameter (the regularization
strength of the U-band source galaxy) but adds much more data
to constrain the lens model. Doing this, the tNFW-perturbed
model is preferred over the smooth model with an evidence ra-

MNRAS 528, 7564-7586 (2024)
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tio AlnZ = 14.34 £0.04, corresponding to a 5.0c confidence
detection.

The addition of the U-band yields different posteriors on our
macro-model parameters. Comparing with the /-band only case,
the mass profile slope for the smooth model is significantly shal-
lower (y = 1.9270% versus 2.1275:%). However, when the tNFW
perturber is included, both our models prefer a super-isothermal
slope (y = 2.27700% and 2.237003, respectively). The differences
in y between smooth and tNFW-perturbed cases are likely caused
by a source position transformation, whereby multiple image plane
locations that correspond to a single source plane position are
invariant under a change in lens model if the source is afforded
the flexibility to move (Schneider & Sluse 2014). Our multiplane
modelling should not suffer from this effect, as the scalings re-
quired for the degeneracy are source redshift dependent. Since
we have sources present at multiple very different redshifts, the
source position transformation degeneracy is broken, except in
extremely contrived scenarios where a transformation of the mass
on sl counterbalances the transformation of the primary lens
(Schneider 2014).

Despite the significant shifts in the parameters of the macro-model,
the substructure mass and concentration are still consistent with the
I-band only result within 1o. Deviations from the predicted mass—
concentration relations are on the level of 2.8-3.7 .

4 TRIPLE SOURCE PLANE MODEL RESULTS
AND DISCUSSION

In this section, we present the results from our triple source plane
(henceforth ‘fiducial’) models, where we reconstruct s1 and s2 both
in the /- and U-band simultaneously, while also delensing s3 by
mapping its two images to a common source plane position, with
and without a tNFW perturbation.

We use the same mass profiles and priors for the foreground lens
as in our single-plane modelling, but we add an SIS at the centre
of the delensed position of s1, allowing for a small offset between
the centroids of the mass and light. We similarly add an SIS at s2
but enforce a zero offset between the centroids of its mass and light,
since CS20 showed that this assumption has negligible impact on s3.

We find that we are able to simultaneously reproduce the /- and
U-band arcs of s1 and s2, and delens s3. Our source reconstructions
and residuals are shown in Fig. 5. The positions of the third source
are shown in Fig. 6.

The extra data afforded from the outer set of arcs give much tighter
constraints on the macro-model. We find that the super-isothermal
results of V10, M21, and our single plane tNFW-perturbed models,
do a comparatively poorer job of reconstructing s2. With our fiducial
models, a near isothermal result is favoured for both the smooth
and tNFW-perturbed cases, where y = 1.956700% and 1.949%0¢ 10,
respectively. The similarities between the recovered slopes and the
reconstructed sources (as shown in Fig. 7) are clear demonstrations
that the source position transformation of Schneider & Sluse (2014)
has been broken by our multiplane modelling. The 1o and 2o
posterior distribution contours for these models, as well as for
the single-plane dual /- and U-band models, can be found in
Appendix D.

We find that the existence of the tNFW perturbation is pre-
ferred with an evidence ratio AlnZ = 19.64 £0.03 over the
smooth model, corresponding to a 590 detection. The pre-
ferred tNFW profile has a total mass log,o(Mwun/Mg) = 9.3707,
with a virial mass log,,(M200/Mg) = 10.3J_r(l):§ and concentration
log,yc = 2.4703.

MNRAS 528, 7564-7586 (2024)

We show 2D posterior distributions of My, and ¢ against a se-
lection of macro-model parameters, for the fiducial INFW-perturbed
model result in Fig. 8, wherein we observe a notable degeneracy
between the Einstein radius of the main deflector and the mass
of its substructure, since the total mass within the Einstein ring
is well-constrained. Otherwise, there are no strong degeneracies.
The 2D M,,—c posterior distribution for our fiducial result is shown
separately on the upper panel of Fig. 9, overlaid with the single source
plane results. Our fiducial My—c posterior appears on the bottom
panel of Fig. 9, which also shows the M;yy—c relation of Dutton &
Maccid (2014). The shape of this posterior distribution is similar to
the results of M21, though our o, is greater than theirs primarily
because of our more flexible source model. We find that our results
differ from Dutton & Maccio (2014) and the other aforementioned
mass—concentration relations by 2.6-3.3 0.

Assuming the stellar mass—subhalo mass relation in Rodriguez-
Puebla, Drory & Avila-Reese (2012), our virial mass implies a
stellar mass M, ~ 1073 Mg, For a plausible stellar mass-to-light
ratio of ~2Mg/Lg (appropriate to a passive dwarf galaxy — see
e.g. Martin, de Jong & Rix 2008), this corresponds to an absolute
magnitude M; ~ —15.4, typical of dwarf elliptical populations in
nearby galaxy groups. At this luminosity, such objects have typical
sizes ~1kpc (Venhola et al. 2019). Introducing a simulated galaxy
of these properties scaled to z = 0.222 into the /-band image, we find
that although such a galaxy would be detectable in isolation, it could
not be unambiguously distinguished from other flux components if
located at the position of the subhalo. Since the associated galaxy
could easily be a factor of two fainter, or be more diffuse, than
assumed here, we should not expect to see an easily-identified
luminous galaxy hosted by the lensing substructure. The subhalo
we have detected is therefore not unusually ‘dark’, and appears
compatible with being a dwarf satellite galaxy of the main deflector.

5 SYSTEMATIC TESTS

In this section, we examine several model assumptions that system-
atically could have influenced our ability to detect and measure a DM
substructure. We perform tests on the choice of source regulariza-
tion and explore the effects of additional mass model complexity
and an alternative hypothesis for the perturber. We explore all
of these systematics for the triple source plane (/- and U-band)
case only.

5.1 Degeneracy with source morphology

One of the main systematic uncertainties is the degeneracy between
the complexity of the mass and the source light distributions. While
enforcing a smoother source could lead to a false positive detection
of a lensing perturber, allowing too much freedom in the intrinsic
structure of the source could lead to non-detections even in the
presence of DM substructures.

In our fiducial model, we chose a gradient regularization scheme
for the source galaxies, which allows for small-scale source structure.
Alternatively, we can suppress these small-scale source features by
regularizing over curvature. This is the regularization choice of
V10. In this case, the substructure is detected with much higher
significance: Aln Z = 67.00 £ 0.02, or 11.30. Such a detection
claim would be overconfident in our analysis since the evidence
actually prefers gradient regularization at ~200 confidence. This
result is true for both the smooth and perturbed models.

It is concerning that the significance of the detection changes
hugely between the two regularization schemes since neither is
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Figure 5. Source plane reconstructions and normalized image plane residuals for our best fit smooth (left) and tNFW-perturbed (right) model for (from top to

bottom) s1 in I-band, s1 in U-band, s2 in I-band, and s2 in U-band.

astrophysically motivated. It remains an open question whether al-
ternative regularization schemes or source reconstruction techniques
could raise or lower the evidence for a substructure. We leave this
exploration to future work.

The mass-concentration posterior for the substructure under the
curvature regularization scheme is shown in the centre panel of Fig. 9.
While the detection significance has changed, the inferred subhalo
parameters and their uncertainties have not changed significantly.
The substructure would therefore remain a modest outlier given either
regularization scheme.

5.2 Mass model complexity

5.2.1 Angular structure in the main deflector

Previous works have shown that lensing substructure inference can be
sensitive to the flexibility of the main deflector mass model (see e.g.
Minor et al. 2021; Nightingale et al. 2022). Therefore, we explore
additional complexity in the foreground lens model by combining
our EPL with the modes m of a multipole expansion:

k(x, y) = kepL(x, y) X [1 + ky, cos (m(¢ — @n))], (10)

MNRAS 528, 7564-7586 (2024)
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Figure 6. The lo and 20 astrometric uncertainties (black contours) on the two image plane positions from the MUSE data (background image) with our
posterior of s3 centroids forward ray-traced through our posterior of lens models to give our predicted 1o and 20" uncertainties on the image plane positions of
53, for our smooth (orange), tINFW-perturbed (cyan), and point mass-perturbed (magenta) models.

=== tNFW-perturbed

Single plane model
=== smooth

01" —

=== tNFW-perturbed

Triple plane model
=== smooth

01" —

Figure 7. Isophotes of the /-band s1 reconstruction given the best tNFW-
perturbed and smooth results from (top) the single plane modelling and (bot-
tom) triple plane modelling. The alignment of the two source reconstructions
in the latter case is indicative of a broken mass-sheet degeneracy.

where ¢ = arctan (x/y) and 0 < k,, < 1 is the amplitude of the m™
mode with phase ¢,,.> Such an expansion can account for boxiness or

2See Chu et al. (2013) and appendix B of Xu et al. (2015) for more details on
multipoles.

MNRAS 528, 7564-7586 (2024)

diskiness of the lens galaxy. As in M21, we model multipole terms
m = 3 and 4. We therefore add four non-linear parameters to the
model: k3, k4, @3, and ¢4. The best fit source reconstructions and
normalized image plane residuals are plotted in Appendix E.

Multipoles perform comparably well at reconstructing the data
as the tNFW perturbation. In fact, a smooth model with added
multipoles performs marginally better in reconstructing J0946 than
a tNFW-perturbed model, with the data preferring the presence
of multipoles over the presence of the tNFW profile with 1.5¢
confidence. This is not solely due to there being fewer degrees of
freedom in the multipoles case, since the best fit log-likelihood is
also improved, with Aln L = 3.74. The preference for non-zero
multipole terms is unsurprising given detailed examination of the
light profile, which reveals some disturbance in the shapes of the
isophotes that can be absorbed by these extra parameters (Sonnenfeld
et al. 2012).

Modelling the multipole terms and a tNFW-perturbation simul-
taneously provides the best reconstruction, where the substructure
is detected with 6.20 confidence. The inferred substructure in this
case is more massive, with log,,(M0/Mg) = 10.61’(1);1‘, but less
concentrated, with log,(c) = 1.9704, than in our fiducial model.
Differences to the compared mass—concentration relations go down
to 2.0-2.9 0. The Myy—c posterior for this model is shown in the
bottom panel of Fig. 9.

5.2.2 Additional complexity on sl

Our fiducial model assumes a spherically symmetric mass distri-
bution for s1, though its light profile is noticeably elliptical (see,
e.g. the top panels of Fig. 5). We therefore perform a systematic
test where we assign a singular isothermal ellipsoid (SIE) to sl
rather than an SIS. This adds two parameters to our fiducial models:
the axis ratio, ¢, and position angle, ¢, of s1. Our test shows that
a smooth model prefers the presence of ellipticity components on
s1 over the presence of a substructure in the main deflector with
2.90 confidence, where both scenarios have the same number of
degrees of freedom. Modelling smooth and tNFW-perturbed models
with an ellipsoidal s1 simultaneously yields a substructure of total
mass 10g,o(Msn/Mg) = 9.201033, virial mass 1og,o(Mag/Mg) =
10.04}:3) and concentration log,, ¢ = 2.537(30 detected at the 4.8c
confidence level; this is a lower evidence substructure result than the
INFW perturbation with multipoles. The difference to the ACDM
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and Einstein radii of s1 and s2, 19](;1) and 19](;2), respectively.

predictions of the mass—concentration relation remain at a level of
25-3.10.

5.2.3 A wandering black hole?

Since the dark halo in M21 is hard to accommodate within ACDM
and our results have only partially alleviated that tension, it is
worth considering alternative hypotheses for the perturber in J0946.
Given the anomalously high concentration, and the surprising lack
of a galaxy hosted within the halo, we investigate whether the
perturber could be a supermassive black hole (see, e.g. Ricarte
et al. 2021).

The non-zero multipoles of the lens mass and the disrupted
morphology of the light profile of the lens galaxy are characteristics
of a merger where the ejection of such a black hole may not be
implausible, either through three-body ejection (Hoffman & Loeb
2007) or gravitational radiation recoil (Campanelli et al. 2007).

To test this proposal, we fit a three-source model with an EPL,
external shear, and a point mass at the main deflector redshift, and
recover a point mass of log,o(Mpu/Mg) = 8.9470 (2. Given J0946
has a velocity dispersion of ~280kms~! Gavazzi et al. (2008), the
M-—o relation implies that there should be a black hole of a few times
10° M, (Kormendy & Ho 2013) at the centre of the lens. Thus, the
proposed ‘wandering’ black hole would need to be of comparable
mass to the expected central black hole.

The point mass-perturbed model is formally preferred over the
equivalent tNFW-perturbed model at 2.7¢. This is not definitive
evidence and does not account for any prior preference between the
models. This result is also driven purely by Occam’s razor: the point
mass perturbed model has a slightly lower likelihood than the tNFW
model but has fewer parameters.

As the right-hand panel of Fig. 6 shows, the s3 image positions
are sensitive to the change in mass profile, and the MUSE data
is better reproduced with a point mass perturber. The significance
of this is marginal, given that in all three panels, the predicted
centroids are well within the brightest parts of the s3 images. A more
sophisticated treatment of s3 with higher-resolution data would be
necessary to discriminate between possible density profiles for the
perturbation.

5.3 Alternative lens light subtraction

Previous studies (e.g. Nightingale et al. 2022) have highlighted the
importance of an accurate model of the light distribution of the
foreground lens, since lens light residuals may lead to false positive
dark substructure detections.

The bulk of this work used the lens light subtraction of CA14.
That light subtraction followed the method of Auger et al. (2011). It
assumes that the lensing mass is a singular isothermal ellipsoid with
external shear, and both sources are single Sérsic profiles. The lens
light was then described as the sum of three Sérsic profiles. The best
fitting triple-Sérsic model was then subtracted to give our fiducial
lens light-subtracted image.

To quantify the potential source of systematic error on our
substructure detection confidence coming from inaccuracies in lens
light subtraction, we repeat our triple plane analysis from Section 4
after performing an alternative lens subtraction on the data, by way
of a Multi-Gaussian Expansion (MGE) fitted to the lens light and
subtracted from the original image. We simultaneously fit the lens
light with a 15 component MGE and s1 with a pixelated grid lensed
by an EPL plus external shear model. The MGEs were concentric,
but their amplitude, scale radius, ellipticity, and position angle were
free parameters for each component. We then subtracted off the
MGE-decomposed light profile to leave us with an alternative lens
light-subtracted image to analyse.

With this alternative lens light subtraction, we find a preference
for the substructure with AlnZ = 11.84 &+ 0.03, corresponding to
a 4.90 detection, this is lower than the 5.90 found with the original
lens light-subtracted image. This example shows that while different
reasonable choices for modelling lens light can alter the confidence
of a substructure detection, the impact is unlikely to fundamentally
change conclusions about the presence or absence of a substructure
in J0946.

5.4 Impact of the point spread function

We also test the potential for systematic errors to be introduced by
a poor choice of PSF. The PSF in all our modelling was a well-
motivated choice, having come from a star within the instrument’s
field of view. To investigate the impact of a poor choice of PSF on

MNRAS 528, 7564-7586 (2024)
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the detection of the substructure, we rotate our PSF through 90°.
Repeating the triple plane analysis of Section 4, but with the rotated
PSF we recover the substructure with A In Z = 12.65 4 0.03, corre-
sponding to a 4.7¢ detection. Therefore, the substructure detection
again remains robust to ~1¢ accuracy, even assuming a blurring
operator that mismatches the instrument’s optics.

6 CONCLUSIONS

In this paper, we have presented a gravitational imaging case study
of the compound lens SDSSJ09464-1006. Our model is remarkably
successful in its ability to simultaneously reproduce the images of
two background sources in this system in both the HST I- and U-
bands and the image positions of a third source observed by MUSE.

By including multiple sources in our analysis, we were able to
lift many of the lens modelling degeneracies that are present for
a single source plane lens, while modelling multiple passbands
simultaneously enabled us to probe different source structures, and
possibly different regions in the source plane, thus disentangling
structure in the lens from structures in the source.’

By comparing the Bayesian evidence of a smooth halo model
to that of a tNFW-perturbed model, we test the claims that a dark
subhalo exists in J0946 (in agreement with e.g. V10, Nightingale
et al. (2022)). Our model prefers the existence of a subhalo with
an evidence ratio Aln Z = 19.64 £ 0.03 over the smooth model,
corresponding to a 5.9¢ detection.

The virial mass of the halo is log,,(M2p0/Mg) = 10.35:2, and
its concentration is log,, ¢ = 2.4+03, which is 2.6-3.35 . higher than
predicted by simulations. This is a much weaker tension than reported
in M21 due to the inclusion of more data, the use of wider priors,
and our more flexible source model. Additionally, Nadler, Yang &
Yu (2023) recently showed that gravothermal core collapse seen in
some self-interacting dark matter (SIDM) models (Despali et al.
2019) is a potential mechanism to produce the substructure reported
by M21; our less concentrated result should therefore be even easier
to accommodate in SIDM.

The stellar mass of the subhalo, M, ~ 107> Mg, implied by its
virial mass indicates that any luminous component to the subhalo
would not be possible to detect in the data, given its proximity to the
upper arc image of s1 or possible blending with residual flux from
the subtracted light profile of the lens. It is therefore unsurprising that
the lensing perturber is dark, and we cannot confidently distinguish
between it being a dwarf satellite galaxy or a DM substructure of the
main deflector.

We can alternatively model the data with a black hole of
log,o(Mpn/Mg) = 8.94701% which is preferred over the truncated
NFW profile at 2.7¢ due to having fewer degrees of freedom. This
scenario represents a supermassive black hole being ejected from the
lens galaxy as a consequence of a merger event. For the M—o relation
to hold, our resultant wandering black hole has comparable mass to
the black hole expected at the centre of the lens galaxy.

Our analysis confirms that the distant source s3 is especially
sensitive to the properties of the lensing perturbation, but the results

3 Additionally, differences between the I- and U-band structures in the
s1 arcsec (and source reconstructions) strongly suggest the presence of dust
in s1, in exactly the part of the source plane that is most sensitive to the
lensing substructure, yet poorly probed by the strongly attenuated U-band
data. Upcoming 400-GHz ALMA observations of J0946 may be able to
recover any dust continuum emission from sl, providing another set of
constraints on the perturbing structure.
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are currently limited by the relatively low angular resolution of
the MUSE data. High-resolution imaging of this source would be
extremely powerful to probe the profile of the dark substructure, but
will require a substantial investment of telescope time.

We also tested changes to the shape of the mass distribution in
the macro-model by fitting third- and fourth-order multipoles, as
well as fitting for the ellipticity of s1. While our macro-model has
moved somewhat under these changes, our highest evidence model
(with multipoles in the main deflector) yields ~60 preference for the
presence of a substructure in J0946. Its substructure gives the best
compatibility with CDM simulations that we have found, at 2.00 .

We demonstrated that we are able to recover the subhalo with
much higher confidence (11.30 versus 5.90') when regularising over
the curvature of the sources rather than the gradient of the sources.
Curvature regularization makes the sources intrinsically smoother
while the addition of a dark substructure counteracts this by adding
small-scale perturbations to the arcs. However, the Bayesian evidence
vastly prefers our fiducial gradient regularization scheme.

Ultimately, we conclude that precision lens modelling is chal-
lenging. Alongside cosmography, gravitational imaging is perhaps
the hardest lens modelling challenge of all. Even with the luxuries
afforded by a compound lens in its ability to suppress the mass-
sheet degeneracy, there are nuances in how complexity is afforded
to the lensing mass models and the reconstruction of light profiles
in background sources that make it difficult to draw conclusions
about small-scale structures with certainty. Much care needs to
be taken over the choice of the background source model before
embarking on detailed lens modelling. In reality, random draws
from the priors of curvature or gradient regularized sources look
nothing like astrophysical galaxies; ultimately, neither regularization
scheme is physical; much more work is needed to understand how to
reconstruct sources, and the need for evidence calculations will make
this work computationally expensive. The potential payoff for this
work is huge: with hundreds of thousands of lenses to be discovered
in the next decade (Collett 2015), gravitational imaging should yet
place stringent constraints on the small-scale validity of ACDM.
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APPENDIX A: SCALING CONVENTION OF OUR
EINSTEIN RADII

For multiplane lensing, the Einstein radius of a lens is not a well-
defined quantity since it changes with the source redshift. The
physical deflection angle is source redshift independent, but it is
not a convenient quantity for strong lensing, since it would require
angular diameter distances to appear throughout the lens equation.
Schneider, Ehlers & Falco (1992) adopt a convention for scaling

deflection angles, such that the Einstein radius, 9g, of any deflector is
defined with respect to light originating on the final source plane. This
produces the following, recursive multiplane lens equation, which
relates @, the angular position on plane v, to the image plane position,
01 .

v—1
0,=01—> Bua.b,), (A)

pn=1

where beta is defined as

ﬁ _ D;/.u Ds
v )
M DD

(A2)

with s representing the most distant source.

As pointed out by CS20, equation (Al) is inflexible to the
discovery of additional, more distant source planes. One option to
circumvent this is to define Einstein radii acting on sources coming
from infinity, but such sources are never observable, so these Einstein
radii would be highly degenerate with other lens model parameters.
Instead, we derive a modified scaling relation that defines Einstein
radii as acting on the source most immediately behind each lens.

For a lens at redshift z;, we compute the same projected mass
density, X(0), regardless of whether we measure the Einstein radius
from a lensed source at redshift z; or z;. Recalling that X(0) =
k(0)X.i, we must therefore always satisfy the condition

k(0, 2) Teriezr, zi) = k0, 2;) Zerie (215 2). (A3)
We therefore define the scaling relation

0,z; Seic(z, 2
nij = K( ZJ) _ crit(21, 2i) (Ad)

o k@0, z;) N Ecril(zlszj).

Since X.ii(za, ZB) X ﬁ, this relation can be rewritten as
D;D;
mj = L. (AS5)
! DyD;

This is mathematically identical to the scale factor B, in Schneider,
Ehlers & Falco (1992), though the subscripts are defined differently.
Their scaling parameter, f,,, is defined such that when v is the
redshift of the furthest source, §,, = 1. Our equivalent condition,
n; = 1, is achieved when j = i. Physically, this corresponds to the
source being on the plane most immediately behind the lens.
Throughout this work, we opt to use n;, such that the Einstein
radius of the main deflector is quoted according to the Einstein ring
produced by s1 observed in the image plane. The Einstein radius we
quote for s1 would correspond to an Einstein ring being produced
by s2 observed at s1, and so on. This is an intuitive convention as
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Gravitational imaging through a compound lens

it preserves the value of Einstein radius for the main deflector from
previous single source plane studies of J0946, which is approximately
measurable by visual inspection given the physical scale of a pixel.
Equation (3) describes the ray tracing through multiple source planes
using this new scaling parameter. Explicitly, the single, double, and
triple source plane cases become
01 =00 — neo(8o)
=00 — ap(00),
0> =00 — ni20to(0o) — Moot 1(01)
=00 — ni2eo(0o)
— e (@0 — n110o(0o)) (A7)
=00 — ni2eo(0o)
— a0 — ao(00)),

(A6)

and
03 =00 — nize0(0o) — M3ee1(01) — N3302(02)
=60 — nizeo(fo)
— naze1(0o — nuieo(@o))
— naaea(fo — naeeo(0o) — Nne1(@o — nuieo(fo)))  (AB)
=00 — ni3e0(fo)
— naze1(fo — ao(fo))
— (80 — naao(Bo) — a1 (0o — eo(60))),

respectively.

APPENDIX B: THE LIKELIHOOD FUNCTION
OF OUR MODEL

We construct our likelihood similarly to other gravitational imaging
methods (see e.g. Warren & Dye 2003; Vegetti & Koopmans 2009;
Nightingale & Dye 2015). We assume that the data vector d is a
linear function of the source brightness s and the instrumental noise
n:

d=F(&)s +n. (B1)

The operator F(§) = M P L(&) is the product of the mask operator,
M, the blurring operator describing the effects of the band-specific
PSF, P, and the lensing operator mapping each source pixel to the
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corresponding positions of the lensed images according to the lens
model parameters, L(&). This mapping follows the interpolation
scheme described in Section 2.3.3. Furthermore, the source s and
the noise n follow zero-mean Gaussian priors with the covariance
matrices R and C, respectively. As a result, the source marginalized
likelihood for one source becomes

L) = / ds G(d — F(£)s. C)G(s. .'R). (B2)

By choosing mutually exclusive masks for the two Einstein radii,
we can decompose the likelihood into individual likelihoods. For
source i in band j, the source-marginalized likelihood is given by

‘Cij(g) = /ds,-j g(dj — F,'j(g)sij, C,-)g(sij, )“i_j]Rij)’ (B3)

with F;;(§) = M; P ;L;(§) applying the mask and lensing operator
with respect to source i and the point spread function of band j. The
product of the above likelihoods provides the corresponding joint
likelihood:

Lo®) =[] Li®. (B4)
i

To remove over- and under-focused solutions from our likelihood,
we trace four of the brightest image plane pixels of s1 to their source
plane, where they are expected to correspond to roughly the same
location. Whenever a pixel from outside the first source mask falls
within one standard deviation around the centre of these four points,
we decrease our likelihood by a factor of 1070, This modification
prevents our posterior from containing very smooth but non-physical
source reconstructions that resemble the rings of the original data
rather than a realistic source galaxy, e.g. the scenario where there
is no lensing and the sources are intrinsically arcs. Such solutions
would otherwise be allowed by our mass model and source model
priors.

Finally, we include the image positions of the third source in
our likelihood by adding an additional Gaussian likelihood term
to equation (B4). This term punishes the chi-squared difference
between predicted image positions of the third source for given model
parameters & and observed positions in the VLT-MUSE data, with
the positions and uncertainties taken from CS20.

100
—+— Natural neighbour . N
Linear / ‘\‘ ./ '\
50| TN N
= e N, / \‘\ ) Y
\I/ 0 /./', \‘\" y f ’\_ w4 \
A 1 -, ~ A
— 9 \ vpn
—50 [ '\ v
—100™7389 1390 1.391 1.04 106 100 105  11.0
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Figure B1. Slices through the logarithmic likelihood in (from left to right) the Einstein radius, 9g, and slope, y, of the main deflector, and the virial mass,

log10(M200/Mg), of the tNFW substructure, shown for natural neighbour and linear interpolation schemes. Both cases have their mean likelihood subtracted for

easier comparison. While the linear interpolation scheme shows many local discrete jumps, the natural neighbouring interpolation renders the likelihood smooth

with the highest peak much easier to identify.
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B1 Source interpolation and likelihood

The choice of interpolation scheme affects the stability and speed
of our analyses. While linear interpolation schemes on Delaunay
meshes have been popular in previous studies (e.g. V10), they
tend to create discontinuities in the likelihoods of lens modelling.
In contrast, natural neighbour interpolation gives rise to much
smoother likelihoods. For example, Fig. B1 illustrates this behaviour
as a function for parameters close to a maximum a posteriori
point. Although the parameter ranges plotted are smaller, the linear
interpolation scheme using the adaptive Delaunay mesh shows an
abundance of peaks and troughs.

While a single likelihood evaluation tends to be slower for
the natural neighbour interpolation scheme, the discontinuities and
abundance of local maxima in the linear interpolation require more
evaluations overall. Furthermore, sampling algorithms may get stuck
in local maxima and, as a result, may underestimate the uncertainty

of various model parameters. The Bayesian evidence prefers the
natural neighbour interpolation scheme for our fiducial model with
Aln L Z 10.

APPENDIX C: TABLES OF RESULTS

Here, we show the assumed priors and inferred posteriors on all our
model parameters for all our discussed results. Table C1 contains
the results for the single-plane cases (one and two bands) and triple-
plane fiducial result, all assuming gradient regularization. Table C2
contains single- and triple-plane results similarly, but with curvature
regularization. Table C3 shows results from the systematic tests on
mass model complexity: including multipoles in the foreground lens,
adding ellipticity to s1, and modelling the perturber as a point mass
instead of a subhalo.

Table C1. Chart showing all lens model results obtained using gradient-regularized source reconstructions. Posteriors are quoted as medians with 1o error
bars. The total mass of the substructure, Mg, is a derived parameter, obtained by integrating over the whole tNFW profile and is shown here as well as the
non-truncated virial mass, M>oo, which is sampled. Note that Ax and Ay indicate where a centroid coordinate is quoted relative to the mean s1-plane location

of four bright conjugate points from the inner set of image plane arcs.

Parameter Prior Posterior (median with 1o uncertainties)
Single plane (/-band) Single plane (I- & U-band) Triple plane

EPL 9 [arcsec] Uu.9, 1.5) 1.397F0001 1.38610001 1.40240-001 1.38240-003 1.397F0001 1.3900:001
EPL y U(1.5,2.5) 2.12310.0%8 2.26510958 1.92310:03 222710952 1.95610-0% 1.94910:010
EPL ¢ U(0.6,1.0) 0.9607 0005 0.989700% 0.97179008 0.9757 0003 0.97215:902 0.99110:908
EPL ¢ [°] U-180,180)  —70.113750%  —6.226735528 8635575313 75.8697822)  —79.9451)0322 g8 807|525
EPL x [arcsec] U—0.1,0.1) 0.03179:002 0.04870:003 0.0220-008 0.03079:90 0.01879002 0.02379002
EPL y [arcsec] U—0.1,0.1) 0.04779:003 0.03979:003 0.06513:-%01 0.04370:002 0.0597990 0.04870002
Shear I U(0.0,0.2) 0.107+3:003 0.13570:003 0.0867001) 0.11579003 0.091+3:00 0.092+9-002
Shear or [°] U(-180,180)  —23.243705%3  —21.93870S 228487088 226567043  —24.6927038  —22.93470932

tINFW lOg 1()(M200/M@)
INFW logo(Msun/Me)

In24(7.0, 13.0)

+1.253
10.8347555

0.413
10.033%056

NEW logjo ¢ Inl(—4.0, 4.0) - 1.97910357
tINFW logo(ri/arcsec) Inl(—4.0,4.0) - —0-446:1):;2;
INFW x [arcsec] U-1.2,-0.3) - —0.672400%7
tNFW y [arcsec] U0.4,1.3) - 1.107F0:530
SIS (s1) 9g [arcsec] (0.0, 1.0) - -

SIS (s1) Ax [arcsec] G(0.0,0.1) - -

SIS (s1) Ay [arcsec] G(0.0,0.1) - -

SIS (s52) 9g [arcsec] (0.0, 1.0) - -

s3 x [arcsec] U—-0.4,1.0) - -

53 y [arcsec] U(-1.0,0.0) - -

+0.582

- 9.9547 5707
0.225

- 9.797 0275
0.336

- 2.574%0 479

+0.865
- 0.71977 353

+0.032
- —0.6897 o5

+0.042
- 0'942—0.045

0.13379007
0.02010:006
—0.017+0:008
0.04570058
0568423

+0.031
—0.431%5019

10302515
024947
2.409%0322
~0.89170350
~0.68570017
0.93379029
0.126* 5067
0.01079915
—0.027+0:009
0.058* 5,041
0.57310:93
~0.43775053
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Table C2. Likewise to Table C1 for results obtained using curvature-regularized source reconstructions.

Gravitational imaging through a compound lens
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Parameter Prior Posterior (median with 1o uncertainties)
Single plane (/-band) Single plane (/- & U-band) Triple plane

EPL 9 [arcsec] U(0.9, 1.5) 1.39870003 1.3837 000 1.3961 0001 1.38970003 1.399+0:901 1.395+0:901
EPLy U(1.,2.5) 2.18610.078 239510062 2.18710.9%9 2.26070 0% 1.94475:012 2.003100%
EPL ¢ U(0.6, 1.0) 0.922+5:0%0 0.97610014 0.927+5:0%7 0.9725:007 0.95010:03 0.96910 004
EPL ¢ [°] U—180,180)  —41.3537802  10.6917)023  —45.3277286¢ 595807779  —54.004722%  _68.097145%8
EPL x [arcsec] U-0.1,0.1)  0.017500% 004479003 0.01379001 0.0279003 0.015+0:901 0.02510:902
EPL y [arcsec] U(—0.1,0.1) 0.04410:03 0.03315:004 0.05115:9% 0.05015:0% 0.05479002 0.0547000
Shear I U4(0.0,0.2) 0.13115:909 0.14679%07 0.12970:904 0.126+0:003 0.10019:002 0.09979003
Shear gr [°] U(-180,180)  —24.90073270 214427078 2519670883 229827038 _26.66770360  —25.00270559

tNFW log0(M200/Me)
tNFW log1o(Msun/Mo)
INFW logjoc

NFW logio(r/arcsec)
tNFW x [arcsec]

tNFW y [arcsec]

SIS (s1) 9g [arcsec]
SIS (s1) Ax [arcsec]
SIS (s1) Ay [arcsec]
SIS (s2) 9g [arcsec]
s3 x [arcsec]

53 y [arcsec]

In2(7.0, 13.0)
InU(—4.0, 4.0)
In4(—4.0, 4.0)
U-1.2,-0.3)
Uu0.4,1.3)
(0.0, 1.0)
G(0.0,0.1)
G(0.0,0.1)
U(0.0, 1.0)
U-0.4,1.0
U(-1.0,0.0

1.083
10.2861 9%
+0.321
10.03410-351

2.3014—0.271

—0.405

+0.963
0.5727 583

+0.039

—0.643 5061

1.090+0.024

—0.042

9.849F1 672
9.515%0355)
2501034
—0.397% 506
—0.619150,3

+0.011
l'012704018

0.011

0.11 6f0m H
0.010
_0~002t04009
_0'0231’0‘009

0.062

0.044%00%1

+0.028

0.5637 051

+0.032
—0.42175 10

+1.212
102397553
+0.388
9.12875 718
+0.378
2.4817 5596

+0.509
—1.013% 57300

—0.6477007
0.995%005¢
0.16370:916
—0.017*5.06%

_0.023+0,009

—0.009 —0.008

+0.064
00517905
+0.031
0.5802051
+0.034
—0.446+0:034

Table C3. All lens model results obtained from our systematic tests. Note that the SIE profile on s1 is fixed to ¢ = 1, ¢ = 0 for models that do
not explore ellipticity in the mass distribution of this galaxy.

Posterior (median with 1o uncertainties)
SIE on s1

multipoles

Wandering BH

Parameter Prior
EPL 9 [arcsec] U(0.9,1.5)
EPL y U(1.5,2.5)
EPL ¢ (0.6, 1.0)
EPL ¢ [°] U(—180, 180)
EPL x [arcsec] U(—0.1,0.1)
EPL y [arcsec] U(-0.1,0.1)
Shear I' 14(0.0,0.2)
Shear ¢r [°] U(—180, 180)
MP k3 (0.0, 0.2)
MP @3 [°] U(—180, 180)
MP ky (0.0, 0.2)
MP ¢4 [°] U(—180, 180)
tNFW log10(M200/Mo) In4(7.0, 13.0)
tNFW logo(Msu/Mp) -

tNFW logjo ¢ InU(—4.0, 4.0)
tNFW logo(r; arcsec™") Ini4(—4.0, 4.0)
tNFW x [arcsec] U-1.2,-0.3)
tNFW y [arcsec] U0.4,1.3)
BH log0(Mgu/Me) In24(7.0, 13.0)
BH x [arcsec] U-1.2,-0.3)

1,399 5501
1935508
09550261
—81.974+2-124
001075507
0,061
0.089°32
~27.0331031
00201605
26.5237083%
000850}
21.343125%

13771 o
19470002
09645510
54.005%32%
00335667
0,038
0.08710-001
21797105
00175566,
53.415%3798
00121566,
71515348
10,6155 13
99161535
190350537
—0.196%0365
—~0.628"5013

+0.050
0‘969—0059

139825 601
1.98670%7
0.974 00
7023042538
00285504
0.0573%!
009115561
-20.27019-23

1,392 5502
19820018
0978018
68797 57601
003175663
0051701
0,020
~20.703+0:7

+1.313
10.035+}313

+0.350
9. 199—0205

+0.594
2.5337 5404

+0.870

—0.812755¢

—+0.067
_0'641—0.055

+0.077
0‘944—0051
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1:393 55 601
21147301
0955008
—85.4367 565"
002015504
0,056 0!
0.103 730
—25.207105%

+0.191
8.9447 ' 50

+0.012
— LI 5057

202 Ke 0z uo 1s9n6 Aq 80/ 1 19//¥9S L/v/8ZS/PI0IHE/SEIUW/WO0 dNO"0IWepED.)/:Sdy WOy papeojumoq



7580  D. J. Ballard et al.

Table C3 - continued

Parameter

Prior

Posterior (median with 10 uncertainties)
SIE on s1

multipoles

Wandering BH

BH y [arcsec]

SIE (s1) 9g [arcsec]
SIE (s1) g

SIE (s1) ¢ [°]

SIE (s1) Ax [arcsec]
SIE (s1) Ay [arcsec]
SIS (s2) 9g [arcsec]
s3 x [arcsec]

53 y [arcsec]

1(0.4,1.3)
14(0.0, 1.0)
1(0.7, 1.0)
U(~180, 180)
G(0.0,0.1)
G(0.0,0.1)
24(0.0, 1.0)
U(-0.4,1.0)
U(~1.0,0.0)

0.109°3%7
1.000
0.000
0.007+0:9%
~0.021%9%%8
0.053* 6087
0,560

0.036
—0.412)05

0.1247980
1.000
0.000

0.005%6

~0.0275%

0.0627307

05774007

-+0.041
—0.4417 525

0.15275%
071043
37.493153%8
0.015+0:907
~0.00070%%
0.057%50%
0.577%0 05

0.039
—0.442% )4

0.147:30%
0.7207502¢
3415715335
0.021+0:908
0015437
0.063*503
0.58478%

0.042
—0.443%0053

Lo22* 0%
0265301
1.000
0.000
0.004+0:906
~0.00758%
01405,
0.57473%

+0.065
—0.4417 505>

APPENDIX D: MACRO-MODEL POSTERIORS

Here, we present how the macro model posterior distributions behave
for the smooth and tNFW-perturbed cases of our simultaneous /- and

MNRAS 528, 7564-7586 (2024)

U-band single plane model (Fig. D1) and our fiducial triple plane
model (Fig. D2), similarly to Fig. 4.
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sl I-band, tINFW-perturbed

30
tNFW-perturbed I
smooth 20
-lo
-0
i -—lo
22 IRt
~ . . —20
2.0 1
—30
30
0.995 I
20
$+0.970
ot -lo
0.945 -0
150 £ -—lo
100
S —20
% "
*—30
0.03
=
0.02
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™0.05
0.04
0.12
— 0.10
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160
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1.37 1.39 2.0 2.2 0.96 0.98 50 100 150 0.02 0.03 0.04 0.06 0.10 0.13 155 160
I v q @ x y r or

Figure D1. Equivalent to Fig. 4 for our single source plane /- and U-band models. The source reconstruction and image plane residual panels correspond to the
tNFW-perturbed models, in (top) the /- and (bottom) U-band.

MNRAS 528, 7564-7586 (2024)
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N (NFW-perturbed
smooth

2.1

0.99]
0.98]
0.97,
0.96)

150

50

0.06)

0.05

0.10]

0.09]

158

=156
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154

1390 1.396 2.0 2.1 096 0.98 50 100 150 0.02 0.03 0.05  0.06 0.09 0.10 154 156

Ik Y q 7 X y r or

Figure D2. Equivalent to Figs 4 and D1 for our triple source plane /- and U-band models. Source reconstructions and image plane residuals for the smooth and
tNFW-perturbed cases are shown in Fig. 5.

APPENDIX E: SOURCES AND RESIDUALS Fig. E1 shows the results of modelling with curvature-regularized
FROM SYSTEMATIC TESTS sources; Figs E2, E3, and E4 show the results with multipoles in the

foreground lens, an SIE on s1, and a point mass as the perturber,
Here, we present all of the best-fit sources and normalized image respectively.

plane residuals corresponding to the systematic tests in Section 5.

MNRAS 528, 7564-7586 (2024)
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Gravitational imaging through a compound lens

sl I-band, smooth (curvature regularised)

sl I-band, tNFW-perturbed (curvature regularised)

a0
_:_.- £ l--1o
iy 20 iy
k - 1” 1
*=30

e

1

7583

Figure E1. Source plane reconstructions and normalized image plane residuals for our best fit smooth (left) and tNFW-perturbed (right) model, for (from top

to bottom) s1 in /-band, s1 in U-band, s2 in /-band, and s2 in U-band, where all sources are modelled with curvature regularization.

MNRAS 528, 7564-7586 (2024)
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s1 I-band, smooth (with multipoles) sl I-band, tNFW-perturbed (with multipoles)

Figure E2. Source plane reconstructions and normalized image plane residuals for our best fit smooth (left) and tNFW-perturbed (right) model, for (from top
to bottom) s1 in /-band, s1 in U-band, s2 in /-band, and s2 in U-band, where multipoles are included in the main deflector.

MNRAS 528, 7564-7586 (2024)

202 Ke 0z uo 1s9n6 Aq 80/ 1 19//¥9S L/v/8ZS/PI0IHE/SEIUW/WO0 dNO"0IWepED.)/:Sdy WOy papeojumoq



Gravitational imaging through a compound lens 7585

s1 I-band, smooth (with SIE on s1) sl I-band, tNFW-perturbed (with SIE on s1)

Figure E3. Source plane reconstructions and normalized image plane residuals for our best fit smooth (left) and tNFW-perturbed (right) model, for (from top
to bottom) s1 in /-band, s1 in U-band, s2 in I-band, and s2 in U-band, where s1 is modelled as an SIE.

MNRAS 528, 7564-7586 (2024)
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s1 I-band, point mass-perturbed

Figure E4. Source plane reconstructions and normalized image plane residuals for our best fit model, for (from top to bottom) s1 in /-band, s1 in U-band, 52
in /-band, and s2 in U-band, where the perturber is modelled as a point mass.
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