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Distributed Collision-Free Bearing Coordination of
Multi-UAV Systems with Actuator Faults

and Time Delays
Kefan Wu, Junyan Hu, Zhenhong Li, Zhengtao Ding, and Farshad Arvin

Abstract—Coordination of unmanned aerial vehicle (UAV)
systems has received great attention from robotics and control
communities. In this paper, we investigate the distributed
formation tracking problem in heterogeneous nonlinear multi-UAV
networks via bearing measurements. Firstly, a novel bearing-only
protocol is designed for follower agents to achieve the desired
formation. Particularly, we establish a compensation function
on the basis of bearing measurements to deal with the non-
linearity and actuator faults in the agent dynamics. The stability
of the proposed strategy can be ensured by Lyapunov method
in the presence of certain time delays. Moreover, to ensure safe
operation in real-world scenarios, we extend the protocol and
propose a sufficient condition to avoid potential collisions among
the agents. The robustness of the collision-free controller with
continuous action is also considered in the protocol design. Finally,
the simulation case studies are presented to validate the feasibility
of the theoretical results.

Index Terms—Bearing coordination, actuator faults, collision-
free, time delays, multi-UAV networks.

I. INTRODUCTION

IN recent years, planning and control of unmanned aerial
vehicle (UAV) systems has been a hot research topic in the

field of intelligent transportation systems (ITS). Multi-UAV
networks refer to systems composed of a group of networked
drones that collaborate and communicate with each other to
accomplish various tasks. Each UAV operates as an autonomous
agent, capable of making decisions and taking actions based on
its onboard sensors, communication capabilities, and assigned
tasks, which have the potential to revolutionize a wide range of
applications, such as surveillance [1], area coverage [2], search
and rescue [3], etc. Compared with single drone, multi-UAV
networks can be deployed to cover a larger area with high
efficiency. More comprehensive data is able to be collected
and analysed during the mission. However, quite a few issues
are still waiting to be resolved when applying coordination
techniques to complex real-world multi-UAV networks, under
some practical constraints including actuator faults, time delays,
collisions, nonlinear and heterogeneous dynamics, etc.

Formation tracking, as one of the most fundamental coor-
dination methods, has been used extensively in multi-agent
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systems (MAS), e.g, vehicle platooning [4], [5], ecosystem
hacking using micro-robot swarms [6], trajectory tracking
and navigation [7], [8], collaborative manipulation [9], [10],
etc. A traditional and straightforward way to tackle multi-
agent formation problem is to take the advantage of the
position information of each agent. For instance, in [11], a
leader-follower position-based formation was proposed via
prescribed performance method. The authors in [12] proposed
a novel formation-containment protocol based on semi-definite
programming. The time-varying adaptive formation tracking
problem was considered in [13], where the system is high-
order, nonlinear, and stochastic. In [14], a finite-time formation
strategy was implemented to ITS on the basis of recurrent neural
network (RNN). The author in [15] discussed the formation
tracking problem of nonlinear ITS with random disturbances.
All the agents are able to keep the target formation under
the event-trigger scheme. In the works mentioned above, the
position information of the agents plays an important role in
solving the problem of achieving the target formation. Another
standard approach to deal with the formation problem is through
distance measurements. Mehdifar et al. [16] provided a novel
formation protocol by distance measurement for MAS with
exogenous disturbance. In another work, Babazadeh et al.
discussed the distance-based formation problem with energy
constraint in [17]. Both the optimal control method and state-
dependent Riccatti equation approach were utilized in this work.
However, by using the aforementioned methods, the formation
tracking performance of the MAS will not be satisfactory if
the state or distance information is difficult to be obtained in
some extreme environmental conditions.

To deal with these restrictions, the research on bearing-only
formation protocol has gained considerable attention ( [18]–
[23]), where only the relative bearing information is available
among neighboring agents. In contrast to the position-based
and distance-based methods, the bearing measurements only
require the angle observation which can be obtained directly
from vision-based sensors during the hardware implementations
[24]. The authors in [25] proposed the bearing rigidity theorem
in 2D space to guarantee the uniqueness of the configuration
generated by bearing vectors. Zhao et al. further extended the
bearing rigidity theorem to arbitrary dimensions in [26]. In
[27], a bearing-only protocol was designed for heterogeneous
MAS with an adaptive scheme. The leader-follower bearing-
only formation issues for double-integrator systems with local
reference frames were investigated in [28], where the velocities
of the leaders are constant. Another main problem in bearing-
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only formation research is how to avoid collisions between
each agent during the formation to ensure that the bearing
vectors are well-defined. A finite-time bearing-only formation
protocol with collision avoidance was proposed in [29] to deal
with heterogeneous multi-robot platforms. However, in the
aforementioned works, the dynamics of each agent are relatively
ideal and simple, which may not be accurate enough to mimic
the dynamics of real-world agents (e.g., drones, robots, vehicles,
etc.). There is still an open gap for handling bearing-only
formation problems in a system with complex and nonlinear
dynamics.

It is noticeable that there also exist many significant
indicators to affect the stability of the MAS such as time delays
and actuator faults. Time delay often exists in practical systems
and it should be considered when establishing the formation
control law. In [30], a containment strategy was designed
for double-integrator MAS with time-varying delays. The
authors in [31] provided a neuro-adaptive formation tracking
protocol for second-order MAS with time delays. In [32], the
communication delays were taken into account to deal with
the formation problem for the multiple UAV systems. When
it comes to handling the actuator faults in the controller, the
authors in [33] studied the fault-tolerant formation problem in
double-integrator systems with directed communication. An
adaptive approach was implemented in the controller to deal
with the failures. In [34], a fault-tolerant formation protocol
was introduced for heterogeneous UAVs with reinforcement
learning. Yu et al. in [35] employed an adaptive scheme in the
formation-containment controller to tackle the actuator faults in
networked unmanned airships. However, in the above research,
the bearing-only techniques were not taken into consideration.
Consequently, it is desirable to establish a bearing-only protocol
to deal with actuator faults and time delays in nonlinear MAS.

In this research, we address the fault-tolerant bearing
coordination problems for heterogeneous nonlinear multi-
UAV networks. To deal with the unknown nonlinear item
and the actuator faults, a designed compensation scheme is
applied in the controller to achieve a better performance than
the traditional bearing-only protocols. Moreover, we design
the compensation function and present a condition to avoid
collisions among the agents during the formation task. The
main contributions of this article can be summarized as follows:

• A distributed fault-tolerant coordination protocol is de-
signed for heterogeneous nonlinear multi-UAV networks
by only detecting the relative bearing information. In
contrary to the conventional position-based and distance-
based protocols, the proposed algorithm is able to reduce
the sensing requirements of each agent significantly as the
angle observation can be easily obtained from vision-based
sensors.

• A novel compensation function based only on bearing
measurements is included to deal with the nonlinear
dynamics in the system and the actuator faults in the
controller. The stability of the bearing-only protocol is
established by Lyapunov method. Furthermore, we also
provide the robustness analysis of the protocol in the
presence of certain time delays.

• Collision-avoidance is considered in the algorithm design.

We reconstruct a compensation function and provide a
sufficient condition to ensure that there is no collision
between each neighboring agent during the formation
task. Moreover, we improve the form of the compensation
function to a continuous action and discuss the robustness
of the continuous formation protocol.

II. PRELIMINARIES AND PROBLEM STATEMENT

A. Notations and Preliminaries

Consider a team of N networked drones (with Nl leaders
and Nf followers) in Rd (N ≥ 2, d ≥ 2 and Nl +Nf = N ).
The interaction among the agents is described by an undirected
graph G = (V, E) with a nonempty vertex set V = Vl ∪
Vf = {v1, . . . , vN} and an edge set E ⊆ V × V , where Vl =
{v1, . . . , vNl

} and Vf = {vNl+1
, . . . , vN} represent the set of

leaders and followers. The edge (i, j) ∈ E demonstrates that
agent i can measure the relative bearing of agent j, and hence
agent j is a neighbor of i. Denote Ni = {j ∈ V : (i, j) ∈ E}
as the set of neighbors of agent i. It can be obtained that
(i, j) ∈ E ⇔ (j, i) ∈ E because the graph G is undirected.

Define the position of the ith agent as pi ∈ Rd. Suppose the
edge (i, j) corresponds to the kth directed edge in oriented
graph where k ∈ {1, · · · ,M}. The edge vector ηij for edge
(i, j) can be defined as

ηij = ηk = pj − pi.

Hence, the relative bearing vector of the jth agent with respect
to the ith agent is given as

βij = βk =
pj − pi

∥pj − pi∥
,

where ∥ · ∥ denotes the Euclidean norm of a vector or the
spectral norm of a matrix. The unit vector βij represents the
relative bearing of pj with respect to pi.

An oriented graph is an undirected graph with an orientation,
which is widely used in this paper. An orientation of an
undirected graph is the assignment of a direction to each
edge. Denote M = |E| as the number of undirected edges.
Then, the incidence matrix of the oriented graph is denoted
as H ∈ RM×N , where [H]ki = 1 if vertex i is the head
of edge k; [H]ki = −1 if vertex i is the tail of edge
k; and [H]ki = 0 otherwise. For an undirected connected
graph, it holds that rank(H) = N − 1 and H1N = 0
[36]. Let p = [pT1 , · · · , pTN ]T , η = [ηT1 , · · · , ηTM ]T , and
β = [βT

1 , · · · , βT
M ]T . Denote Id ∈ Rd×d as the identity matrix,

it can be implied from the defintion of H that η = H̄p, where
H̄ = H

⊗
Id.

Define the scale of the formation as

S(t) =

√√√√ 1

N

N∑
i=1

∥pi − p̄∥2 =
∥p− 1N

⊗
p̄∥√

N
,

where p̄ = 1
N (1N

⊗
Id)

T p denotes the centroid of the
formation.

Denote p∗ = [p∗
T

1 , · · · , p∗T

N ]T and β∗ = [β∗T

1 , · · · , β∗T

M ]T

as the configuration and bearing vector of the target formation.
The bearing Laplacian matrix B ∈ RdN×dN is demonstrated
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Fig. 1. Non-unique target formation under connections (a), and unique target
formation under connections (b and c).
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Fig. 2. The control architecture associated with the UAV systems.

to characterize the properties of a formation. Let Pβ∗
ij
= Id −

β∗
ij(β

∗
ij)

T ∈ Rd×d. The block of B is expressed as [37]

[B(G, p)]ij =


0, i ̸= j, (i, j) /∈ E ,
−Pβ∗

ij
, i ̸= j, (i, j) ∈ E ,∑

k∈Ni
Pβ∗

ik
, i = j, i ∈ V.

It is obvious that B is semi-positive definite,and Bp∗ =
B(1N

⊗
Id) = 0. According to the description of H and

B, we can imply that

B = H̄T diag(Pβ∗
k
)H̄, (1)

The partition of the bearing Laplacian matrix can be expressed
as

B =

[
Bll Blf

BT
lf Bff

]
, (2)

where Bff ∈ RdNf×dNf . The uniqueness of the target
formation can be ensured by the following lemma.

Lemma 1. [37] The target formation {p∗i }i∈V can be uniquely
determined by the states of the leaders {p∗i }i∈Vl

and the
bearing vectors {β∗

ij}(i,j)∈E ⇔ Bff is non-singular.

It should be noticed from Lemma 1 that the uniqueness of
the target formation depends on the sub-matrix Bff , which
denotes the connections between each follower agent. For
better understanding, three examples are listed in Fig. 1, where
the leaders are denoted by red stars, and the followers are
marked by green circles. The target formation can be uniquely
determined by the bearing vectors and the position of the
leaders under the topology (b) and (c).

B. Problem Statement

In this paper, we focus on constructing cooperative bearing-
only formation strategies for the followers in multi-UAV
systems. Let pi = [pix, piy, piz]

T be the state of the ith UAV

in a 3D space. Define χi and γi as the yaw and pitch angles
of the ith UAV to determine the velocity orientation of each
agent. The kinematic model of the ith UAV is described as

ṗix = vi cosχi cos γi

ṗiy = vi cosχi sin γi

ṗiz = vi sinχi

χ̇i = ωχi

γ̇i = ωγi

(3)

where vi, ωχi
, ωγi

stand for the linear and angular velocities.
Based on the fact that the attitude dynamics of the drone
is faster than the translation dynamics [38]. The feedback
linearization technique [39] can be utilized to transfer the highly
complex UAV kinematic model (3) to a first-order system [38].
Hence, the dynamics of each follower UAV can be described
as

ṗi(t) = ufi (t) + ϕi(pi(t)), ∀i ∈ Vf . (4)

where ϕi(·) ∈ Rd denotes the unknown nonlinear function in
the system, ufi (t) ∈ Rd stands for the control input with the
actuator faults caused by control system failures for the ith

agent [40], which is described as

ufi (t) = ui(t) + fi(t), (5)

where ui(t) ∈ Rd is the control input. The actuator faults
fi(t) ∈ Rd represent the unknown output bias of the actuator
channel ( [41], [42]) in the controller for the ith agent.
Fig. 2 reveals the overall control architecture. The bearing-only
protocol designed later will be implemented as the control
input.

Substituting (5) into (4), the dynamics of the heterogeneous
multi-UAV systems with actuator faults is written as

ṗi(t) = ui(t) + fi(t) + ϕi(pi(t)), ∀i ∈ Vf . (6)

Remark 1. In this work, we mainly focus on developing a novel
bearing-based formation tracking strategy to address multi-
UAV coordination problems. One of the challenges is to deal
with the collective behaviors of the UAVs using only relative
bearing information instead of absolute positions. Hence, only
simplified UAV models are considered in the coordination
protocol design to ensure that a feasible and effective solution
can be obtained, following other important works in this field
(e.g., [43]–[46]). Considering that the simplified UAV model
may not be precise enough in some real-world implementations,
a fine-tuning of the low-level feedback linearization controller
is suggested to be done before applying the proposed high-level
coordination approach.

To achieve the desired formation tracking objective, we have
the following assumptions

Assumption 1: The unknown nonlinear function ϕi(·) is
upper-bounded. i.e.,

∥ϕi(·)∥ ≤ ϕ̃(t), (7)

where ϕ̃(t) is a known continuous function.
Assumption 2: The unknown actuator fault fi(t) is upper-
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bounded. i.e.,
∥fi(t)∥ ≤ f̃ , (8)

where f̃ is a known positive constant.
Assumption 3: The target formation can be uniquely deter-

mined by the positions of the leaders., i.e., Bff > 0.
Assumption 4: There is no collision between each agent

during the formation task., i.e. There exists c > 0, such that
∥ηij∥ > c, ∀i, j ∈ V

Assumption 5: The formation scale S(t) is upper-bounded
during the task. i.e., S(t) ≤ S0, ∀ t ≥ 0.

We now illustrate the main objectives of this paper in a
precise form. Suppose the dynamics of each agent with actuator
faults can be generalized by system (6). The following problems
are solved in this work: i) How to design the fault-tolerant
formation protocol for heterogeneous nonlinear multi-UAV
networks based merely on the bearing vectors {βij}(i,j)∈E . ii)
How is the stability of the proposed strategy for heterogeneous
nonlinear time delay systems. iii) How to improve the control
scheme to avoid collisions between each agent. iv) How to
develop the collision-free controller with continuous action.

III. FAULT-TOLERANT BEARING FORMATION PROTOCOLS

In this section, a fault-tolerant bearing-only protocol is
proposed for heterogeneous nonlinear multi-UAV networks.
Moreover, we provide the stability analysis of the controller
in the presence of time delays and actuator faults.

A. Bearing-only protocol design for followers

The bearing-only control protocol of the followers is de-
signed as

ui(t) = kf
∑
j∈Ni

ζij +
∑
j∈Ni

Φi(ζij), i ∈ Vf . (9)

where ζij = ζk = βij(t)− β∗
ij(t) denotes the bearing error of

the kth bearing vector, kf is the positive control gain which
should be designed later, and the compensation function is
designed as

Φi(ζij) =

R(t)
ζij

∥ζij∥2
, when ∥ζij∥ ≠ 0

0, when ∥ζij∥ = 0.

where
R(t) = ϕ̃2(t) + f̃2. (10)

It can be found that the compensation function is only based
on bearing measurements.

Remark 2. It can be observed that the compensation function
Φi(ζij) is designed merely based on bearing measurement.
Hence, the overall controller (9) is still bearing-only, which
is more feasible in some real applications if traditional
position or distance measurements are not available or are less
accurate (e.g, the sensor is low-cost). Moreover, protocol (9)
is distributed because we only use the relative bearing vectors
from its neighbors Ni for the ith UAV via a communication
network.

Define the formation error as ξi = pi−p∗i , and ξ = [0, ξTf ]
T ,

where ξf = [ξTNl+1, · · · , ξTN ]T . Let ζ = [ζT1 , · · · , ζTM ]T =
g− g∗. Before we show the main theorem and associate proof,
the following lemmas should be introduced

Lemma 2. [47]: Suppose Assumption 4 holds, we have

pT H̄T ζ ≥ 0 (11)

(p∗)T H̄T ζ ≤ 0 (12)

ξT H̄T ζ ≥ 0 (13)

Lemma 3. For each agent in the system, under Assumptions
4 and 5, it holds that

∥ηk∥ ≤ 2NS0. (14)

Proof. Since

N2S(t)2 = N

N∑
k=1

∥pk − p̄∥2

≥ (∥pi − p̄∥+
N∑

k∈V,k ̸=i

∥pk − p̄∥)2

≥ ∥pi − p̄∥2

(15)

From Assumption 5, we have

∥ηk∥ = ∥pi − pj∥
= ∥(pi − p̄)− (pj − p̄)∥
≤ ∥pi − p̄∥+ ∥pj − p̄∥
≤ 2NS(t) ≤ 2NS0.

(16)

Lemma 4. Suppose Assumptions 4 and 5 hold, we have

pT H̄T ζ ≥ ξT ξλmin(Bff )

4NS0
, (17)

where λmin(Bff ) > 0 denotes the minimum eigenvalue of Bff .

Proof. In one hand, based on Lemma 3 in [47], it can be
obtained that

pTBp =
M∑
k=1

∥ηk∥2(1− βT
k β

∗
k)(1 + βT

k β
∗
k)

≤ 2

M∑
k=1

∥ηk∥2(1− βT
k β

∗
k)

=

M∑
k=1

∥ηk∥2∥βk − β∗
k∥2.

(18)

In another hand, it can be computed that

pT H̄T ζ =

M∑
k=1

(ηTk βk − ηTk β
∗
k)

=

M∑
k=1

∥ηk∥(1− βT
k β

∗
k).

(19)

Furthermore, let ξf = [ξTNl+1, · · · , ξTN ]T , and ξ can be
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rewritten as
ξ = [0, ξTf ]

T . (20)

Since Bp∗ = 0, it follows that

pTBp = ξTBξ = ξTf Bffξf ≥ ξT ξλmin(Bff ) (21)

Combining (14), (18), (19), and (21), we have

ξT ξλmin(Bff ) ≤ pTBp

≤ 2

M∑
k=1

∥ηk∥2(1− βT
k β

∗
k)

≤ 2max
k

∥ηk∥
M∑
k=1

∥ηk∥(1− βT
k β

∗
k)

≤ 4NS0

M∑
k=1

∥ηk∥(1− βT
k β

∗
k)

= 4NS0p
T H̄T ζ.

(22)

Hence, we can claim that (17) holds.

Now, we would like to present the following theorem.

Theorem 1. Consider the heterogeneous nonlinear leader-
follower multi-UAV systems (6). Under Assumptions 1-5 and
the control strategy (9), all the agents will converge to the
target formation exponentially if kf is selected to satisfy

kf >
4NNfS0

λmin(Bff )Mc
. (23)

Proof. By implementing the protocol (9), the dynamics of the
nonlinear multi-UAV systems (6) can be written in a compact
form as

ṗ = −
[

0 0
0 IdNf

]
H̄T (kfζ+Φ(ζ))+ϕ(p(t))+f(t), (24)

where ϕ(p(t)) = [0, · · · , ϕTNl+1(pNl+1(t)), · · · , ϕTN (pN (t))]T ,
f(t) = [0, · · · , fTNl+1(t), · · · , fTN (t)]T , and

Φ(ζ) = R(t)

[
ζT1

∥ζ1∥2
, · · · , ζTM

∥ζM∥2

]T
.

The Lyapunov candidate can be selected as

V =
1

2
ξT ξ. (25)

Based on Lemma 2 and Lemma 4, the deviation of V can be
expressed as

V̇ = ξT ṗ

= −kfξT H̄T ζ − ξT H̄TΦ(ζ) + ξT (ϕ(p(t)) + f(t))

≤ −kfpT H̄T ζ − ξT H̄TΦ(ζ) + ξT (ϕ(p(t)) + f(t))

≤ −kf
ξT ξλmin(Bff )

4NS0
+Π,

(26)

where
Π = −ξT (H̄TΦ(ζ)− ϕ(p(t))− f(t)).

According to (7), (8), and the average inequality, we can imply

that

Π = −(η − η∗)TΦ(ζ) + ξT (ϕ(p(t)) + f(t))

= −(

M∑
k=1

ηTk βk − ηTk β
∗
k

∥βk − β∗
k∥2

−
M∑
k=1

η∗
T

k βk − η∗
T

k β∗
k

∥βk − β∗
k∥2

)(ϕ̃2(t) + f̃2)

+ ξT (ϕ(p(t)) + f(t))

= −(

M∑
k=1

∥ηk∥(1− βT
k β

∗
k)

∥βk − β∗
k∥2

−
M∑
k=1

∥η∗k∥(βT
k β

∗
k − 1)

∥βk − β∗
k∥2

)(ϕ̃2(t)+

f̃2) + ξT (ϕ(p(t)) + f(t))

≤ −
M∑
k=1

∥ηk∥
2

(ϕ̃2(t) + f̃2) + ξT (ϕ(p(t)) + f(t))

≤ −
M∑
k=1

∥ηk∥
2

(ϕ̃2(t) + f̃2) +
Mc

2Nf

N∑
i=Nl+1

∥ϕi(pi(t))∥2

+
Nf

Mc
ξT ξ +

Mc

2Nf

N∑
i=Nl+1

∥fi(t))∥2

≤ Nf

Mc
ξT ξ −

M∑
k=1

∥ηk∥ − c

2
(ϕ̃2(t) + f̃2)

≤ Nf

Mc
ξT ξ.

(27)
Substituting (27) to (26), it follows from (23) that

V̇ ≤ −(
kfλmin(Bff )

4NS0
− Nf

Mc
)ξT ξ

= −āV < 0,

(28)

where ā denotes the exponential convergence rate which is
expressed as

ā =
kfMcλmin(Bff )− 4NNfS0

4NMcS0
> 0.

Hence, under the protocol (9), the formation error ξ will
converge to zero exponentially. That is to say, all the agents
will converge to the target formation exponentially.

B. Stability analysis in the presence of time delay

It is noticeable that time delay always exists in ITS and
it should be considered in the control protocol design. This
section focuses on the stability analysis of the proposed protocol
(9) in the presence of time delays.

Following the system analysis provided in [48], the dynamics
of the nonlinear multi-agent time delay system with time-
varying actuator faults can be described as

ṗi(t) = ui(t) + fi(t) + ϕi(pi(t− τi)), i ∈ Vf , (29)

where τi > 0 denotes the bounded state time delay in the
system for the ith agent with the boundary τ̂ .

Now, we present the stability analysis of the control law (9)
in the heterogeneous nonlinear multi-agent time delay system
with actuator faults.

Theorem 2. Consider the nonlinear multi-agent time delay
system (29). Under Assumptions 1-5 and the control strategy
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(9), if kf satisfies (23), all the agents will converge to the
target formation asymptotically.

Proof. The compact form of the time delay system (29) under
the protocol (9) is written as

ṗ =−
[

0 0
0 IdNf

]
H̄T (kfζ +G(ζ)(ϕ̃2(t) + f̃2))

+ ϕ(p(t− τ)) + f(t),

(30)

where ϕ(p(t − τ)) = [0, · · · , ϕTNl+1(pNl+1(t − τNl+1)), · · · ,
ϕTN (pN (t− τN ))]T , and

G(ζ) =

[
ζT1

∥ζ1∥2
, · · · , ζTM

∥ζM∥2

]T
.

We construct the Lyapunov function as

V =
1

2
ξT ξ +

Mc

2Nf
Vτ (31)

where

Vτ =

N∑
i=Nl+1

∫ t

t−τi

∥ϕi(pi(σ))∥2dσ

it can be implied that

V̇τ =

N∑
i=Nl+1

(∥ϕi(pi(t))∥2 − ∥ϕi(pi(t− τi))∥2) (32)

Hence, the deviation of V can be described as

V̇ = ξT ṗ+
Mc

2Nf

N∑
i=Nl+1

(∥ϕi(pi(t))∥2 − ∥ϕi(pi(t− τi))∥2)

= −kfξT H̄T ζ + ξT H̄TG(ζ)(ϕ̃2(t) + f̃2) + ξTϕ(p(t− τ))

+ ξT f(t) +
Mc

2Nf
(∥ϕ(p(t))∥2 − ∥ϕ(p(t− τ))∥2)

≤ −kfpT H̄T ζ +Π1 +Π2

≤ −kf
ξT ξλmin(Bff )

4NS0
+Π1 +Π2,

(33)
where

Π1 = −ξT (H̄TG(ζ)f̃2 − f(t)),

and
Π2 =− ξT (H̄TG(ζ)ϕ̃2(t)− ϕ(p(t− τ))+

Mc

2Nf
(∥ϕ(p(t))∥2 − ∥ϕ(p(t− τ))∥2).

Similar to the discussion in (27), we can get

Π1 = −(η − η∗)TG(ζ)f̃2 + ξT f(t))

≤ −
M∑
k=1

∥ηk∥
2

f̃2 + ξT f(t)

≤ Nf

2Mc
ξT ξ −

M∑
k=1

∥ηk∥ − c

2
f̃2 ≤ Nf

2Mc
ξT ξ,

(34)

and

Π2 = −(η − η∗)TG(ζ)ϕ̃2(t) + ξTϕ(p(t− τ)) +
Mc

2Nf

(∥ϕ(p(t))∥2 − ∥ϕ(p(t− τ))∥2)

≤ −
M∑
k=1

∥ηk∥
2

ϕ̃2(t) +
Mc

2Nf
∥ϕ(p(t))∥2 + ξTϕ(p(t− τ))

− Mc

2Nf
∥ϕ(p(t− τ))∥2

≤ ξTϕ(p(t− τ))− Mc

2Nf
∥ϕ(p(t− τ))∥2 + ϕ̃2(t)∗

M∑
k=1

c− ∥ηk∥
2

≤ ξTϕ(p(t− τ))− Mc

2Nf
∥ϕ(p(t− τ))∥2

≤ Nf

2Mc
ξT ξ +

Mc

2Nf
∥ϕ(p(t− τ))∥2 − Mc

2Nf
∥ϕ(p(t− τ))∥2

=
Nf

2Mc
ξT ξ.

(35)
Substituting (34) and (35) to (33), from (23), it can be obtained
that

V̇ ≤ −kfMcλmin(Bff )− 4NNfS0

4NMcS0
ξT ξ

< 0,

(36)

Then it follows that, under the protocol (9), the formation error
ξ converges to zero asymptotically. In another word, all the
agents will converge to the target formation asymptotically.

The fault-tolerant bearing-only formation algorithm is pre-
sented in Algorithm 1.

IV. FAULT-TOLERANT BEARING FORMATION PROTOCOLS
WITH COLLISION-AVOIDANCE

Noting that Theorem 1 and 2 are based on the assumption of
collision-free among the agents. In this section, we reconstruct
the formation protocol and provide a sufficient condition of
collision avoidance to remove Assumptions 4 and 5 as shown
in the previous sections. Furthermore, we then improve the
collision-free controller with continuous action.

A. Collision-avoidance controller design

The collision-free bearing-only formation protocol for the
ith agent is designed as

ui(t) =
∑
j∈Ni

ζij + Γ
∑
j∈Ni

Φ̄i(ζij), i ∈ Vf , (37)

where Γ is the positive control gain which will be designed
later, and the compensation function is modified as

Φ̄i(ζij) =

Q(t)
ζij
∥ζij∥

, when ∥ζij∥ ≠ 0

0, when ∥ζij∥ = 0.

where
Q(t) = ϕ̃(t) + f̃ . (38)
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Algorithm 1 Fault-tolerant bearing-only protocol design
1: Select Nl leader agents labeled with {1, 2, · · · , Nl} and
Nf follower agents labeled with {Nl+1, · · · , N} ;

2: Set the target formation configuration p∗ and compute the
target bearing β∗;

3: Set the initial state for each agent;
4: if Assumptions 1 and 2 are satisfied then
5: Set R(t) = ϕ̃2(t) + f̃2;
6: if Assumption 4 is satisfied then
7: Set the bidirectional communication graph and the

oriented graph among each agent;
8: Compute the edge and bearing vectors for each

agent, marked with {1, 2, · · · ,M};
9: Compute the bearing Laplacian matrix B;

10: if Bff > 0 then
11: for the kth bearing vector
12: if ∥ζk∥ ≠ 0 then;
13: Φi(ζk) = R(t) ζk

∥ζk∥2 ;
14: else
15: Φi(ζk) = 0;
16: end if
17: Set the control gain kf
18: if kf satisfies (23) then
19: Construct the control law ui given in (9);
20: else
21: Back to step 17;
22: end if
23: else
24: Back to step 7;
25: end if
26: else
27: Back to step 3;
28: end if
29: else
30: Back to step 1;
31: end if

Now, we would like to present the following theorem

Theorem 3. Consider the heterogeneous nonlinear leader-
follower multi-UAV systems (6). Under Assumptions 1-3 and
the control strategy (37). Denote κ = mini,j∈V∥p∗i − p∗j∥, if
the initial state of each agent satisfies

∥ξ(0)∥ ≤ κ− c√
Nf

, (39)

there is no collision between each agent during the formation.
Furthermore, all the agents will converge to the target formation
exponentially by selecting the control gain

Γ ≥ 2

√
Nf

λmin(Bff )
. (40)

Proof. The compact form of (6) by implementing the collision-
avoidance protocol (37) is expressed as

ṗ = −
[

0 0
0 IdNf

]
H̄T (ζ +ΓΦ̄(ζ)) + ϕ(p(t)) + f(t), (41)

where

Φ̄(ζ) = Q(t)

[
ζT1
∥ζ1∥

, · · · , ζTM
∥ζM∥

]T
.

Choosing the Lyapunov candidate as

V =
1

2
ξT ξ. (42)

The deviation of V is computed as

V̇ = ξT ṗ

= −ξT H̄T ζ − ΓξT H̄T Φ̄(ζ) + ξT (ϕ(p(t)) + f(t))

≤ −pT H̄T ζ − ΓξT H̄T Φ̄(ζ) + ξT (ϕ(p(t)) + f(t))

= −pT H̄T ζ +Π3 +Π4,

(43)

where

Π3 = −ΓξT H̄T Φ̄(ζ), Π4 = ξT (ϕ(p(t)) + f(t)).

It can be obtained from the definition of Φ̄ that

Π3 = −(η − η∗)T Φ̄(ζ)

= −Γ(

M∑
k=1

ηTk βk − ηTk β
∗
k

∥βk − β∗
k∥

−
M∑
k=1

η∗
T

k βk − η∗
T

k β∗
k

∥βk − β∗
k∥

)Q(t)

= −Γ(

M∑
k=1

∥ηk∥(1− βT
k β

∗
k)

∥βk − β∗
k∥

−
M∑
k=1

∥η∗k∥(βT
k β

∗
k − 1)

∥βk − β∗
k∥

)Q(t)

≤ −Γ

2

M∑
k=1

∥ηk∥∥ζk∥Q(t)

≤ −

√
Nf

λmin(Bff )

M∑
k=1

∥ηk∥∥ζk∥Q(t)

(44)

From (22), we have

∥ξ∥ ≤

√√√√ 1

λmin(Bff )

M∑
k=1

∥ηk∥2∥ζk∥2

≤

√
1

λmin(Bff )

M∑
k=1

∥ηk∥∥ζk∥.

(45)

Hence, it follows that

Π4 ≤ ∥ξ∥∥ϕ(p(t)) + f(t)∥
≤ ∥ξ∥(∥ϕ(p(t))∥+ ∥f(t)∥)

≤

√
Nf

λmin(Bff )

M∑
k=1

∥ηk∥∥ζk∥Q(t).

(46)

Combining (43), (44), and (46), from Lemma 2 and (22),
we can get

V̇ ≤ −pT H̄T ζ +Π3 +Π4

≤ −pT H̄T ζ

≤ − λmin(Bff )

2maxk ∥ηk∥
ξT ξ

≤ 0.

(47)

In another words, ξ(t) ≤ ξ(0) for any t > 0. According to
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(39), we can observe that

∥ηk(t)∥ = ∥ηij(t)∥ = ∥(p∗i − p∗j ) + (pi − p∗i )− (pj − p∗j )∥
≥ ∥η∗k∥ − ∥ξi(t)∥ − ∥ξj(t)∥

≥ ∥η∗k∥ −
N∑
i=1

∥ξi(t)∥

≥ ∥η∗k∥ −
√
Nf∥ξ(t)∥

≥ ∥η∗k∥ −
√
Nf∥ξ(0)∥

≥ ∥η∗k∥ − κ+ c ≥ c.
(48)

Hence, there is no collision between each agent during the
formation task under the condition (39).

Noting that

max
k

∥ηk∥ ≤ ∥η∥

≤ ∥H̄∥∥p− p∗ + p∗∥
≤ ∥H̄∥(∥ξ(t)∥+ ∥p∗∥)
≤ ∥H̄∥(∥ξ(0)∥+ ∥p∗∥),

(49)

Together with (47), we have

V̇ ≤ − λmin(Bff )

2∥H̄∥(∥ξ(0)∥+ ∥p∗∥)
ξT ξ = −ãV. (50)

where ã stands for the exponential converge rate which is
denoted as

ã =
λmin(Bff )

∥H̄∥(∥ξ(0)∥+ ∥p∗∥)
> 0.

That is to say, the formation error converges to zero exponen-
tially.

B. Collision-avoidance protocol design with continuous action

It can be observed that the collision-avoidance protocol
(37) is discontinuous. This drawback is possible to trigger the
chattering effect in the control signal in real implementation
[49]. According to [50], the boundary layer technique can be
utilized to minimize this restriction. Enlightened by this method,
the continuous collision-avoidance protocol is designed as

ui(t) =
∑
j∈Ni

ζij + Γ
∑
j∈Ni

Φ̄c(ζij), i ∈ Vf , (51)

with the compensation function Φ̄c is modified as

Φ̄c(ζij) =


Q(t)

ζij
∥ζij∥

, when ∥ζij∥ > ε

Q(t)
ζij
ε
, when ∥ζij∥ ≤ ε.

(52)

The following theorem reveals the stability of the collision-
avoidance protocol with continuous form.

Theorem 4. Consider the heterogeneous nonlinear leader-
follower multi-UAV systems (6). Under Assumption 1-3 and
the control strategy (51). Suppose ϕ̃(t) ≤ ϕ∗. There is no
collision between each agent during the formation if (39)
holds. Furthermore, the formation error ξ of the agents will

converge to a bounded set

Ω =

{
ξ : ∥ξ∥ ≤ ψ(ε)

1− ψ(ε)
∥p∗∥

}
.

if the control gain Γ satisfies (40), and ε is small enough such
that ψ(ε) is small enough, where

ψ(ε) = 4

√
ε2Q2M2Nf

λ3min(Bff )
∥H̄∥,

and Q = ϕ∗ + f̃ .

Proof. The compact form of (6) under the modified protocol
(51) is described as

ṗ = −
[

0 0
0 IdNf

]
H̄T (ζ+ΓΦ̄c(ζ))+ϕ(p(t))+f(t), (53)

where
Φ̄c(ζ) =

[
ϕ̄Tc (ζ1), · · · , ϕ̄Tc (ζM )

]T
.

Considering the Lyapunov function as

V =
1

2
ξT ξ. (54)

It can be obtained from (43) that

V̇ = ξT ṗ

≤ −pT H̄T ζ +Πc
3 +Π4,

(55)

where

Πc
3 = −ΓξT H̄T Φ̄c(ζ), Π4 = ξT (ϕ(p(t)) + f(t)).

To analyse the modified compensation function Φ̄c. Three cases
should be discussed in the following stage.

Case 1: if ∥ξk∥ > ε, ∀k ∈ {1, 2, · · · ,M}. From (44), we
can get

Πc
3 = Π3 ≤ −

√
Nf

λmin(Bff )

M∑
k=1

∥ηk∥∥ζk∥Q(t). (56)

Based on (46), we have

Πc
3 +Π4 ≤ 0. (57)

Case 2: if ∥ξk∥ ≤ ε, ∀k ∈ {1, 2, · · · ,M}. In one hand

Πc
3 = −(η − η∗)T Φ̄c(ζ)

= −Γ(

M∑
k=1

ηTk βk − ηTk β
∗
k

ε
−

M∑
k=1

η∗
T

k βk − η∗
T

k β∗
k

ε
)Q(t)

= −Γ(

M∑
k=1

∥ηk∥(1− βT
k β

∗
k)

ε
−

M∑
k=1

∥η∗k∥(βT
k β

∗
k − 1)

ε
)Q(t)

≤ −Γ

2

M∑
k=1

∥ηk∥∥ζk∥2

ε
Q(t)

≤ 0.
(58)
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In another hand, from (46) and (52), it follows that

Π4 ≤

√
Nf

λmin(Bff )

M∑
k=1

∥ηk∥∥ζk∥Q(t).

≤ ε

√
M2Nf

λmin(Bff )
∥η∥Q

(59)

Hence, we have

Πc
3 +Π4 ≤ ε

√
M2Nf

λmin(Bff )
∥η∥Q. (60)

Case 3: if ∥ξk∥ does not satisfy Case 1 or Case 2. In another
word, we can supposed that ∥ξk∥ > ε, ∀k ∈ {1, 2, · · · ,M1},
and ∥ξk∥ ≤ ε, ∀k ∈ {M1, · · · ,M}. According to (44) and
(58), it can be observed that

Πc
3 = −(η − η∗)T Φ̄c(ζ)

= −Γ(

M1∑
k=1

ηTk βk − ηTk β
∗
k

∥βk − β∗
k∥

−
M1∑
k=1

η∗
T

k βk − η∗
T

k β∗
k

∥βk − β∗
k∥

)Q(t)

− Γ(

M∑
k=M1

ηTk βk − ηTk β
∗
k

ε
−

M∑
k=M1

η∗
T

k βk − η∗
T

k β∗
k

ε
)Q(t)

= −Γ(

M1∑
k=1

∥ηk∥(1− βT
k β

∗
k)

∥βk − β∗
k∥

−
M1∑
k=1

∥η∗k∥(βT
k β

∗
k − 1)

∥βk − β∗
k∥

)Q(t)

− Γ(

M∑
k=M1

∥ηk∥(1− βT
k β

∗
k)

ε
−

M∑
k=M1

∥η∗k∥(βT
k β

∗
k − 1)

ε
)Q(t)

≤ −Γ

2

M1∑
k=1

∥ηk∥∥ζk∥Q(t)

≤ −

√
Nf

λmin(Bff )

M1∑
k=1

∥ηk∥∥ζk∥Q(t),

(61)
and

Π4 ≤

√
Nf

λmin(Bff )

M∑
k=1

∥ηk∥∥ζk∥Q(t)

≤

√
Nf

λmin(Bff )

M1∑
k=1

∥ηk∥∥ζk∥Q(t)+

ε

√
(M −M1)2Nf

λmin(Bff )
∥η∥Q

(62)

Then, it follows that

Πc
3 +Π4 ≤ ε

√
(M −M1)2Nf

λmin(Bff )
∥η∥Q. (63)

Based on the above discussion, it can be implied that Πc
3 +Π4

satisfies (60) for all the cases. Hence, we can substitute (60)

Fig. 3. The communications between each agent (a) Case 1 and 2; (b) Case
3.

to (55), it follows by

V̇ ≤ −pT H̄T ζ +Πc
3 +Π4

≤ −λmin(Bff )

2∥η∥
ξT ξ + ε

√
M2Nf

λmin(Bff )
∥η∥Q

≤ − λmin(Bff )

2∥H̄∥(∥ξ∥+ ∥p∗∥)
ξT ξ + ε

√
M2Nf

λmin(Bff )
∥H̄∥(∥ξ∥

+ ∥p∗∥)Q = h(ξ).
(64)

Solving the inequality h(ξ) < 0, we have

∥ξ(t)∥ > ψ(ε)

1− ψ(ε)
∥p∗∥. (65)

Define the bounded set Ω as

Ω =

{
ξ : ∥ξ∥ ≤ ψ(ε)

1− ψ(ε)
∥p∗∥

}
.

Denote Ω̄ as supplementary set of Ω. If ξ ∈ Ω̄, it can be
obtained that

V̇ ≤ 0. (66)

That is to say, the formation error ξ of the agents will converge
to a bounded set Ω by implementing the protocol (51), and
there is no collision between each agent during the process
under the condition (39). This completes the proof.

The collision-free fault-tolerant bearing-only formation al-
gorithm is presented in Algorithm 2.

V. SIMULATION RESULTS

In this section, four case studies are provided to validate the
effectiveness of the proposed theoretical results.

A. Case 1: Fault-tolerant bearing-only formation tracking

The first case study focuses on the effectiveness of the
proposed fault-tolerant bearing-only formation protocol (9).
Considering the multi-UAV networks with two stationary
leaders and eight followers. The network connections among
the agents are demonstrated in Fig. 3(a), where the red stars
denote the leaders and the green circles represent the followers.
According to the labels in Fig. 3(a), we obtain that Vl = {1, 2},
and Vf = {3, 4, 5, 6, 7, 8, 9, 10}. The target formation is
defined as two hexagons together in a 3D space. Denoted
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Algorithm 2 Collision-free fault-tolerant bearing-only protocol
design

1: Select Nl leader agents labeled with {1, 2, · · · , Nl} and
Nf follower agents labeled with {Nl+1, · · · , N};

2: Set the target formation configuration p∗ and compute the
target bearing β∗;

3: Set the initial state for each agent;
4: if Collision-free condition (39) does not hold then
5: Back to step 3;
6: end if
7: if Assumptions 1 and 2 are satisfied then
8: Set Q(t) = ϕ̃(t) + f̃ ;
9: Set the bidirectional communication graph and the

oriented graph among each agent;
10: Compute the edge and bearing vectors for each agent,

marked with {1, 2, · · · ,M};
11: Compute the bearing Laplacian matrix B;
12: if Bff > 0 then
13: Set a threshold ε, for the kth bearing vector;
14: if ∥ζk∥ > ε then
15: Φ̄c(ζk) = Q(t) ζk

∥ζk∥ ;
16: else
17: Φ̄c(ζk) = Q(t) ζkε ;
18: end if
19: Set the control gain Γ
20: if Γ satisfies (40) then
21: Construct the control law ui given in (51);
22: else
23: Back to step 19;
24: end if
25: else
26: Back to step 9;
27: end if
28: else
29: Back to step 1;
30: end if

the position of each agent in R3 as pi = [pix, piy, piz]
T , i ∈ V .

We choose the nonlinear function ϕi for the ith agent as

ϕi =


sin(ipix(t)π/10)sin(t/10)

3

− sin(ipiy(t)π/10)sin(t/10)
3

cos(ipiz(t)π/10)sin(t/10)
3

 , i ∈ Vf . (67)

The actuator faults are set by

fi =


sin(t+ (i−1)π

15 )

3
cos(t+ (i−1)π

15 )

3

− cos(t+ (i−1)π
15 )

3

 , i ∈ Vf . (68)

It can be implied that ∥ϕi∥ ≤ sin(t/10), and ∥fi∥ ≤ 1.
Consequently, the term R(t) in controller (9) can be selected
as

R(t) = 1 + sin2
t

10
. (69)

The leaders are fixed at (2, 1, 6) and (4, 1, 6), and the initial
positions of the followers are set as (5, 1, 1), (4, 2, 0), (3, 2, 8),

Fig. 4. The trajectory of each follower agent in case 1.

Fig. 5. The formation error of each follower agent in case 1.

(3, 5, 4), (1, 0, 7), (3,−1, 3), (4,−3, 0), and (7, 0, 2). We fur-
ther adjust the control gain as kf = 20 to satisfy the condition
in Theorem 1.

Fig. 4 illustrates the trajectory of each follower during the
formation by applying the protocol (9). The states of the
leaders are labeled by two red stars, and the movements of
the followers are denoted by eight dashed lines with different
colors. The time variation of the formation error ∥ξi(t)∥ for
each follower is elucidated in Fig, 5. The formation errors
converge to zero and all the follower agents will converge to
the target formation. Therefore, it can be obtained the formation
task can be accomplished by the proposed controller (9).

B. Case 2: Formation tracking in the presence of various time
delays

In this case, time delays in system dynamics are taken into
consideration to verify the robustness of the proposed bearing-
only formation protocol (9). The setup of the agents is the
same as that in Case 1. Specially, the nonlinear function ϕi
with time delays for the ith follower agent is reset as

ϕi(pi(t− τ)) =


sin(ipix(t−τ)π/2)

3

− sin(ipiy(t−τ)π/2)
3

cos(ipiz(t−τ)π/2)
3

 , i ∈ Vf . (70)

The actuator faults are expressed by equation (68). It can be
computed that ∥ϕi∥ ≤ 1, and ∥fi∥ ≤ 1. Therefore, we can
choose R(t) = 2 in this case.
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Delay=1.5s 

Delay=3s Delay=5s 

Delay=0.5s 

Fig. 6. The formation error of each follower agent in the presence of time
delays with (a) τ1 = 0.5 s, (b) τ2 = 1.5 s, (c) τ3 = 3 s, and (d) τ4 = 5 s.

We test four examples with different time delays set as
τ1 = 0.5 s, τ2 = 1.5 s, τ3 = 3 s, and τ4 = 5 s. By
implementing Algorithm 1 to each follower, the time variations
of the formation error ∥ξi(t)∥ for each follower are displayed
in Fig, 6(a)-(d). It can be observed that all formation errors
will converge to zero with various time delays. That is to say,
the proposed protocol (9) is robust if there exist certain time
delays in the system dynamics.

C. Case 3: Formation tracking protocol with continuous action

The case study on the continuous bearing-only protocol (51)
is shown in this section. The drones are set with the same
altitudes. Hence, the dimension can be degraded from 3D to
2D space. We aim to utilize two leader agents fixed at [9, 9]
and [9, 3], and four follower agents as the multi-UAV networks
to form four equilateral triangles together. The interaction
topology between each agent is shown in Fig, 3(b). It can
be obtained that Vl = {1, 2}, and Vf = {3, 4, 5, 6} from the
labels in Fig, 3(b). The initial positions of the followers are
shown in Fig. 7(a). Denote the state of each agent in R2 as
pi = [pix, piy]

T , the nonlinear function ϕi of the ith agent is
defined as

ϕi =

[
tsin(ipix(t)π/8)

3(t+1)
tcos(ipiy(t)π/8)

3(t+1)

]
, i ∈ Vf . (71)

The actuator faults are described as

fi =

 (t+2)cos(t+ (i−1)π
15 )

6(t+1)

(t+2)sin(t+ (i−1)π
15 )

6(t+1)

 , i ∈ Vf . (72)

It can be obtained that ∥ϕi∥ ≤ t/(t + 1) ≤ 1, and ∥fi∥ ≤ 1.
Hence, we can set Q(t) = 1 + t/(t+ 1) and Q = 2.

According to Algorithm 2, we set the threshold as ε = 10−3.
The control gain can be selected as Γ = 10. The trajectories
of the follower agents are reflected in Fig. 7 at different time

 
t=0s t=2s 

t=10s t=5s 

Fig. 7. The trajectories of the follower agents at time (a) t = 0s, (b) t = 2s,
(c) t = 5s, and (d) t = 10s in case 3.

 

Fig. 8. The control inputs of each follower agent along (a) x-axis, and (b)
y-axis in case 3.

Fig. 9. The formation error of each follower agent in case 3.

instants. It can be verified that all the followers converge to
the target formation within 10 s. From the snapshots of the
positions of the agents, it can also be easily seen that there is
no collision among the agents during the formation tracking
task. Fig. 8 reveals that the control inputs ui along the x-axis
and y-axis are continuous and will converge to zero. Fig. 9 also
demonstrates that formation error ∥ξi∥ of each follower will
converge to a small bounded set if the positive threshold ε is
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Fig. 10. Simulation results illustrate the performance of the bearing-only protocol with different parameters (a) Γ = 12, (b) Γ = 2, and (c) Γ = 0.01.

small enough. This validates the feasibility of the fault-tolerant
bearing-only formation protocol (51).

In order to explore the effect of the heterogeneous nonlinear
items in the systems, we further design design the simulations
to demonstrate the performance of the proposed protocol with
different parameters. The set up in this simulation is same
as set in this section. The actuator faults are generated by
(72). The heterogeneous nonlinear function of the ith UAV is
described as

ϕi = i

[
t sin(ipix(t)π/8)

6(t+1)
t cos(ipiy(t)π/8)

6(t+1)

]
, i ∈ Vf . (73)

Similarly, we can also choose Q = 2 and ε = 10−3. By
implementing the proposed algorithm (51) with (a) Γ = 12, (b)
Γ = 2, and (c) Γ = 0.01, the results are shown in Fig. 10. We
can obtain from Fig. 10 (c) that the heterogeneous nonlinear
items are hardly to be diminished if the parameter Γ is too small
(Γ = 0.01). After increasing the value of Γ equals to 2, it can
be observed from Fig. 10 (b) that the heterogeneous nonlinear
items can be partly tackled by the compensation function and
the formation and bearing errors are closer to zero. Moreover,
if we select the parameter Γ satisfies the condition in Theorem
4. According to Fig. 10 (a), the heterogeneous nonlinear items
can be eliminated be the controller (51). That is to say, the
effect of the heterogeneous nonlinear function is related to the
parameter Γ which should be designed carefully to satisfy the
condition in Theorem 4.

D. Comparison with traditional bearing-only formation track-
ing strategy

In this section, the comparison between the proposed

 

Fig. 11. Performance of (a) proposed algorithm, (b) traditional bearing-only
algorithm.

bearing-only strategy with the traditional bearing-only protocol
proposed in [47] is explored to further illustrate the novelty of
the compensation function. Two fixed leaders and four followers
are adopted for both cases with the same target formation as
shown in Case 3. The nonlinear function and the actuator
faults are generated by (71) and (72). The initial states of the
followers are randomly selected from [−5, 5]× [−5, 5]. We run
50 times simulation for each protocol and the results are shown
in Fig. 11 (a) and (b). The red and blue zones demonstrate the
results of the proposed and traditional algorithms, and the blue
and red solid lines denote the average results. Since the system
is nonlinear and there exist actuator faults in the controller. The
formation error cannot converge to zero under the traditional
method (Fig. 11(b)). However, these factors will be eliminated
if the compensation function is implemented in the controller
(Fig. 11(a)). Hence, the proposed protocol shows a better robust
performance than the traditional algorithm when dealing with
complex agent dynamics, which may be more reliable when
implemented in real robotic platforms.
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VI. CONCLUSION

This paper addresses the bearing coordination problem
for nonlinear multi-UAV networks with actuator faults. We
proposed the fault-tolerant bearing-only formation protocols for
each follower in the system. A novel compensation function
based only on bearing measurements is designed to deal with
nonlinear dynamics and the faults in the system. We further
discuss the robustness of the protocol if there exist time
delays in the system. Moreover, we present a new scheme
for the compensation function and a sufficient condition to
guarantee that all the agents are collision-free. The stability of
the collision-free algorithm with continuous action can be also
ensured by Lyapunov method. Finally, we provide simulations
to verify the effectiveness of the proposed protocols. In the
future, more characteristics of the UAVs will be addressed in
the control systems design to further strengthen the feasibility
and real-world coordination performance.
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