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Precise predictions are provided for the production of a Z boson and a b-jet in hadron-hadron collisions
within the framework of perturbative QCD, at Oðα3sÞ. To obtain these predictions, we perform the first
calculation of a hadronic scattering process involving the direct production of a flavored jet at next-to-next-
to-leading-order accuracy in massless QCD and extend techniques to also account for the impact of finite
heavy-quark mass effects. The predictions are compared to CMS data obtained in pp collisions at a center-
of-mass energy of 8 TeV, which are the most precise data from run I of the LHC for this process, where a
good description of the data is achieved. To allow this comparison, we have performed an unfolding of the
data, which overcomes the long-standing issue that the experimental and theoretical definitions of jet flavor
are incompatible.

DOI: 10.1103/PhysRevLett.125.222002

Introduction.—The high-energy hadron collisions at the
LHC provide an environment in which to search for signals
of physics beyond-the-standard model, both through
precision measurements of known processes as well as
direct searches. An indispensable tool in this endeavor is
the identification of flavored QCD radiation that is gen-
erated in these collisions—e.g., a jet of hadrons that are
consistent with being initiated by a quark of a specific
flavor (such as a charm or beauty quark). The LHC
Collaborations have been successful in identifying such
signatures [1–3], which has enabled a range of measure-
ments that involve the production of a flavored jet(s) to be
performed. Crucially, the sensitivity of these measurements
(through a comparison to theory) relies on the availability
of both precise and consistent predictions for standard
model processes involving the production of flavored jets.
However, a number of theoretical and experimental issues
currently prohibit such a comparison.
Theoretical predictions for processes involving the direct

production of a flavored jet in hadron-hadron scattering are
currently limited to next-to-leading order (NLO) QCD
accuracy interfaced to a parton shower (NLOþ PS)
[4–7]. For the process involving the associated production
of a flavored jet and Z boson (the focus of this Letter), the
theoretical uncertainty of the predicted scattering cross

section is ≈ð8–15Þ%—which is limited by a lack of
perturbative knowledge of the scattering process and often
less precise than the available data. There exists an addi-
tional issue for processes involving a b-jet (a jet associated
with a b quark), which is that calculations that treat either
the b quark as a massive or massless QCD parton can lead
to very different results. For example, the measured fiducial
cross section for the process pp → Z þ b-jet by the CMS
Collaboration at 8 TeV [8] indicates that the massive
(massless) NLOþ PS calculation predicts a cross section
which under (over) estimates the observed one by ≈20%.
However, the more overarching problem is that the

theoretical and experimental definitions of jet flavor are
not consistent. Experimentally, measurements involving
flavor-tagged jets at the LHC are performed using jets that
are reconstructed with the anti-kT algorithm [9] and have
the property of flavor assigned after the reconstruction
process [1–3]. The main issue with algorithms of this type
is related to how wide-angle soft (low-energy) quark-
antiquark pairs are clustered as part of the theoretical
prediction. There is a possibility that only one of these
(flavored) soft quarks is clustered into a hard jet, altering its
flavor, and thus rendering the definition of jet flavor
sensitive to soft physics—such a definition is not infrared
safe. Instead, predictions for flavored-jet observables pro-
vided at fixed order in perturbative QCD rely on the use of
an algorithm that leads to an infrared-safe definition of jet
flavor [10]. The application of a flavored-jet algorithm is
necessary for massless computations of this type, which are
otherwise not finite. Consequently, a comparison between a
precise massless QCD computation (which, importa-
ntly, includes the resummation of initial-state collinear
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logarithms associated with the flavored quark) and LHC
data is not currently possible.
Overcoming these obstacles is essential to improve the

sensitivity of future measurements of the direct production
of a flavored jet(s), which will otherwise be limited to the
use of NLOþ PS accurate predictions for comparison. The
goal of this Letter is to address these issues by performing
the first calculation of a hadronic-scattering process invol-
ving the direct production of a flavored jet at next-to-next-
to-leading order (NNLO) QCD accuracy, extending the
theoretical methods that combine massive and massless
QCD calculations, and presenting a solution to allow for a
comparison between predictions and data based on an
incompatible definitions of jet flavor.
We focus on the process pp → Z þ b-jet, which is of

particular interest due to the high production rate and clean
experimental signature. These features have allowed for
this process to be measured with high precision [8], which
provides an important testing ground for the theoretical
developments of this Letter. In the following, we provide
details of the ingredients of the calculation before providing
a comparison to available (unfolded) data from the CMS
Collaboration in pp collisions at

ffiffiffi

s
p ¼ 8 TeV. We con-

clude with a discussion on the prospects of direct compar-
isons between perturbative QCD predictions and future
LHC measurements.
Details of the calculation.—In this Letter, we are

interested in the prediction of flavored-jet observables
for the process pp → Z þ b-jet at Oðα3sÞ. We here wish
to combine the computation performed in a scheme where
the b quark is treated as a massless parton (five-flavour
scheme, 5 FS) with that where mass effects of the b quark
are included exactly (four-flavour scheme, 4 FS).
Schematically, the combined cross section is

dσFONLL ¼ dσ5 fs þ ðdσ4 fs
mb

− dσ4 fs
mb→0Þ; ð1Þ

where dσ5 fs is the massless 5 fs prediction, dσ4 fs
mb

is the
massive 4 fs prediction, and dσ4 fs

mb→0 is the prediction
obtained in the massless limit of the 4 fs. It is further
understood that each of these predictions has an expansion
in terms of perturbative coefficients. The computation of all
terms in Eq. (1) will be performed with parton distribution
functions (PDFs) and αs defined in the 5 fs, and as a
consequence, it is necessary to rewrite the contributions in
parentheses in terms of 5 fs inputs. This can be achieved by
applying the relevant nf-dependent scheme corrections to
the perturbative coefficients—see, for example, Eqs. (3.15)
and (3.16) of [11].
The procedure outlined above is often referred to as

“FONLL” and has previously been applied to the descrip-
tion of exclusive flavored hadron final states [11,12], QCD
inclusive processes [13,14], and inclusive cross sections for
several processes [15–18], as well as differential predic-
tions of flavored jets [19]. An algorithm to apply this

method in the context of multijet merging with parton
showers was also recently developed [20]; see also
[11,13,14,21–37] where these (and alternative) techniques
have been developed. Here we extend this work by
applying the method to fully differential (flavored-jet)
observables based on a massless NNLO calculation.
Massless calculation: The computation of dσ5 fs at

Oðα3sÞ requires the NNLO QCD calculation of the process
pp → Z þ b-jet in the 5 fs. This has been computed for the
first time in this Letter, based on the calculation of the
process pp → Z þ jet [38]. The computation [38], which is
agnostic to the flavor of the outgoing jet, was performed
with the NNLOJET framework [38] and uses the antenna
subtraction method [39–47] to obtain fully differential
cross section predictions after the analytical cancellation
of all infrared divergences.
The computation of flavor sensitive observables for the

Z þ b-jet process additionally requires the complete flavor
and momentum information of all physical (squared)
matrix elements and subtraction terms. This was not
available previously in the Z þ jet calculation, but has
been incorporated into the NNLOJET framework, allowing
for the computation of flavored-jet observables. See [48]
for an overview of this procedure.
Massive calculation: To obtain the massive contribution

dσ4 fs
mb

at Oðα3sÞ, originally computed in [49,50] for Z þ bb̄
production at NLO level, we use the automated framework
aMC@NLO [5,51] which has been operated with a number of
external libraries [52–56].
Zero-mass limit: When taking the zero-mass limit of the

massive coefficient, terms multiplied by power corrections
of the form m2

b=Q
2 vanish, while finite and logarithmically

divergent terms without such a prefactor remain. These
latter contributions are already included within dσ5 fs and
must be subtracted from the massive coefficient to avoid
double counting according to Eq. (1).
The finite terms that are present in the zero-mass limit

can be obtained from the 5 fs massless computation
discussed above by neglecting all b-quark initiated con-
tributions and by applying the necessary scheme correc-
tions. The computation of the logarithmically divergent
contributions can instead be performed in the following
way. First, an expression for the b-quark PDF expanded up
to Oðα2sÞ using the matching coefficients given in [13]
should be obtained. This PDF is then convoluted with the
massless partonic cross section of the massless 5 fs
calculation (also expanded in αs), and the resultant terms
of the convolution up to Oðα3sÞ are kept. The computation
of these logarithmic corrections is performed with a
specially tailored Monte Carlo program, which includes
the expressions for both the matching coefficients of [13]
and the massless partonic cross section up to Oðα2sÞ.
Jet algorithm: It is essential for fixed-order computations

to be applied to observables that are insensitive to both the
dynamics of soft and collinear physics. To this end, we use
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the flavor-kT algorithm originally proposed in [10]. As
compared to standard jet algorithms, the clustering pro-
cedure for this algorithm must have both the flavor and
momentum information of the input particles. First, the
flavor of pseudo(jets) is defined by the net flavor of its
constituents, assigning þ1 (−1) if a flavored quark (anti-
quark) is present. Second, the definition of the distance
measure of this algorithm (which determines the clustering
outcome) depends on the flavor of the pseudojet being
clustered. These steps are necessary to avoid situations
where soft quarks can alter the flavor of a jet, as described
above. In addition, the net flavor criterion also ensures that
jets that contain (quasi)collinear quark pairs are not assigned
anoverall flavor basedon such splittings.Moredetails canbe
found in [10,19].
Comparison with 8 TeV CMS data.—In this section, we

perform a comparison of the Z þ b-jet CMS data at 8 TeV
provided in [8] and validate our implementation of Eq. (1).
Before doing so we summarize the numerical setup and
present details on the unfolding procedure that is applied to
these data to make a consistent comparison with our
theoretical predictions possible.
Numerical inputs: All predictions are provided with the

NNPDF3.1 NNLO PDF set [57] with αsðMZÞ ¼ 0.118 and
nmax
f ¼ 5, where both the PDF and αs values are accessed

via LHAPDF [58]. The results are obtained using the Gμ

scheme with the following values for the input para-
meters: Mos

Z ¼ 91.1876 GeV, Γos
Z ¼ 2.4952 GeV,

Mos
W ¼ 80.385 GeV, Γos

W ¼ 2.085 GeV, and Gμ ¼
1.16638 × 10−5 GeV−2. Including also the universal cor-
rections to the ρ parameter when determining the numerical
values of α and sin2 θW as in [59], leads to αeff ¼ 0.007779
and sin2 θW;eff ¼ 0.2293. An uncertainty due to the impact
of missing higher-order corrections is assessed in the
predictions by varying the values of μF and μR by a factor
of 2 around the central scale μ0 ≡ ET;Z, with the additional
constraint that 1

2
≤ μF=μR ≤ 2. The scales are treated as

correlated between the coefficients appearing in Eq. (1). We
follow the specific setup of the flavor-kT algorithm adopted
in [48], where a value of α ¼ 2 is used and a beam distance
measure that includes a sum over both QCD partons as well
as the reconstructed gauge boson is introduced.
Unfolding: As already highlighted, the fixed-order pre-

diction for a flavored-jet cross section as defined in Eq. (1)
must be performed with an infrared-safe definition of jet
flavor. However, there are no data available for the process
pp → Z þ b-jet [8,60–65] (or in fact any process) that uses
such a definition of jet flavor. To address this issue, we have
computed a correction to the CMS data [8] as
described below.
These data have been presented for anti-kT b-jets, with a

flavor assignment based on whether the jet contains B
hadron decay products and the additional requirement that
ΔRðB; jetÞ < 0.5. To correct these data to the level of
partonic flavor-kT jets, we apply an unfolding procedure

with the RooUnfold [66] package using the iterative Bayes
method [67]. The input to this procedure is a theoretical
model for the original data using both the anti-kT algorithm
(which is measured) and the flavor-kT algorithm (which we
wish to unfold to).
This model is provided with an NLOþ PS prediction for

Z þ b-jet using aMC@NLO [5] interfaced to PYTHIA8.243

[68]. The parton-level flavor-kT prediction is obtained
using the input QCD partons, which are identical to those
that enter the hadronization process. For the central value,
we use a 5 fs prediction of Z þ jet, where the b-jet
contribution of this sample is extracted. The benefit of
this approach is that the fragmentation component (e.g.,
g → bb̄) is resummed by the PS. To assess the uncertainty
of this procedure, the unfolding is repeated, taking into
account the impact of scale variations in the model.
Additionally, the whole procedure is repeated with a 4 fs
prediction, and the envelope of all of these results is
assigned as an uncertainty. Finally, the unfolding procedure
was also performed with a bin-by-bin unfolding method,
which led to almost identical results for the considered
distributions.
Fiducial cross section: In Fig. 1, the cross section

predictions for the process pp → Z þ b-jet are shown
within the fiducial region defined according to
pT;b > 30 GeV, jηbj < 2.4, pT;l > 20 GeV, jηlj < 2.4,
and Mll̄ ∈ ½71; 111� GeV. The b-jets are reconstructed
with the flavor-kT algorithm with R ¼ 0.5, with the addi-
tional constraint of ΔRðb;lÞ > 0.5. As discussed above,
this matches the fiducial region of the data [8] with the
exception of the choice of the jet clustering algorithm.
The cross section defined according to Eq. (1) is labeled

as FONLL, and predictions are shown at both Oðα2sÞ and
Oðα3sÞ as a function of mb [as it arises explicitly in the
parenthesis on the rhs of Eq. (1)]. The filled band indicates
the uncertainty due to scale variation alone, the small error
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bars on the FONLL predictions indicate numerical uncer-
tainties, and these predictions are then compared to the
corresponding 5 fs scheme predictions at each respective
order. It is found that these two predictions coincide in the
limit mb → 0, which demonstrates that both the finite zero
mass and the logarithmically divergent terms have been
correctly subtracted from the massive computation, thus
providing an important cross-check of our implementation
of Eq. (1).
The physical prediction is obtained for the b-quark

mass as indicated by the dashed vertical line at
mphys

b ¼ 4.92 GeV. At Oðα3sÞ, the FONLL prediction is
σFONLLFiducialðmphys

b Þ ¼ 3.490þ0.078
−0.078ðscalesÞ pb. As compared to

Oðα2sÞ, a large reduction in the scale uncertainty of the
prediction and a small negative shift on the central value is
observed. Furthermore, it is found that the inclusion of
mass corrections at Oðα3sÞ leads to a negative correction
(−2.3%). The impact of the mass corrections is as large as
the scale uncertainty, which underpins the importance of
including such corrections as part of a precision
computation.
To compare this prediction to data, we perform the

unfolding procedure for the fiducial cross section region
defined in [8], finding a correction of c ¼ 0.883þ0.004

−0.008 . It is
found that the main contribution to this correction is the
subtraction of a “fake” rate from the data, corresponding to
situations where an event that passes the fiducial selection
when the anti-kT clustering is used, but does not pass the
same selection when instead the flavor-kT clustering is
employed. Applying this correction to the data gives

σCMS
Fiducial;f−kT ¼ 3.134� 0.214þ0.013

−0.025 pb, where the first
uncertainty is that of the original measurement and the
second one is due to the unfolding procedure. With respect
to the central value of the FONLLOðα3sÞ prediction, taking
only the experimental uncertainty into account, the agree-
ment with the unfolded data is 1.67σ. In addition to the
scale uncertainty shown in Fig. 1, an uncertainty due to
PDF and variation of αsðMZÞ ¼ 0.118� 0.001 has also
been assessed (at NLO), which gives δσðPDF; αsÞ ¼
�0.074 pb. The uncertainty of the prediction and unfolded
data overlap when these additional sources of uncertainty
are taken into account.
Differential distributions: As part of the measurement

[8], a number of differential observables for the process
pp → Z þ b-jet were considered. Here we have chosen to
focus on the transverse momentum of the leading b-jet
(pT;b) as well as the absolute pseudorapidity of the leading
b-jet (ηb).
The pT;b distribution is shown in Fig. 2, where the

absolute cross section is shown in the upper panel, the ratio
to data in the central panel, and the ratio to the NLO 5 fs
prediction in the lower panel. The FONLL predictions are
provided at the physical b-quark mass, and the uncertainty
due to scale variation is shown. The central result of the
unfolded CMS data is indicated with black error bars, and
the additional uncertainty due to the input model of the
unfolding procedure is overlaid with a gray crossed fill. In
the lower panel, we have included the central (N)NLO
predictions in the 5 fs scheme to indicate the relevance of
the mass corrections. A large reduction in the scale
uncertainties for this distribution is observed at Oðα3sÞ.
The impact of the mass corrections is most relevant at small
values of pT;b, where they approximately amount to −4%,
while for large pT;b they essentially vanish. This behavior is
naively expected, as a scale set by the power corrections is
of the formm2

b=p
2
T;b. Reasonable agreement with the data is

found, although there is a tendency for the data to prefer a
smaller normalization. To better quantify this agree-
ment, we have computed the χ2 for this observable with
respect to the central FONLL predictions, finding
χ2=Ndatðα2s ; pT;bÞ ¼ 23.4=14 and χ2=Ndatðα3s ; pT;bÞ ¼
21.5=14. This is an underestimate of the agreement as
no correlations have been included in this test—they are not
publicly available—and only the experimental (inner)
uncertainty of the unfolded data has been used.
The corresponding figure for the jηbj distribution is

shown in Fig. 3. As before, the Oðα3sÞ corrections are
essential for improving the precision of the theory pre-
dictions. These mass corrections are negative, and range
from −2% at central pseudorapidities to −4% in the
forward region. The mass corrections are observed to be
most important for the qq̄-induced channel, and therefore
become more important at larger pseudorapidity values
where the relative contribution of this channel increases.
These corrections are important for improving the
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description of the data, particularly at central pseudora-
pidity values where the absolute cross section is largest.
Performing the chi-squared test as above leads to
χ2=Ndatðα2s ; ηbÞ ¼ 12.9=8 and χ2=Ndatðα3s ; ηbÞ ¼ 8.08=8,
therefore finding agreement between the most precise
theoretical prediction and the unfolded data.
Discussion and conclusions.—In this Letter, we have

performed a precision calculation for observables related to
the process pp → Z þ b-jet. This has been achieved by
combining a massless NNLO and a massive NLO compu-
tation at Oðα3sÞ. This is the first time that such a matching
has been performed with a fully differential NNLO mass-
less computation. The predictions exhibit greatly reduced
uncertainties and open the door for precision studies
involving flavored jets. The benefit of this approach is
that the contribution to the cross section that arises from
collinear initial-state splittings of the form g → bb̄ can be
conveniently resummed by PDF evolution as part of the
massless calculation. This approach is suitable for all
processes where these type of logarithmic corrections
dominate the cross section. At the same time, the impact
of finite b-quark mass effects can easily be incorporated. As
a consequence of using a massless calculation, it becomes
necessary to use an infrared-safe definition of jet flavor,
which does not align with the current choice made by
experimentalists.
To tackle this issue, we have taken the approach to

unfold the experimental data, which allows for a consistent
comparison between the precise theoretical computation
with data. We have found reasonable agreement for the
leading-b-jet pT;b and ηb distributions, as well as the
integrated cross section. However, a more direct compari-
son could be possible if the data were directly unfolded to

the level of partonic flavor-kT jets by the experimental
collaborations. This is likely possible as these measure-
ments, such as [8], are already unfolded to a stable particle
level to account for event selection efficiencies as well as
detector resolution effects. This more direct approach could
potentially avoid systematic uncertainties introduced by
performing the unfolding twice. An alternative approach
would be for the measurement to be directly performed
with flavor-kT jets. To our knowledge, there have been no
experimental studies that attempt to include flavor infor-
mation during the jet reconstruction, and so it is not clear
how feasible an experimental realization of the flavor-kT
algorithm will be.
It is our advice that each of these approaches receive

further investigation. In addition to the final states with
b-jets, charm tagged flavor-kT jets should also be consid-
ered. This is of relevance for final states such as
W=Z þ c-jet, where a precise comparison between theory
and data is highly desirable, to enable the extraction of the
flavor structure of the proton [69–73].
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