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A B S T R A C T 

We apply the marked correlation function test proposed by Armijo et al. (Paper I) to samples of luminous red galaxies (LRGs) 
from the final data release of the Sloan Digital Sk y Surv e y (SDSS) III. The test assigns a density-dependent mark to galaxies 
in the estimation of the projected marked correlation function. Two gravity models are compared: general relativity (GR) and 

f ( R) gravity. We build mock catalogues which, by construction, reproduce the measured galaxy number density and two-point 
correlation function of the LRG samples, using the halo occupation distribution model (HOD). A range of HOD models give 
acceptable fits to the observational constraints, and this uncertainty is fed through to the error in the predicted marked correlation 

functions. The uncertainty from the HOD modelling is comparable to the sample variance for the SDSS-III LRG samples. Our 
analysis shows that current galaxy catalogues are too small for the test to distinguish a popular f ( R) model from GR. Ho we ver, 
upcoming surv e ys with a better measured galaxy number density and smaller errors on the two-point correlation function, or a 
better understanding of galaxy formation, may allow our method to distinguish between viable gravity models. 

Key words: large-scale structure of Universe – cosmology: observations – cosmology: theory. 
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 I N T RO D U C T I O N  

fter the disco v ery of the accelerating cosmic expansion, � cold dark 
atter ( � CDM) became the standard cosmological model (Riess 

t al. 1998 ; Perlmutter et al. 1999 ). Nevertheless, the cosmological
onstant in this model remains unappealing from a theoretical 
erspecti ve, which has moti v ated ef forts to look at gravity models
eyond general relativity (GR) to explain the accelerated cosmic 
xpansion (Joyce, Lombriser & Schmidt 2016 ). Recently, theories 
hat modify the model of gravity by adding Lagrangian metric 
ariations of the scalar field have been studied intensively (Clifton 
t al. 2012 ). Ho we ver, some of these modified gravity (MG) models
ave been ruled out by the detection of gravitational waves and 
heir optical counterparts with the same propagation speed (Baker 
t al. 2017 ; Creminelli & Vernizzi 2017 ; Ezquiaga & Zumalac ́arregui
017 ). Such tight constraints illustrate the way in which a range of
odified gravity models remain viable and demonstrate the need to 

e vise ne w probes of gravity (Heymans & Zhao 2018 ; Baker et al.
021 ; Arai et al. 2023 ). 
A model that is a simple extension of GR is the f ( R) model of

ravity (De Felice & Tsujikawa 2010 ), in which the Ricci scalar,
, is perturbed in the Einstein–Hilbert action by the addition of
 function f ( R). This modification acts to enhance gravity, by
roducing an ef fecti ve ‘fifth force’ that reshapes the distribution
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f matter o v er certain scales. Ho we ver, the f ( R) model includes a
creening mechanism that hides this new physics on scales where GR
orks well (Khoury & Weltman 2004 ), allowing this model to satisfy
olar system constraints. This elusive fifth force has to be searched
or on cosmological scales where gravity is the dominant force 
haping the formation of large-scale structure. Currently, constraints 
n the amplitude of the fifth force are obtained from observations of
he abundance of massive clusters of galaxies (Cataneo et al. 2015 ),
nd weak lensing peak statistics (Liu et al. 2016 ); modelling forecasts
f these probes for next generation surv e ys hav e helped to add more
onstraints on MG models (Liu et al. 2021 ; Harnois-D ́eraps et al.
022 ). 
This paper is the second in a series about a new test of gravity

hich uses the marked correlation function. The original idea was 
roposed by White ( 2016 ), who suggested using a mark based on
he local density of a galaxy to compute the marked correlation
unction, with the aim of using this to distinguish between gravity
odels. This idea was applied in simulations of different gravity 
odels by Armijo et al. ( 2018 ) and Hern ́andez-Aguayo, Baugh & Li

 2018 ). In Paper I, we introduced a pipeline to apply the marked
orrelation function as a diagnostic of gravity, in which a halo
ccupation distribution (HOD) model was used to populate N -body 
imulations of different gravity models with galaxies. A key step 
n our analysis was the construction of mock catalogues which 
atch the available observational constraints, namely the unweighted 

lustering of galaxies and their abundance, in all of the gravity models
o be tested. This step adds an important contribution to the error
is is an Open Access article distributed under the terms of the Creative 
h permits unrestricted reuse, distribution, and reproduction in any medium, 
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Figure 1. The galaxy number density n ( z) as function of redshift z for the 
BOSS DR12 NGC data. LOWZ (black) and CMASS (gre y) samples hav e 
different selection functions which lead to different curves for n ( z). Over the 
redshift range shown the number density varies strongly for each sample. We 
also plot the scaled number density of the random galaxy catalogue (red) from 

Reid et al. ( 2016 ), used for clustering analyses, and the subsample redshift 
selection used in this study LOWZ 0 . 240 < z < 0 . 360 (blue dashed line) and 
CMASS 0 . 474 < z < 0 . 528 (light blue dashed line). 
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udget on the predicted marked correlation function, which as we
how later can be comparable to the same variance which results
rom the volume probed. In Paper II we describe the application of
ur method to current large-scale galaxy catalogues, discussing the
roperties of the samples studied in more detail than in Paper I. 
Other studies have investigated using the marked correlation func-

ion as a probe of gravity. Satpathy et al. ( 2019 ) estimated the marked
orrelation function for SDSS-III Baryon Oscillation Spectroscopic
urv e y (BOSS) galaxies using the LOWZ sample. These authors
ound the LOWZ measurements agreed with simulations of GR-
 CDM in redshift space on scales between 6 < s/ ( Mpc h 

−1 ) < 69.
heir analysis is restricted to these scales due to the challenge of
odelling redshift space distortions (though see Cuesta-Lazaro et al.

020 and Ruan et al. 2022 for recent impro v ements that e xtend the
odelling down to smaller scales). Armijo et al. ( 2018 ) showed

hat the differences between GR and f ( R) gravity are stronger on
maller scales r < 2 Mpc h 

−1 in real space, which still needs to be
ested. 

The structure of this paper is as follows: We describe the data, the
uminous red galaxy (LRG) samples from SDSS-III BOSS twelfth
ata release (DR12), in Section 2 . Section 3 outlines the estimation of
he marked correlation function. In Section 4 we present the measured

arked correlation function for the LOWZ and CMASS samples,
nd discuss how well these results agree with the mock catalogues
ade from the GR and f ( R) simulations, considering the various

ources of error. In Section 5 , we consider the implications of these
esults and speculate on how future observations and impro v ements
n modelling could make the constraints on gravity models using this
est more competitive. Note that the f ( R) gravity model was outlined
n section 2 of Paper I, and the simulations used here, along with the
onstruction of the mock catalogues were described in Section 3 of
he same paper. 

 DATA  

e use the LRG samples from the BOSS (Eisenstein et al. 2011 ;
awson et al. 2013 ), which is part of the SDSS-III programme
R12 (Alam et al. 2015 ). The LRGs are divided into two samples
ith different photometric selections that yield galaxies that are

eparated in redshift: LOWZ, which contains LRGs o v er the redshift
ange 0 . 10 < z < 0 . 43, and CMASS which predominately targets
alaxies in the redshift interval 0 . 43 < z < 0 . 70. We decided to
se only the North Galactic Cap (NGC) region of both the LOWZ
nd CMASS samples, instead of using the full NGC + South
alactic Cap (SGC) areas for practical convenience. As these patches

orrespond to different areas on the sky, we need to consider
hem as different surv e ys, with different photometric properties and
otentially different systematic errors. Furthermore, the NGC region
o v ers twice the solid angle of the SGC, and so dominates the
air counts in clustering estimates. To simplify our analysis, we
ecided to use two subsamples extracted from LOWZ and CMASS
hich are defined in narrow redshift ranges. For LOWZ we choose

edshifts in the range 0 . 240 < z < 0 . 360 while for CMASS, we
imit the selection to redshifts between 0 . 474 < z < 0 . 528. This
llows us to perform our analysis with two samples with similar
olumes, where one of the samples has a larger number density.
lso, by restricting the redshift range in this way, the variation

n the number density of galaxies across the sample is greatly
educed. The catalogues are fully described in Reid et al. ( 2016 ),
here further details of the galaxy selection and the use of the

esulting LRG samples for Large-Scale Structure (LSS) studies are
resented. 
NRAS 528, 6631–6636 (2024) 
.1 Galaxy number density 

s mentioned abo v e, we select narrower redshift range subsamples
rom the LOWZ and CMASS catalogues to obtain samples for
hich the number density varies little with redshift, n ( z), compared
ith the full samples. This allows us to treat the data sample as
aving a constant number density which simplifies the clustering
nalysis. Fig. 1 shows the dependence of the LRG number density,
 ( z ), on redshift z , after applying the photometric selection in

he original LOWZ and CMASS samples. The local variation in
 ( z) is due to large-scale structure. If we did not restrict the
edshift interval studied in this way, we would be introducing
ew dependencies into the properties (e.g. the weight assigned
o each galaxy) that depend on the number density when we
ompute the marked correlation function. To a v oid this problem,
e define the number density of the surv e y to be the number of
alaxies divided by the total volume n obs = N gal /V s . By using a
ore restricted volume for both samples this means that there is

ess variation in number density, which in turn reduces the error
hen computing the clustering and marked clustering. The dashed

ines in Fig. 1 show the redshift limits of these new subsam-
les. 
Using these additional redshift selections results in samples with

oughly uniform number densities o v er the redshift range being
onsidered. We can also compare these new samples with simulations
f roughly the same volume when we create the mock catalogues.
ith these additional redshift selections and the definition of number

ensity given above, the galaxy number density of the LOWZ
ubsample is n g = 3 . 097 × 10 −4 h 

3 Mpc −3 , whereas for CMASS
he value is 21 per cent higher, n g = 3 . 761 × 10 −4 h 

3 Mpc −3 . This
llows us to evaluate the marked correlation function analysis for
amples with different number densities. 
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Figure 2. The projected two-point correlation function w p as a function 
of the projected perpendicular pair separation r p for BOSS DR12 NGC. 
The correlation function is measured from the selected subsamples of LOWZ 

(black dots) and CMASS (grey dots). Error bars are estimated using jackknife 
resampling o v er 100 jackknife re gions. Calculations of w p for GR mock 
catalogues at z = 0 . 3 (black line) and z = 0 . 5 (grey line) are also shown. We 
compare our results with those from Singh, Mandelbaum & More ( 2015 ), 
where w p is also calculated for the LOWZ (light bue circles) and CMASS 
(light red circles) samples o v er a much wider range of redshifts in each case. 
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.2 Galaxy–galaxy two-point correlation function 

nce we have selected the new restricted redshift range of the 
ubsamples, the next step is to estimate the clustering of galaxies 
n different scales. The two-point correlation function can be 
omputed as the excess probability of finding a pair of galaxies 
t a given separation compared with the number of pairs expected in
 random distribution of points. Throughout this study, we measure 
he clustering using the projected correlation function w p , which is
n inte gral o v er the two-point correlation function ξ ( r p , π ), binned
n the separation r p in the projected perpendicular distance, and in 
he separation parallel to the line-of-sight, π . The integral of ξ ( r p , π )
s taken o v er the separation parallel to the line-of-sight direction π .
lustering measurements as a function of the perpendicular distance 
 p can be considered as being in real space (i.e. free from redshift
pace distortions) in the distant-observer approximation (Davis & 

eebles 1983 ). We take this approach instead of using the redshift
pace two-point correlation function ξ ( s) to a v oid the influence
f small-scale redshift space distortions, which can complicate the 
rediction of the marked correlation function on such scales. These 
ssues were highlighted by Satpathy et al. ( 2019 ), in which the
arked correlation function of LOWZ is presented in redshift space 

or pair separations in the range 0 . 5 < s/ ( Mpc h −1 ) < 69. These
uthors concluded that their results are restricted to these scales by 
he limited accuracy with which the clustering in redshift space can 
e modelled on small scales (though for recent impro v ements in this
odelling see Cuesta-Lazaro et al. 2020 and Ruan et al. 2022 ). To

alculate the projected correlation function and obtain the clustering 
ignal in real space we integrate ξ ( r p , π ) in the π -direction: 

w p 

r p 
= 

2 

r p 

∫ ∞ 

0 
ξ ( r p , π )d π. (1) 

As we are not solving this integral analytically we bin ξ ( r p , π )
ntil πmax , which is chosen so that the integral converges to a stable
alue. Using the correlation function on scales larger than πmax tends 
o add noise to the estimate, depending on the details of the galaxy
ample. Considering the range of scales we are interested in, we 
hoose πmax = 80 h 

−1 Mpc, as adopted in Parejko et al. ( 2013 ) for
he LOWZ data sample. In Fig. 2 , we plot the results for the projected
orrelation function as a function of the separation perpendicular to 
he line of sight r p on scales between 0 . 5 < r p / ( h 

−1 Mpc ) < 50 for
oth the LOWZ and CMASS subsamples. The correlation functions 
how similar features, with a small offset due to the different number
ensities that the subsamples have and because the samples probe 
alaxies with different bias factors at different redshifts. We note 
hat the curves cross one another at r p = 7 h 

−1 Mpc , which can
e attributed to different slopes being found for the correlation 
unctions of the LOWZ and CMASS galaxies o v er the range
 < r p / ( h 

−1 Mpc ) < 10. This could be a reflection of the intrinsic
ifferences between LOWZ and CMASS galaxies, with CMASS 

alaxies having a broader colour selection (Tojeiro et al. 2012 ). We
se the jackknife re-sampling method to compute the uncertainties on 
he measurements of w p (e.g. Norberg et al. 2009 ). These calculations
an be compared in Fig. 2 with independent estimates, such as
he measurements from Singh, Yu & Seljak ( 2021 ), in which w p 

s estimated for the LOWZ and CMASS samples as part of these
uthors’ study of intrinsic alignments. In Singh, Yu & Seljak ( 2021 )
 p is calculated using the full redshift ranges of the LOWZ and
MASS samples, with πmax = 100 h 

−1 Mpc (see their Fig. 4 ). The
ifferent setup used in this study in comparison to that used by Singh,
u & Seljak ( 2021 ) can explain the small differences between our

esults. The broader redshift range used by Singh et al. means a
igher volume of the surv e yed galaxies, in particular for CMASS (a
actor of 6 in volume), which has an impact on the estimation of the
ncertainties in w p , being approximately a 40 per cent smaller for
heir study. 

 M A R K E D  C O R R E L AT I O N  F U N C T I O N  

e calculate the marked correlation function of the LOWZ and 
MASS samples using marks derived from estimates of the local 
ensity. We use the method developed in Armijo et al. ( 2023 ), in
hich the marked correlation function is estimated in projection (see 

ection 5 of Paper I). To compute the marked correlation function we
se the TWOPCF 1 code to compute w p ( r p ) for the data and mock
atalogues; this code supports estimators that use weighted pair 
ounts. The code can also efficiently calculate jackknife errors in 
 single loop o v er the galaxy pairs. To compute the marks based
n the galaxy’s local density we calculate 2D Voronoi tessellations 
fter dividing each sample into several redshift slices. In the case of
he LOWZ subsample defined between 0 . 24 < z < 0 . 36, we create
ight redshift slices with a mean thickness of � ̄Z = 38 . 42 h 

−1 Mpc ,
hereas for CMASS, four samples are defined with a mean thickness
f � ̄Z = 30 . 72 h 

−1 Mpc . The projection o v er � ̄Z is the only
moothing applied to the sample, besides the Voronoi tessellation. 
he slightly smaller slice thickness adopted for the CMASS slices 
as chosen to preserve V̄ , the mean volume of a Voronoi cell in each

ase, the same as in the simulations, due to the higher galaxy number
ensity in the CMASS sample compared to LOWZ. To construct 
essellations o v er the irre gular boundary of the surv e y angular mask,
MNRAS 528, 6631–6636 (2024) 
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M

Figure 3. The marked correlation function M ( r p ) as a function of the projected distance r p for the BOSS galaxy samples and the results from the respective 
HOD mock galaxy catalogues from the GR (red) and F5 (blue) simulations. Left panel: M ( r p ) measured from LOWZ (black dots) at 0 . 24 < z < 0 . 36 compared 
with the HOD mock catalogues within the 1- σ confidence interval from the MCMC fitting of the two-point clustering and number density. Right: same as left 
panel, but for the CMASS subsample (grey dots) at 0 . 474 < z < 0 . 528. The shaded areas for the models come from selecting the central 68 per cent of all the 
family of HOD catalogues of each model, GR, F5 at redshift z = 0 . 3 (dark red and dark blue) and z = 0 . 5 (light red and light blue). The error bars on the data 
are estimated by applying jackknife resampling to 100 subvolumes of the data. In the bottom panels we show the relative residuals using the data measurements 
as a reference, meaning that we display M 

mod / M 

data − 1, where M 

mod is the marked correlation function for each set of HOD parameters and M 

data is the 
marked correlation function of LOWZ and CMASS in left and right panels, respectively. 
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e apply a random sample embedded within a rectangular region
o v ering the surv e y edges. This results in an y holes left by the mask
eing flagged as very low-density regions during the tessellation step.
he only requirement for this random sample wrapping around the
urv e y is that it should o v ersample the observ ed n ( z) by a large factor.
e select this factor to be at least 10 times larger than the n ( z) of the

alaxies to make sure the result of the marked correlation function
onverges to stable values. The mark scheme is equivalent to the one
resented in Satpathy et al. ( 2019 ), where the marks based on the
ocal density definition are combined with the observational weights
hen computing the correlation function. We extend the analysis of
atpathy et al. by making measurements for the CMASS sample as
ell as for LOWZ. 
The goodness of fit between the predicted marked correlation

unction and that measured from the observed samples is quantified
n terms of χ2 , defined as 

2 
μ = ( x − μ) T 	 

−1 ( x − μ) , (2) 

here the statistic in question is the marked correlation function
 , x is the realization value of this quantity drawn from the set

f parameters, and μ is the observable that we are trying to model.
 

−1 is the inverse of the covariance matrix, which includes the
ncertainties in the observation of μ. The reduced χ2 is obtained
y dividing by the number of bins used to estimate the marked
orrelation function (10 in our case). 
NRAS 528, 6631–6636 (2024) 
 RESULTS  

e plot the measurements of the marked correlation function, M ( r p ),
or the LOWZ and CMASS subsamples in Fig. 3 . We compare
hese measurements with the predictions for the marked correlation
unction made using the GR and F5 mock catalogues presented in
Armijo et al. 2023 ). The marked correlation function of the LOWZ
ample appears to agree with the predictions from both the GR and
5 models o v er the range of scales tested. Within the uncertainties

ntroduced by the model, both the GR and F5 results o v erlap on
cales r p > 3 h 

−1 Mpc . On smaller scales, the models show a modest
ifference, but not one that is statistically significant given the
OWZ errors. For the CMASS sample, the results are similar but
ho w some what dif ferent features: the observ ational measurements
t large projected separations, r p > 10 h 

−1 Mpc are again reproduced
y both the GR and F5 models. Ho we ver, in the CMASS case,
here is also a clear mismatch between models and data on scales
 < r p / ( h 

−1 Mpc ) < 10. For smaller scales, r p < 2 h 

−1 Mpc , the
ata fits the GR model better than F5. Nevertheless, as the model
redictions still o v erlap giv en the errors, the difference is still
arginal. 
The LOWZ data seems to be a slightly better fit to the GR model

ith χ2 
ν, GR = 1 . 13 in comparison to the F5 model which has χ2 

ν, F5 =
 . 48, where these reduced χ2 values are calculated considering the
ean of all the valid models shown in Fig. 3 . For the CMASS data,

hese values are χ2 
ν, GR = 6 . 21 and χ2 

ν, F5 = 14 . 99, which are higher
n comparison to LOWZ due to the mismatch between the models
nd data explained above. Hence, these values are not being used
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Figure 4. Comparison of the uncertainties estimation of the marked corre- 
lation function, M , as function of the scale r p from considering the HOD 

modelling (green), the jackknife resampling (red), and the effect of shuffling 
(blue). We use the GR HOD mock catalogues from Armijo et al. ( 2023 ) to 
calculate M ( r p ). We divide each of the curves by their corresponding mean 
v alues M̄ to sho w the amplitude of the error bars in more detail. 
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o calculate the goodness of fit for the CMASS sample and are not
ncluded in the conclusions of this work. 

.1 Marked correlation function error analysis 

e now compare the size of different contributions to the uncertainty 
n the calculation of the marked correlation function. For the data, 
e resample the catalogues to estimate the sample variance using 

ackknife errors. To quantify the significance of the mark, we also 
huffle the weights for the marked correlation function calculation. 
n the case of the mocks, in addition to the sources of error listed
bo v e, an important contribution to the error estimate comes from
he uncertainty in the model used to create the galaxy catalogues, 
he HOD model. In Fig. 4 , we compare these sources of uncertainty
n units of the marked correlation function in each case. The first
ncertainty contribution comes from the sample or cosmic variance, 
aused by measuring the clustering statistic in a random realization of
he underlying cosmology (Gil-Mar ́ın et al. 2010 ). We use jackknife
esampling (Shao 1986 ), which is a widely used method to estimate
he effect of sample variance in clustering studies (e.g. Norberg 
t al. 2009 ). The estimation of the jackknife error bar (red line in
ig. 4 ) shows a higher fractional uncertainty at small r p than at large
eparations, which is expected from previous formulations of the 
arked correlation function (Armijo et al. 2018 ). Another source of

rror comes from the correct estimation of weights for individual 
alaxies, which gives significance to the individual marks when the 
lustering is computed. This can be estimated by doing a shuffle of
he galaxy marks, assigning a random weight to all galaxies, and 
ecomputing the marked correlation function. The random weights 
ill erase any correlation between the marks and the clustering, 
hich will result in M = 1 on all scales. We show the dispersion
f 100 shuffling realizations for the mock in Fig. 4 (blue line).
inally, we also compare with the uncertainty introduced by the HOD 

odelling when creating the mock data, which is explained in Armijo 
t al. ( 2023 ). The uncertainty estimations in Fig. 4 is divided by the
ean of the corresponding marked correlation functions, M̄ : this 

uantity is the mean of the jackknife and shuffling realizations, using
 set of HOD parameters with values close to the mean of all the HOD
alues in our sample. This contribution to the error dominates o v er
he others on small scales, which explains the difference in the size
f the error bars on the results from the data and the mocks in Fig. 3 .
hese are the scales on which the marked correlation function has the

argest amplitude and hence for which there is the greatest potential
o distinguish between different gravity models. Unfortunately, for 
he LOWZ and CMASS samples we have considered, the error from
he range of acceptable HOD models is too large for these data sets
o be able to distinguish the F5 gravity model from GR. 

 C O N C L U S I O N S  A N D  DI SCUSSI ON  

e have applied the marked correlation test of gravity introduced 
n Armijo et al. ( 2023 ; Paper I) to currently available large-scale
tructure samples extracted from the LOWZ and CMASS LRG 

atalogues. We compared these results with predictions made from 

imulations of the GR and F5 f ( R) gravity models, including the
ncertainties introduced by the HOD modelling used to populate the 
imulations with galaxies. 

The measurements of the marked correlation function for the 
OWZ and CMASS samples show a slight tendency to agree with the
R model better than F5. Ho we ver, this conclusion is not statistically

ignificant once all sources of error are taken into account. 
In particular, the HOD modelling used to populate N -body 

imulations with galaxies introduces an error that is typically ignored 
n the assessment of the forecast for a clustering measurement. This
rror arises because a range of HOD models give acceptable fits to
he clustering and galaxy abundance measurements used to constrain 
he HOD model parameters (see Paper I). In Armijo et al.( 2023 ) we
rgued that it is essential to fold this HOD model uncertainty through
he mock pipeline. Here, we have demonstrated that for the LOW and
MASS samples studied, this contribution to the error budget for the
arked correlation function dominates on small scales, compared to 

ample variance and the error from shuffling the marks. 
When compared to the LOWZ data (left panel in Fig. 3 ), the
arked correlation is in agreement with both the GR and F5

imulations within the error bars estimated from the HOD modelling. 
he same analysis is more complex in the case of CMASS data (right
anel of Fig. 3 ), as there is a disagreement between the proposed
odels and the data. This disagreement comes from a limitation 

f the model to replicate the CMASS data, which is comprised
f slightly ‘bluer’ galaxies than the ones in the LOWZ sample
Maraston et al. 2013 ), due to the broader range in both magnitude
nd colour accepted compared with other LRG samples (Tojeiro 
t al. 2012 ; Guo et al. 2013 ); this selection is to increase the number
ensity of galaxies at higher redshift. This selection can be harder
o capture with the simple HOD model used here, which could lead
o discrepancies between the model and the data. Furthermore, the 
omparison between the error bars of the model and data in Fig. 4 ,
ndicates that the HOD model introduces more uncertainty (around 
 factor of 2) on the scales where the disagreement is found. 

We find no sign of any departure from GR for the LOWZ data,
hich confirms the conclusions reached by Satpathy et al. ( 2019 ),
ho measured the two-point correlation function in redshift space 

or separations in the range 6 < s/ ( Mpc h 

−1 ) < 69. Our results are
resented in the projected space, extending the calculation down to 
mall scales with r p ∼ 0 . 5 h 

−1 Mpc . We can calculate the goodness
f fit for the LOWZ data obtaining χ2 

ν, GR = 1 . 13 and χ2 
ν, F5 = 1 . 64,

hich indicates that LOWZ fits the GR model better. Ho we ver, the
alue of χ2 

ν, F5 is not enough to rule out the F5 model with this data
lone. For CMASS we note that the higher number density of the
ample reduces the estimated error on the uncertainties including 
ampling variance, which could help to constrain the models further 
MNRAS 528, 6631–6636 (2024) 
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/m
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arch 2024
Seljak, Hamaus & Desjacques 2009 ). Nevertheless, systematic
ffects make the data disagree with both models on scales between
 < r p / ( h 

−1 Mpc ) < 7 which limits the conclusions we can reach
rom this data set. We attribute such differences to the selection
unction of the CMASS sample, which retains a broader selection
f magnitude and colours than the LRG LOWZ sample. This can
lso be seen in Fig. 2 , where the projected correlation function of the
MASS sample (grey squares) also behaves differently from the one

rom LOWZ (black dots). In conclusion, the LOWZ data is consistent
ith both the GR and F5 simulations. The same conclusion cannot
e applied to CMASS, as the marked correlation function is more
ensitive to its selection function. 

This leads naturally to speculation about what would need to
mpro v e for the test proposed by (Armijo et al. 2023 ) to be in a
osition to distinguish between currently viable gravity models. The
ominant source of error on small scales, on which the marked
orrelation function is largest, is the allowed range of HOD models.
sing a more sophisticated HOD model might impro v e the perfor-
ance of the mock at reproducing the clustering measured for the
MASS sample. Ho we ver, this would come at the expense of greater

reedom in a larger HOD parameter space and presumably even
reater uncertainty in the marked correlation function on small scales.
lternatively, the HOD model could be replaced by a calculation with

ess uncertainty, or equi v alently, fe wer parameters. For example, with
 higher resolution N -body simulation to hand, a subhalo abundance
atching approach could be used instead, assigning model LRGs to

esolved subhaloes. 
The other way to reduce the uncertainty in the galaxy formation
odelling is to impro v e the measurement of the number density

f galaxies, for example by targeting fainter and therefore more
bundant galaxies, or by obtaining a better measurement of the two-
oint correlation function. The latter impro v ement would be driven
y sampling a larger surv e y volume. This will also have the side
ffect of potentially reducing the sample variance errors in the marked
orrelation function, though this is hard to judge without a calculation
s the marked clustering is derived from the ratio of correlation
unctions taken from the same volume. Both of these objectives will
e met by upcoming wide-field surv e ys, such as the Dark Energy
pectroscopic Instrument (DESI) surv e y of LRGs (Zhou et al. 2020 ,
021 ). 
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