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Abstract. In mediated markets, the categorization of products by mediators is critical to 
efficient interaction between producers and consumers. As organizational research tends 
to focus on the consequences of categorization rather than its antecedents, however, we 
know relatively little about why mediators assign one category label or another to a prod-
uct. In this study, we argue that two informational properties of labels, specificity and dis-
tinctiveness, determine the outcomes of mediators’ categorization decisions. Our analysis of 
product categorization decisions made by members of an online music community, 
2000–2020, supports this argument. We find that a label’s odds of being assigned to a prod-
uct increase (a) if this label encodes information that is neither too similar nor too different 
from that which is encoded by a superordinate label, that is, it has moderate specificity; 
and (b) if it encodes information that differs as much as possible from that which is 
encoded by horizontally related labels, that is, it has maximal distinctiveness. These find-
ings persist after controlling for other possible determinants of mediators’ categorization 
decisions, including producers’ claims to labels, products’ typicality, and mediators’ 
expertise.
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1. Introduction
Organizational research characterizes markets as inter-
faces between producers and audiences, where produ-
cers vie for resources that members of the audience 
control, and audience members grant producers access 
to resources in exchange for products they like (Zucker-
man 1999, 2017). According to this literature, an audi-
ence consists primarily of consumers, but it can also 
include actors like critics (Durand et al. 2007; Negro et al. 
2010, 2011, 2015), analysts (Zuckerman 1999, Ruef and 
Patterson 2009), or enthusiasts (Koçak et al. 2014, Formi-
lan and Boari 2021), who play the role of mediators by 
providing information about products in the form of 
category labels. In such “mediated markets” (Zucker-
man 1999, p. 1400), consumers rely on category labels 
assigned to products by mediators to screen what is on 
offer. Despite their centrality to producer-audience 
interaction, the categorization of products by mediators 
continues to be framed in organizational research 

almost exclusively as an explanatory device. It is some-
thing that helps researchers make sense of variance 
downstream, in product evaluations or organizational 
performance, but apparently not something that de-
serves a more thorough understanding in itself. In em-
pirical models, the category labels assigned to products 
by mediators are regularly used to compute indepen-
dent variables but hardly ever figure as the dependent 
(see Younkin and Kashkooli 2020, for an exception). As 
a result, scholars concur that mediators’ categorization 
decisions are critical to organizational outcomes but 
know relatively little about why a mediator assigns one 
category label or another.

Our objective in this study is to answer this question: 
given a product with some observable features and a set 
of labels that could be used to categorize it, what makes 
a mediator more likely to assign a particular label? This 
question is important to organization theory for two 
reasons. First, as explained by Zuckerman (1999), the 
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categorization of products by mediators is instrumental 
to the selection process by which producers gain access 
to resources necessary to their survival, such as money 
or attention. In this sense, being assigned one label or 
another can be “a matter of life and death” for organiza-
tions (Ozcan and Gurses 2018, p. 1789). In fact, many 
organizations will find that their chances to acquire 
these resources are curtailed already during mediators’ 
categorization decisions, as their products end up on 
the wrong side of some relevant category boundary. 
Second, mediators’ categorization decisions facilitate 
the social construction of economic reality by allowing 
products and organizations to get counted as members 
of the same market segments (Kennedy 2008). Through 
the consistent assignment of labels by mediators and 
their subsequent use by consumers, categories tend to 
achieve “ontological status” (Kennedy and Fiss 2013, 
p. 1144), that is, they grow embedded in the collective 
cognition of market actors, by virtue of which they be-
come valuable tools for communication, coordination, 
and competition (Rosa et al. 1999, Cattani et al. 2017). 
Whether a category manages to retain this “ontological 
status” over time depends in no small measure on how 
frequently, or with what probability, the category label 
is assigned by mediators.

To make sense of this phenomenon, we account for 
potential determinants of label assignment that were sug-
gested by previous literature. In particular, we consider 
recent studies in strategy, which suggest that producers 
can influence the categorization of their products through 
deliberate claims to advantageous labels (Pontikes 2018, 
Barlow et al. 2019), and in economic sociology, which sug-
gest that typicality is a primary driver of categorization 
decisions (Goldberg et al. 2016, Smith and Chae 2017, 
Hannan et al. 2019). Our theoretical propositions, how-
ever, introduce another possible explanation. Building on 
a growing body of research that underscores the impor-
tance of hierarchical relations between category labels 
(Younkin and Kashkooli 2020, Cudennec and Durand 
2023) and draws attention to informational properties 
stemming from these relations (Hannan et al. 2019, Lo 
et al. 2020), we propose that two such properties, specifi-
city and distinctiveness, determine the outcomes of 
mediators’ categorization decisions. We hypothesize that 
moderate levels of specificity and either moderate or 
maximal levels of distinctiveness allow mediators to 
economize on cognitive costs, making category labels bet-
ter candidates for assignment. To test these hypotheses, 
we analyze over two decades’ worth of product categori-
zation decisions made by members of an online music 
community. Estimating choice models, we find that mod-
erate levels of specificity and maximal levels of distinc-
tiveness make a label more likely to be assigned to music 
products by community members. The effects of specifi-
city and distinctiveness on these mediators’ categoriza-
tion decisions complement the effects of producers’ 

claims, of products’ typicality, and of mediators’ own 
expertise. These effects persist in robustness models 
where we alter the criteria for inclusion in our sample, the 
composition of choice sets, and the operationalization of 
controls. They also seem robust to social influence and to 
the level of abstraction at which categorization occurs.

Our study makes theoretical, empirical, and practical 
contributions to organizational literature. On the theo-
retical front, it contributes to research on strategic cate-
gorization (Pontikes and Kim 2017, Barlow et al. 2019, 
Verhaal and Pontikes 2022) by showing how category 
labels’ specificity and distinctiveness could constrain 
producers’ strategic agency. It also contributes to re-
search on category viability (Rhee et al. 2017, Lo et al. 
2020, Soublière et al. 2023) by showing that moderate 
specificity and maximal distinctiveness make categories 
more likely to be assigned by mediators, and thus more 
likely to endure in the collective cognition of market 
actors. On the empirical front, our study highlights a 
potential bias in research that aims to track firms’ posi-
tioning in a product market based on archival records of 
categorization decisions made by mediators (e.g., Mon-
tauti and Wezel 2016, Piazzai and Wijnberg 2019). Inas-
much as these decisions are shaped by labels’ specificity 
and distinctiveness, they may suggest changes in a 
firm’s positioning even if none occurred, undermining 
the internal validity of empirical measures meant to cap-
ture these changes. Finally, on the practical front, our 
study has implications for managers as it helps them 
understand why particular labels are preferentially 
assigned to their products by mediators. Managers 
should ultimately strive to influence mediators’ catego-
rization decisions, but to that end, knowing what drives 
these decisions in the absence of strategic intervention is 
necessary. By addressing this question, our study can 
help managers form realistic expectations and formulate 
their “category strategy” (Pontikes 2018).

2. Theory and Hypotheses
Organizational research views categorization as a prob-
abilistic process in which a boundedly rational agent or 
decision maker, presented with an object and a set of 
labels, must assign one or more labels for the purpose of 
describing the object (Hannan et al. 2019). This process 
is ubiquitous to human mental life and constitutes a 
stepping-stone toward most everyday decisions. It turns 
out to be a process of great interest to organization the-
ory because it is preparatory to, and inseparable from, 
selection mechanisms through which members of a 
market audience allocate resources to products and pro-
ducers (Zuckerman 1999, 2017). Mediators, in particu-
lar, play a fundamental role in this selection by 
assigning category labels to products, which allows con-
sumers to efficiently screen producers’ offer. Mediators’ 
categorization decisions are hence precursory to a two- 
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stage process whereby a consumer first uses mediator- 
assigned labels to determine which products are worthy 
of consideration, and only then looks at these products 
more closely to determine which of them is worthy of 
selection. Thus, a supermarket customer aiming to buy 
healthy groceries may not give equal consideration to 
all foodstuffs in a store but reserve most of it for those 
labeled “organic” by a certification agency. Similarly, 
someone looking to buy a car that comfortably sits a 
family of five may not look up technical details for all 
models on the market but consider only those catego-
rized as “minivans” by specialized magazines or enthu-
siasts. It remains possible for a product fitting one’s 
requirements to be summarily denied consideration 
because it fails to be assigned some crucial category 
label. As a result, mediators’ categorization decisions 
come to affect important organizational outcomes, and 
the reasons why these key members of the audience 
tend to assign particular labels to products become rele-
vant to organizational analysis.

Studies that showcase the consequence of categoriza-
tion for organization theory can be broadly classified in 
two streams. The first one focuses on individual pro-
ducts or producers as the units of analysis, aiming to 
explain how their competitive success depends on cate-
gory labels assigned to them by audiences (Cattani et al. 
2017, Zhao et al. 2017). Labels are assigned by audience 
members to products or producers on the basis of 
observable features, such as product attributes (Youn-
kin and Kashkooli 2020) and production techniques 
(Verhaal et al. 2015), but also on the basis of signals 
received from producers by way of advertisements 
(Hsu and Grodal 2015), narratives (Barlow et al. 2019, 
Taeuscher et al. 2022), and press releases (Pontikes 2012, 
Granqvist et al. 2013, Zunino et al. 2019). The effects of 
these categorizations are examined on a variety of out-
comes, including sales (Zhao et al. 2013), growth (Smith 
and Chae 2016), access to venture capital (Wry and 
Lounsbury 2013), and valuation by investors (Zucker-
man 1999, Cudennec and Durand 2023), critics (Durand 
et al. 2007; Negro et al. 2010, 2015), or consumers (Hsu 
2006, Barlow et al. 2018). Although research in this first 
stream has been instrumental in bringing categorization 
to the forefront of organizational literature, it remains 
mostly preoccupied with consequences for phenomena 
that are traditionally relevant to studies in this field. 
This distinguishes it from research in the second stream, 
which focuses on categories themselves as the units of 
analysis and addresses outcomes like category creation 
or emergence (Durand and Khaire 2017), legitimation 
(Navis and Glynn 2010, Slavich et al. 2020), change 
(Lounsbury and Rao 2004, Negro et al. 2011, Jones et al. 
2012), and demise (Kuilman and Van Driel 2013). Stud-
ies in this second stream suggest that categorization 
decisions made by audience members, and particularly 
mediators (Kennedy 2008, Khaire 2017), dictate the 

timing of a category’s life cycle. For emergent categories, 
more frequent assignment of the category label helps 
legitimation; for established ones, it makes growth and 
survival more likely; and for declining ones, it can delay 
or prevent dissolution. Shifting focus from products 
and organizations to categories thereof, these studies 
noticeably expanded the scope of organizational litera-
ture and consolidated the study of categories as one of 
its most feverish domains (Vergne and Wry 2014).

Their respective merits notwithstanding, these two 
streams of research share a limitation in that they tend 
to consider categorization decisions as a black box. 
Lacking a model of how these decisions are made, they 
leave us with a partial picture of how categorization 
shapes economically relevant outcomes at the level of 
products, organizations, or categories (Hannan et al. 
2019). Opening this black box would be not only inter-
esting, but even necessary to ensure that theoretical 
arguments about categorization already circulating in 
organizational literature actually hold. Consider for 
instance Lo et al. (2020) proposal that a category should 
not be too distinctive, or dissimilar to related categories 
in a hierarchical classification system, in order to be via-
ble for organizational activity. These authors argue that 
an overly distinctive category “is often less likely to be 
recognized as part of the system” (Lo et al. 2020, p. 91). 
This is ultimately because there is tension between a 
category’s need to be similar enough to other categories 
to obtain recognition, and its need to be dissimilar 
enough from other categories to make useful distinc-
tions. There is an intuitive analogy here with the tension 
described by optimal distinctiveness theory between 
the needs for conformity and differentiation at the level 
of products and producers (Deephouse 1999, Zucker-
man 2016, Zhao et al. 2017). The validity of this analogy, 
however, depends on whether audience members, 
including mediators, are less likely to apply a highly dis-
tinctive category label as opposed to one that is just 
moderately distinctive, like they are less likely to select a 
highly distinctive product or producer relative to a 
moderately distinctive one. There is no evidence that 
this is the case.

We aim to fill this gap in organizational literature by 
proposing a model of how categorization decisions 
occur. We focus on mediators as key decision makers 
because their categorizations provide the “social screen” 
(Zuckerman 1999, p. 1404) on which consumers rely to 
select products for purchase. We build on the relational 
perspective on categories proposed by Lo et al. (2020, 
but see also Wry and Lounsbury 2013). Like these 
authors, we view categories as elements of a hierarchical 
system bound together by vertical and horizontal rela-
tions. Vertical relations arise between categories located 
at different levels of abstraction, such as “computers” 
and “workstations,” or “jazz” and “free jazz.” In these 
cases, one category is superordinate to the other in the 
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system’s hierarchical ordering (Rosch et al. 1976). Hori-
zontal relations arise between categories located at the 
same level of abstraction, such as “workstations” and 
“servers,” or “free jazz” and “swing.” In these cases, 
both categories are connected to the same superordinate. 
The labels of categories bound by vertical or horizontal 
relations can be more or less differentiated in terms of 
information they encode about product features: this 
variance is captured by two informational properties 
that, following previous studies (Hannan et al. 2019, Lo 
et al. 2020, Cudennec and Durand 2023), we term specifi-
city and distinctiveness. In what follows, we develop 
hypotheses about how these properties affect a category 
label’s probability of assignment. But first, we introduce 
two theoretical assumptions.

2.1. Assumptions
We assume mediators to behave as boundedly rational 
decision makers (Simon 1955). They are ostensibly inter-
ested in making the best possible decisions, but they 
must cope with a number of constraints that render this 
impractical: for example, they have limited memory to 
store information and limited computational power to 
process it. Because of these constraints, they are averse 
to the rigor that perfect rationality demands. Their 
“entire behavior [ … ] is at all times motivated by the 
urge to minimize effort” (Zipf 1949, p. 3). They thus give 
up on finding the best possible solution to a decision 
problem and settle for solutions that are merely good 
enough. Such a “satisficing” attitude is well documen-
ted in the context of purchase decisions by consumers 
(Caplin et al. 2011), and it appears logical to expect it in 
categorization decisions by mediators as well. Indeed, 
psychological research suggests there are cognitive costs 
inherent to any categorization, which humans were con-
ditioned by evolution to avoid (Anderson 1991). 
Remembering meanings for a set of labels inevitably 
come at a price, as information must be retrieved from 
memory and this requires expense of finite cognitive 
resources. Mediators strive to preserve these resources 
by favoring labels that make efficient use of them (cf. 
Pothos and Chater 2002), encoding information about 
products that is relevant to them and to consumers 
without imposing unnecessary costs.

This boundedly rational approach to categorization is 
at the core of recent studies in cognitive science (Lieder 
and Griffiths 2020). However, it is not a recent trend in 
cognitive psychology: in embryonic form, it was pro-
posed by Rosch (1978, p. 28) in her principle of cognitive 
economy, which states that “as an organism, what one 
wishes to gain from one’s categories is a great deal of 
information about the environment while conserving 
finite resources as much as possible.” Experimental evi-
dence shows that this principle affects virtually all cate-
gorizations, including those about products in markets 
(Johnson and Fornell 1987). Our first assumption is that 

it affects the categorization of products by mediators. To 
preserve finite resources, mediators do not strive to 
assign labels that encode the greatest amount of infor-
mation about a product, but rather seek a trade-off 
between the amount of information encoded by a label 
and the cognitive costs or effort needed to remember it. 
This is not only because they, as decision makers, need 
to remember the meanings of labels in order to assign 
them—something they would like to accomplish with 
minimal effort (Zipf 1949)—but also because consu-
mers, as beneficiaries of their decisions, need to remem-
ber the meanings of labels in order to interpret them. 
Thus, mediators assign labels that encode more infor-
mation only if this is worth the cognitive costs, and 
among labels that encode comparable amounts of rele-
vant information, they tend to assign those that encode 
the least amount of information overall.

Assumption 1. Mediators are more likely to assign cate-
gory labels that impose smaller cognitive costs for the same 
amount of relevant information.

Assumption 1 will be pivotal to our arguments about 
the effects of specificity and distinctiveness. However, 
we do not see it as particularly restrictive because the 
urge to minimize cognitive costs is hardwired into 
human rationality and not even expert decision makers 
can be considered exempt. At the same time, we note 
that tolerance to cognitive effort can vary across indivi-
duals and correlates with prior knowledge of a domain. 
A category label that is cognitively costly for a novice 
could be cognitively economical for an expert (Chi et al. 
1981). Therefore, we find it necessary to introduce 
another assumption to clarify just how much we expect 
mediators to know about the product domain.

Within the domain, we assume mediators to be suffi-
ciently familiar with the meaning of each category label 
at their disposal to be able to evaluate it as a candidate 
for assignment to a product. If a label is not assigned, 
this must be because another one was preferable and 
not because its meaning was unknown. In addition, we 
assume mediators to know the vertical and horizontal 
relations binding category labels together into a hierar-
chical system. Following organizational literature, we 
define this system as “a cognitive representation of the 
structural relationships between categories that has 
achieved some consensus among [ … ] audiences [and 
that] describes the various levels at which categorization 
takes place and defines how these levels are embedded 
or nested within one another” (Vergne and Wry 2014, p. 
68). Given any two labels, our decision makers are able 
to determine whether these labels are related, and if so, 
whether their relationship is vertical or horizontal. If 
two labels are vertically related, then they know which 
one is the superordinate. They also know that the subor-
dinate label inherits part of its informational content 
from the superordinate, if only in probability (Hannan 
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et al. 2019), because this is a consequence of nesting (see 
also Cudennec and Durand 2023). If two labels are hori-
zontally related, then our decision makers know that these 
labels share part of their informational content by way of 
inheritance from the same superordinate. For example, 
given the three labels “computer,” “workstation,” and 
“server,” they know how a “workstation” differs from a 
“server,” but also that both “workstations” and “servers” 
are “computers,” so some generic features of “computers” 
are expected of both. In effect, these subordinate labels 
expand a common ground set by the superordinate with 
additional information of their own.

Assumption 2. Mediators know the meanings of category 
labels available for assignment and the hierarchical relation-
ships among them.

We find this assumption to be considerably more 
restrictive than the former. To begin with, there is the 
nontrivial provision built into it that hierarchical rela-
tionships among categories exist, and as per Vergne and 
Wry’s (2014) definition, they are agreed-upon by audi-
ence members. This limits the scope of our study to set-
tings where (a) there is an established hierarchical 
classification system, and (b) mediators know the 
meanings and relative positions of labels in this system. 
Condition (a) seems reasonable in settings where cate-
gorization is contingent on a highly institutionalized set 
of labels, like the Standard Industrial Classification 
(Zuckerman 1999), the United States Patent Classifica-
tion (Ferguson and Carnabuci 2017), and the system of 
art genres (DiMaggio 1987). It is unlikely to hold if a 
classification system is “emergent or in flux” (Ruef and 
Patterson 2009, p. 486), which is often the case in nascent 
industries. Condition (b), instead, seems reasonable in 
settings where the average mediator has general knowl-
edge of the market, possibly in addition to specialized 
knowledge about parts of it. This is easily true of profes-
sionals, like industry analysts, patent examiners, and art 
critics, but it is also true of highly engaged or 
“vanguard” consumers (Koçak et al. 2014). For example, 
music and beer enthusiasts who categorize products 
online have sufficient expertise, at least on average, to 
know what category labels mean and how they relate to 
one another (Barlow et al. 2018, Montauti 2019, Formilan 
and Boari 2021).

Joint consideration of Assumptions 1 and 2 gives rise 
to the following question: if mediators already know the 
meanings of category labels at their disposal, and need 
not learn these meanings as they approach categoriza-
tion decisions, why do they incur cognitive costs when 
assigning labels to products? There are two reasons 
why cognitive costs arise even if label meanings have 
already been learned. One is that, after being learned, 
information needs to be activated or transferred from 
long-term to working memory in order to be used for 
decision making. Because working memory has limited 

capacity, however, its allocation is subject to opportunity 
costs (Kurzban et al. 2013). Any information committed 
to it precludes the commitment of other information, 
some of which could be relevant to the decision at hand. 
The severity of this problem grows in proportion to the 
amount of information a label encodes, because with 
more information encoded by a label, less space remains 
available for possible alternatives, potentially leading to 
a comparison among inferior options and a worse deci-
sion outcome. The foregone benefit of alternative uses of 
memory space is part of the cognitive costs a mediator 
pays when remembering the meanings of labels.

Another reason why cognitive costs arise is that trans-
ferring information to working memory comes with the 
risk of memory interference (Oberauer and Kliegl 2006, 
Jonides et al. 2008). This occurs when information is 
poorly recalled, partly omitted, or mixed up with other 
information: for example, a mediator may consider the 
assignment of two labels and mistakenly believe that 
one of them requires product features that are actually 
required by the other. This too can lead to a worse deci-
sion outcome. Like before, this is a problem that grows 
in proportion to the amount of information a label 
encodes, because “with increased memory demand, 
each individual item suffers from interference from 
more other items” (Oberauer and Kliegl 2006, p. 622). 
Together, constraints on memory space and the risk of 
memory interference give rise to a cognitive price. Med-
iators are required to pay this price even in the absence 
of learning because they incur it in the course of remem-
bering label meanings. With this in mind, we can 
develop testable hypotheses about how category labels’ 
specificity and distinctiveness affect mediators’ decision 
process.

2.2. Specificity
The specificity of a category label is defined as the extent 
to which the information encoded by this label differs 
from the information encoded by its superordinate 
(Cudennec and Durand 2023). In organizational litera-
ture, this is also referred to as informativeness (Hannan 
et al. 2019). Because the information encoded by a super-
ordinate tends to be inherited by its subordinate, any 
difference between the two labels is primarily due to 
extra information that the subordinate adds. Consider 
the case of a music listener browsing the catalog of a 
streaming service and finding a product categorized as 
“math rock.” From this label, the consumer may readily 
infer that the product has features consistent with the 
superordinate “rock,” but specificity requires “math 
rock” to say something more about the product’s fea-
tures. Provided one knows its meaning, this label hap-
pens to be quite specific, because it offers strong 
indications as to the product’s musicological features: 
for example, it suggests odd time signatures, irregular 
rhythmic structure, extended chords, angular melodies, 
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counterpoint, and possibly other attributes about which 
“rock” remains relatively vague. Other labels sharing 
the same superordinate, like “classic rock” and “hard 
rock,” are not nearly as specific. They add less to their 
common baseline. A greater level of specificity means 
that the subordinate label encodes and has potential to 
convey a greater amount of information relative to its 
superordinate.

We remark that by amount of information here we 
refer to a continuous quantity. In principle, it is possi-
ble for a label to encode a single detail about a product, 
for example, that it has a particular value for one fea-
ture while saying nothing about other features, and 
still be highly specific. This is because that single detail 
can be very different from what one would expect on 
the basis of the superordinate. In this regard, our 
approach is consistent with information theory, where 
the amount of information encoded in a message 
depends on how different that information is from a 
contextual expectation, not on the length of the mes-
sage (see, for example, Ferrer-i-Cancho and Del Prado 
Martı́n 2011).

Having labels encode more information about prod-
uct features is generally helpful to mediators because it 
allows them to more accurately determine if a label fits 
a product to be categorized. It is also helpful to consu-
mers, as by inferring product features more accurately 
from a label previously assigned by mediators they are 
better able to reduce uncertainty. Therefore, we may 
expect a more specific label to be a more attractive can-
didate for assignment. Because of cognitive limitations 
to which humans are subject, however, greater specifi-
city is not always desirable: to begin with, information 
yields diminishing returns as only so much of it can be 
relevant to either mediators or consumers. After a criti-
cal threshold is reached, having more information no 
longer makes a difference because there is already 
enough to “satisfice” (Caplin et al. 2011). Furthermore, 
information does not come for free: both evaluating 
labels for potential assignment and interpreting labels 
previously assigned by others to infer the features of 
products entails cognitive costs, which increase with 
the amount of information encoded by a label on top of 
its superordinate, and continue to do so even after the 
threshold is reached after which more information is no 
longer useful.

Empirical evidence of the connection between infor-
mation and cognitive costs can be found in experimen-
tal research by Shepard et al. (1961), who examined 
human subjects’ performance in categorization tasks 
and observed that category labels loaded with more 
information about object features cause subjects to 
spend more time thinking and increase the probability 
of mistakes. The authors observed that these nega-
tive consequences ensue even if subjects already know 
the meanings of labels, because they learned them 

weeks before, so dealing with more information seems 
to entail greater costs regardless of learning. Indeed, 
opportunity costs generated by constraints on working 
memory and the risk of memory interference occur 
when information previously learned needs to be acti-
vated or remembered. By increasing the amount of 
information a label encodes compared with is superordi-
nate, specificity expands the total bundle of information 
to be activated or remembered: therefore, opportunity 
costs increase, interference is more probable, and the 
label imposes a greater cognitive price. This is true not 
only for mediators, who must remember the meaning of 
a label to evaluate it for assignment, but also for consu-
mers who rely on mediators’ assignments to decide 
which products are worth considering. To the extent 
that mediators take consumers’ perspective, they are 
aware that consumers are subject to the same cognitive 
limitations as themselves (Epley et al. 2004). Thus, they 
are likely to realize that excessive specificity makes 
labels cumbersome not only for them, but also for the 
beneficiaries of their categorization decisions.

Given this combination of benefits and costs, the rela-
tionship between a category label’s degree of specificity 
and its probability of being assigned to a product reflects 
an interplay of positive and negative consequences. On 
the positive side, greater specificity allows mediators to 
specialize the meaning of a superordinate label and bet-
ter describe a product. On the negative side, it increases 
the cognitive costs involved in the label’s assignment 
and subsequent interpretation. A mediator should find 
the drawbacks of greater specificity worth incurring if 
the additional information encoded on top of the super-
ordinate is relevant, for example, because it is necessary 
for them to sort products effectively or it is necessary for 
consumers to decide if a product is worth considering. 
But relevant information is eventually exhausted, and at 
that point specificity makes the label more costly with-
out concurrently making it more useful. We hence 
expect the benefits of specificity to initially outweigh its 
costs, but while costs continue to build up as specificity 
increases, benefits tend to subside. The combination of 
costs increasing at a constant rate and benefits increasing 
at a decreasing rate makes the functional relationship 
between specificity and the probability of label assign-
ment nonmonotonic, and more concretely, inverse 
U-shaped (see Haans et al. 2016).

Hypothesis 1. The specificity of a category label has an 
inverse U-shaped relationship with the label’s probability of 
assignment to a product in a mediator’s categorization 
decision.

2.3. Distinctiveness
The distinctiveness of a category label is defined as the 
extent to which information encoded by this label differs 
from information encoded by other labels connected to 
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the same superordinate (Hannan et al. 2019). As labels 
connected to the same superordinate tend to inherit the 
same informational content, any difference between 
them is primarily due to extra information that each of 
them adds. Greater distinctiveness requires this to be 
more differentiated, and in the extreme unique. Unlike 
specificity, however, differentiation between labels con-
nected to the same superordinate depends on the kind 
of information these labels encode, rather than the 
amount. Labels sharing the same superordinate may 
add the same amount of information to their common 
baseline, and thus be equivalent in terms of specificity, 
but because the information they add could be different 
for each, they can still be more or less distinctive. Con-
sider “punk rock” and “prog rock,” which share the 
same superordinate, as do “hard rock,” “glam rock,” 
and other varieties of “rock.” Any of these labels is apt 
to categorize products with the generic features of rock, 
and all of them add something to this superordinate, 
but what they add is different for each. “Prog rock,” for 
instance, is associated with compositional complexity, 
elaborate instrumentation, and meticulous sound edit-
ing, whereas “punk rock” is associated with composi-
tional simplicity, stripped-down instrumentation, and 
minimal editing that aims to recreate the roughness and 
imperfection of live takes. Due to their diametric fea-
tures, these labels differ in the kind of information they 
encode and not necessarily in the amount. “Punk rock” 
is relatively indistinctive insofar as products are ex-
pected to feature loud aggressive vocals and distorted 
guitars, but this is also true for other forms of “rock.” By 
comparison, “prog rock” is highly distinctive because 
products are expected to have features uncommon 
within “rock,” such as long solos that showcase techni-
cal virtuosity, and these set the label apart.

Because distinctiveness does not require a label to 
encode more information with respect to its superordi-
nate, using more distinctive labels does not necessarily 
impose greater cognitive costs on mediators. As a result, 
greater distinctiveness does not necessarily hinder their 
pursuit of cognitive economy. Indeed, more distinctive 
features do not occupy more space in working memory, 
nor is remembering such features somehow more liable 
to interference. On the contrary, holding distinctive 
information in working memory means interference is 
less likely to occur (Oberauer and Kliegl 2006). In addi-
tion, distinctive information tends to be remembered 
more easily because it stimulates deeper cognitive pro-
cessing when it is encountered (Hunt et al. 1992). There-
fore, and provided that a label’s meaning is known, 
distinctiveness can even make the label less cognitively 
demanding for mediators. Meanwhile, for consumers, 
products to which a more distinctive label was assigned 
may be easier to interpret unambiguously. Being associ-
ated with a combination of features that rarely co-occur 
elsewhere, a highly distinctive label allows consumers 

“to have as many properties as possible predictable 
from knowing any one property” of a product (Rosch 
1978, pp. 28–29). For example, knowing that a piece of 
“rock” features long and complex guitar solos enables 
someone familiar with the “prog rock” label to infer the 
product is also likely to feature elaborate instrumenta-
tion and extensive sound engineering. Someone who 
likes this combination of features could conclude that 
the product is worth listening, whereas someone who 
dislikes it might find it better to avoid. Thus, distinctive-
ness facilitates the production and activation of behav-
ioral patterns that make it easier to deal with an 
uncertain world. To be maximally effective at reducing 
uncertainty, category labels should be “clearly demar-
cated bins, into which any object [ … ] will neatly and 
uniquely fit” (Bowker and Star 2000, p. 10). In other 
words, they should be maximally distinctive.

Although from a purely cognitive standpoint we 
could expect greater distinctiveness to be always desir-
able for a category label, recent research in organization 
theory offers a different perspective. Examining the pos-
sible consequences of category distinctiveness, Lo et al. 
(2020, p. 91) pointed out that horizontal differentiation 
between categories can have important drawbacks:

[T]here exists a fundamental tension when it comes to 
the optimal level of distinctiveness for a focal category. 
On the one hand, a category that shares too little over-
lap with or is perceived as being too distant from other 
categories in a classification system has a lower likeli-
hood of being viable. The relational approach to catego-
ries suggests that a category’s meaning is derived from 
its relationship to other categories in the system; a cate-
gory that occupies a very peripheral position is often 
less likely to be recognized as part of the system. On 
the other hand, if a category overlaps too much with 
adjacent categories in the system, its classificatory util-
ity declines, rendering it less useful as a stand-alone 
category.

This perspective is familiar to organization scholars 
because it resonates with a prolific stream of literature 
based on the social-psychological theory of optimal dis-
tinctiveness (Brewer 1991). Research in this stream has 
long considered distinctiveness as a property of pro-
ducts or producers, analyzing how differentiation from 
products or producers within the same category affects 
product appeal and organizational performance (Zuck-
erman 2016, Zhao et al. 2017). Early studies in this 
stream focused on a trade-off between differentiation 
and conformity, claiming that producers—and by ex-
tension, their products—must be perceived as suffi-
ciently similar to their competitors to be legitimate, yet 
sufficiently dissimilar to be valuable or difficult to 
substitute. They should be “as different as legitimately 
possible” (Deephouse 1999, p. 147) because of an in-
verse U-shaped relationship between distinctiveness 
and competitive outcomes like performance or appeal.
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More recent research on optimal distinctiveness revis-
ited this fundamental tension and examined situations 
where the aforementioned relationship deviates from 
an inverse U-shape. For example, Zhao et al. (2018) con-
sidered the consequences of product distinctiveness 
during the emergent phase of a category’s life cycle, and 
found that the relationship with product performance 
is initially positive but consolidates into an inverse 
U-shape as the category becomes mature and institu-
tionalized. Barlow et al. (2019) studied distinctiveness 
with respect to multiple reference points within a prod-
uct category, including highly typical and highly suc-
cessful competitors, and found that depending on the 
reference point the relationship can be positive or nega-
tive. Moving from products to producers, Taeuscher 
et al. (2022) analyzed the optimal value of distinctive-
ness for organizations in more or less distinctive catego-
ries and found that, when organizational distinctiveness 
is matched with greater category distinctiveness, its 
relationship with organizational performance switches 
from an inverse U-shape to a U-shape. Haans (2019) 
reported a similar reversal when comparing organiza-
tions in heterogeneous vs. homogeneous categories. 
Despite these recent studies, organizational literature on 
optimal distinctiveness did not abandon Deephouse’s 
(1999) prediction of an inverse U-shape: on the contrary, 
this prediction continues to be represented in contempo-
rary studies (Goldenstein et al. 2019, Taeuscher and 
Rothe 2021). It is commonly argued, for instance, that 
in highly institutionalized contexts such as cultural or 
financial markets an inverse U-shaped relationship 
arises (Zuckerman 2016, 2017; Zhao et al. 2018). The 
optimal distinctiveness argument that Lo et al. (2020, p. 
91) “extend [ … ] to also apply to inter-category 
relations” presumes an inverse U-shape.

Although optimal distinctiveness research originally 
concerned a different unit of analysis, that is, products 
or producers, and primarily focuses on the conse-
quences of categorization decisions made by producers 
themselves rather than by mediators, the category-level 
approach outlined by Lo et al. (2020) is directly relevant 
to our theoretical arguments. It suggests that distinctive-
ness should be moderate, not maximal, for a category 
label to make a good candidate for assignment. There-
fore, psychological and organizational research point to 
different expectations about the ideal level of distinc-
tiveness a category label should possess. Based on psy-
chological literature, we would expect the ideal level of 
distinctiveness to be as high as possible, because more 
distinctive labels impose smaller cognitive costs and 
enable less ambiguous inferences. Based on organiza-
tional literature, instead, we would expect the ideal level 
of distinctiveness to be only moderate, because indis-
tinctive labels are easier to substitute but overly distinc-
tive labels are unlikely to be recognized as legitimate. 

Rather than siding with one perspective or the other, we 
formulate alternative hypotheses.

Hypothesis 2a. The distinctiveness of a category label 
has a positive relationship with the label’s probability of 
assignment to a product in a mediator’s categorization 
decision.

Hypothesis 2b. The distinctiveness of a category label has 
an inverse U-shaped relationship with the label’s probabil-
ity of assignment to a product in a mediator’s categoriza-
tion decision.

3. Data and Methods
Testing our hypotheses empirically requires us to 
observe a large number of categorization decisions 
made by mediators in a product market. We aim to 
model the choice an individual mediator makes when, 
presented with a product having certain features, she 
selects one or more category labels to describe this prod-
uct. To specify this model, we must know all candidate 
labels the mediator can consider for assignment, that is, 
all the elements of her choice set. For this reason, it is 
preferable for us to analyze a context where mediators 
can only assign labels from a predetermined list, fixed 
and known to us as modelers, rather than freely coming 
up with labels in an open-ended process. Data fitting 
these requirements is readily available from websites 
that allow their users to categorize products in a given 
market using predetermined lists of labels. These web-
sites are especially common in markets for cultural 
goods, where large communities of enthusiasts gather 
online to build searchable databases of products on 
offer. Examples familiar to organizational literature 
include BeerAdvocate (Verhaal et al. 2015, Barlow et al. 
2018), Discogs (Montauti and Wezel 2016, Montauti 
2019, Formilan and Boari 2021), Goodreads (Kovács 
and Sharkey 2015), and the Internet Movie Database 
(Hsu 2006, Hsu et al. 2009). Members of these communi-
ties are motivated by passion for the product domain, 
and invest considerable time and effort in collaboration 
with likeminded peers (Faraj et al. 2011). Their categori-
zations are intended to build a public repository of 
knowledge on which consumers can rely to find pro-
ducts that fit their tastes. Beside considerations of data 
availability, an advantage of studying an online com-
munity is that the relevant classification system tends to 
be institutionalized (DiMaggio 1987), and being part of 
a “vanguard audience” (Koçak et al. 2014), community 
members have sufficient domain knowledge to satisfy 
Assumption 2.

We collect data from Discogs, a comprehensive music 
database and marketplace where users can categorize 
products using genre and subgenre (style) labels. Dis-
cogs was born with a mission “to build the biggest and 
most comprehensive interactive public music database 
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in the world [ … ] Because music is what makes us 
human, and keeping a well-organized, public archive of 
all the recorded music in the world helps preserve a full 
picture of who we are” (Discogs 2018). Since its launch 
in 2000, over 600,000 users have contributed toward this 
goal, making Discogs a major informational resource for 
music listeners and one of the largest music websites by 
search traffic (Alexa 2022). Genres in the database com-
prise relatively broad types of music, such as “rock,” 
“electronic,” and “jazz.” Styles are nested within genres 
so as to form a two-level system, and comprise more 
specific types of music like “rockabilly,” “techno,” and 
“free jazz.” Sociological research suggests that both 
genre and style labels on Discogs map to meaningful 
categories in audience members’ perception (Van Ven-
rooij 2015). Consistent with this, labels assigned to pro-
ducts by Discogs users are used by computer scientists 
as a ground truth corpus to train music recommen-
dation algorithms (Bogdanov and Herrera 2012). They 
are also used in strategy and organization research to 
analyze competition among record companies (Mon-
tauti 2019, Piazzai and Wijnberg 2019, Zanella et al. 
2021).

We consider Discogs users as mediators in the mar-
ket for recorded music. This is justified by the visibility 
that Discogs enjoys in the market. Users are aware that 
the information they provide through category labels 
is relied upon by ordinary consumers, as Discogs 
pages rank highly in search results whenever music 
products are looked up online. Moreover, third-party 
applications connect with the Discogs API to relay 
information from the Discogs database to their own 
users. On Discogs itself, category labels assigned to 
products by Discogs users serve to organize a thriving 
marketplace for second-hand records, which at the 
time of writing includes over 68 million listings, with 
prices ranging from 0.01 to 1.2 million USD. The match 
of buyers and sellers in this marketplace depends on 
products being listed in the genre and style categories 
where people expect to find them. For this reason, 
members of the Discogs community have an incentive 
to make accurate categorization decisions, and are 
encouraged by community guidelines to provide cor-
rect and complete information. They are also encour-
aged to correct existing database entries if they think 
some of the information provided is inaccurate. We 
must note that, although Discogs users act as media-
tors, they are also consumers of music themselves, so 
this setting does not allow a neat distinction between 
mediator and consumer roles as in Zuckerman’s (1999) 
study of the market for securities. However, this is not 
a problem for our analysis as we are only interested in 
the decisions Discogs users make in the capacity of 
mediators, that is, categorization decisions. We do not 
analyze their consumption choices, nor those other 
consumers make on the basis of their categorizations.

Our intention is to look at Discogs users’ assignment 
of category labels to products in the Discogs database as 
the outcome to be explained. To that end, we could 
focus on predicting either users’ assignment of genres 
or their assignment of styles. We replicated our analysis 
at both levels of the hierarchy and found similar results. 
The main analysis below concerns styles, because we 
expect this to be the most relevant level of abstraction 
for highly engaged consumers (see also Formilan and 
Boari 2021). Moreover, at this level of abstraction we 
observe more labels as well as greater variance in their 
characteristics, including specificity and distinctiveness. 
Estimates explaining users’ assignment of genres as 
opposed to styles will be presented as robustness tests.

Any user on Discogs can categorize any product in 
the database at any time by picking genres from a check-
list and then choosing one or more styles connected to 
these genres from a dropdown menu, as illustrated in 
Appendix A. The complete list of labels, curated by Dis-
cogs developers and updated over time at the commu-
nity’s request, currently includes 15 genres and 580 
styles. After being assigned to a product, genre and style 
labels become visible on the product’s web page and 
can later be revised by other users. These revisions 
could also be considered categorization decisions, but 
they are more complicated because they are based on 
knowledge of the labels previously assigned by some-
one else. This creates the possibility of social influence 
(Bodoff and Vaknin 2016), which is a confounding factor 
for our study. To minimize social influence and ensure a 
cleaner test of our hypotheses, we only analyze deci-
sions where products were being categorized on Dis-
cogs for the first time—that is, in the absence of labels 
previously assigned by others. This means that we 
exclude revisions from our sample. Though it is still 
possible that users influence each other outside the web-
site, we think this approach reduces the confound as 
much as reasonably possible.

As in other cultural markets, music genre and style 
labels encode information about the aesthetic attributes 
of goods. In recorded music, they primarily encode 
acoustic or musicological features, which are the axes or 
dimensions of a feature space wherein product differen-
tiation is perceived by music listeners (Askin and Maus-
kapf 2017). To represent the meanings of genres and 
styles in this space, we collect feature data from Acous-
ticBrainz, an open-source service ran by computer scien-
tists in collaboration with music consumers for the 
purpose of developing better music information soft-
ware (Porter et al. 2015). Contributors to this service can 
download a suite of algorithms to create numerical 
descriptions of music on their computers. These algo-
rithms analyze audio files and automatically submit 
their features to AcousticBrainz, where they are further 
processed and made public. At the time of writing, 
numerical descriptions are available for about 7.5 

Piazzai, Liu, and Montauti: Cognitive Economy and Product Categorization 
Organization Science, Articles in Advance, pp. 1–24, © 2024 The Author(s) 9 

D
ow

nl
oa

de
d 

fr
om

 in
fo

rm
s.

or
g 

by
 [

46
.6

4.
24

8.
15

8]
 o

n 
22

 F
eb

ru
ar

y 
20

24
, a

t 0
8:

10
 . 

Fo
r 

pe
rs

on
al

 u
se

 o
nl

y,
 a

ll 
ri

gh
ts

 r
es

er
ve

d.
 



million songs or tracks. Each description encompasses 
thousands of features, sorted into low-level and high- 
level. Low-level features describe a track’s basic acoustic 
profile, for example, “overall loudness, dynamics and 
spectral shape of a signal, rhythm descriptors [ … ] and 
tonal information” (AcousticBrainz 2022). High-level 
features, instead, describe more sophisticated aspects 
like mood, timbre, and gender of vocals, estimated from 
low-level data after its submission to the server. High- 
level features are considered unstable by Acoustic-
Brainz developers, in the sense that they are extracted 
by experimental algorithms and can change as a result 
of technological improvements. Low-level features, in-
stead, are considered stable and insensitive to techno-
logical change.

Our analysis is based on a subset of low-level features 
that AcousticBrainz showcases on every track’s web page 
for the purpose of summarizing its acoustic profile to 
human readers (see Appendix A). This includes (1) the 
track’s main key, (2) the scale and (3) relative frequency 
of this main key, (4) the most frequent key of the chord 
progression, (5) the scale of this most frequent key, (6) an 
estimate of the track’s danceability, (7) the average num-
ber of beats per minute, and (8) the total count of beats. 
We also consider (9) track length as an additional feature. 
These nine attributes were used in previous research to 
model the feature space of music (Piazzai and Wijnberg 
2019). Considering no more than nine is appropriate 
because, although music can be a complex good, its fea-
ture space should be low-dimensional enough to remain 
cognitively manageable for humans (Verheyen et al. 
2007). Features (1) and (4) are nominal variables taking 
values from the circle of fifths, that is, A to G, with ]
denoting sharp notes; (2) and (5) are dichotomous vari-
ables corresponding to major or minor scale; (3) is a per-
centage; (6) and (7) are continuous; and (8) and (9) are 
integer. For statistical purposes, (1) and (4) are recoded 
into dummy variables with the key of A as reference, 
while (2) and (5) are recoded into binary variables with 
the major scale as reference.

3.1. Sampling Procedure
In merging data from our sources, we preempt possible 
issues that arise from differences in granularity. These 
arise because AcousticBrainz provides information at 
the level of individual songs or tracks, whereas Discogs 
users categorize records, which normally consist of mul-
tiple tracks. To avoid problems of aggregation, we 
restrict our analysis to singles, which Discogs defines as 
records that include one main track and possibly a few 
additional tracks or alternative versions. Because singles 
have a short duration and heavily revolve around one 
track, usually to the point of inheriting its title, there is 
less variance in acoustic features within a single’s track-
list compared with longer records like extended-play 
and full-length albums. As a result, we can create 

numerical descriptions of singles by taking the mean 
features of songs in their tracklist without destroying 
nearly as much information. We can empirically con-
firm that this approach is sensible because descriptive 
statistics and pairwise correlations of track-level fea-
tures (Appendix B, Tables B3 and B4) are nearly identi-
cal to those of single-level features we obtain from 
averaging (Appendix B, Tables B5 and B6).

We start building our sample by retrieving 22,010 sin-
gles on Discogs for which a cross-reference exists to one 
or more tracks on AcousticBrainz. This is not the case for 
all singles on Discogs: there are many for which no such 
link exists, and because these are impossible for us to rep-
resent in terms of features they are necessarily excluded 
from analysis. We checked whether this attrition biases 
our sample by the following procedure. We began by ran-
domly drawing 100 tracks from singles in our prelimi-
nary sample whose features were not on AcousticBrainz 
at the time of data collection. For 62 of these, we were 
able to retrieve audio files legally available online, and 
after analyzing them through AcousticBrainz’s suite of 
algorithms, we submitted their features to the Acoustic-
Brainz database. For each track we submitted, we then 
randomly drew 10 tracks from singles in our preliminary 
sample whose features were already on AcousticBrainz 
at the time of data collection. We hence arrived to a ran-
dom subsample of 620 tracks whose features were 
already on AcousticBrainz, plus 62 tracks whose features 
we submitted ourselves. With these data in hand, we per-
formed two graphical comparisons: first, we compared 
the features of tracks that were already in the database to 
the features of those we submitted ourselves; second, 
among tracks that were already in the database, we com-
pared the features of those that were submitted to Acous-
ticBrainz in the same year as their release on the market 
to the features of those submitted one to five years later. 
We may consider tracks submitted many years after 
release to be relatively similar to those that were never 
submitted, just like late respondents to a survey are 
considered similar to nonrespondents (Armstrong and 
Overton 1977). As shown in Figure 1, neither of these 
comparisons points to distributional differences among 
acoustic features. We thus concluded that tracks not 
available on AcousticBrainz are acoustically similar to 
those that are available, for which reason attrition does 
not seem to bias our sample.

For each of the 22,010 singles thus retrieved, we 
browsed the edit history on Discogs to find the first time 
the product was categorized by a member of the com-
munity. To reduce the influence of critical discourse 
generated around products over time, we required this 
decision to have been made in the same year as the sin-
gle’s release on the market. This narrowed down our 
sample to 2,872 decisions made about singles released 
between the launch of Discogs and data collection 
(2000–2020). We performed robustness tests using even 
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more restrictive requirements, limiting our sample to 
decisions made within six months, one month, or one 
week of a single’s release. As will be shown in our 
robustness tests, these results are fully consistent with 
our main analysis. Singles in our sample were catego-
rized into 13 genres and 200 styles in total. Their distri-
bution over genres is relatively uneven, with 70.6- 
percent having been labeled “electronic,” 30.4-percent 
“rock,” and 14.1-percent “pop.” This reflects the greater 
popularity of electronic music during our study period, 
the low barriers to entry for producers of this genre, and 
the fact that Discogs was originally born as a commu-
nity of electronic music enthusiasts. The distribution of 
singles over styles is comparatively even: the top three 
styles, all subordinate to “electronic,” are “house” (13.6- 
percent), “electro” (13.4-percent), and “drum’n’bass” 
(12.4-percent); the fourth and fifth are “indie rock” 
(11.2-percent) and “alternative rock” (7.8-percent). The 
singles were categorized by 1,494 users in total, with 
72.6-percent of users having made only one decision 
each, 13-percent having made two, 4.5-percent having 
made three, 3.5-percent having made four, and so on in 
smaller numbers. The top three users, who individually 
made 43, 46, and 63 decisions, jointly account for 5.3- 
percent of all decisions in the sample. To ensure that 
these relatively active users do not drive our results, we 
replicated our analysis after excluding their decisions. 
The resulting estimates are consistent with our main 
analysis and reported as robustness tests.

3.2. Statistical Model
Our outcome of interest is a Discogs user’s decision 
to assign a given style label to a single. This is a qualita-
tive choice, which can be appropriately modeled by 

conditional logit regression (McFadden 1974). The 
conditional logit model, often used in organizational 
research to predict strategic decisions (e.g., Carnabuci 
et al. 2015), is analogous to the logit model except that 
its estimates are conditional on a choice set. In our case, 
the choice set includes every style label in the dropdown 
menu the user sees on Discogs. In the resulting model, 
every product-label pair becomes an observation, with 
the dependent variable (Assignment) being equal to one 
if the label was assigned to the product by the user, and 
zero otherwise. It is possible for the dependent variable 
to equal one for multiple product-label pairs within the 
same choice set, representing situations in which multi-
ple style labels were assigned to the same product. Pairs 
are not formed for labels that were not yet available 
on Discogs at the time of the user’s decision. This leaves 
us with a total of 228,509 product-label observations. 
Because we cannot assume a user to pay equal attention 
to every label in the choice set, we cluster regression 
errors by user-label pairs. Along with control variables, 
this clustering contains the impact of users’ personal 
proclivities in favor or against particular labels, which 
can arise from familiarity (Zunino et al. 2019) and cogni-
tive fluency (Unkelbach 2006).

We remark that, even with clustering, our approach 
assumes every style label available on Discogs at the 
time of a user’s decision to be considered a candidate 
for assignment. It could be that users do not actually 
consider all labels as candidates: for example, they 
could make a preliminary selection so that, for some 
elements of the choice set, the probability of assignment 
approaches zero. Though this might be the case, all the 
labels remain available for assignment and so outcomes 
in which they are assigned could be improbable, but 

Figure 1. Multidimensional Scaling Solution for a Random Sample of Tracks 
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not impossible. We believe that retaining every label in 
the choice set keeps our model faithful to the data- 
generating process. Nonetheless, the concern may arise 
that our model includes a large number of product-label 
pairs for which the probability of assignment is virtually 
null. To address this concern, we replicated our analysis 
after including in a user’s choice set only those labels 
that present a minimum fit with the product on the basis 
of acoustic features, where fit is calculated according to 
the procedure outlined in the next paragraph. In these 
models, users’ choice sets are limited to the 75-percent, 
50-percent, or 25-percent best-fitting labels, so that users 
are effectively assumed to consider fewer candidates in 
their decisions. Model estimates, very similar to our 
main analysis, are reported as robustness tests.

Calculating the fit between a label and a product on 
the basis of acoustic features requires us to introduce 
some notion of distance in feature space. This is a kind 
of informational distance, and in order to compute it, 
we need to represent both the product and the label in 
terms of features. For any single, the means of track- 
level features provide a vector of numerical coordinates, 
that is, a location in the feature space. Therefore, for 
each single, we automatically obtain a point-like repre-
sentation. We assume singles sharing the same genre 
or style label to be points sampled from the same 
normal distribution over the feature space, which can be 
regarded as a function expressing the label’s plausibility 
or fit at any given location. This distribution represents 
the label’s meaning (Hannan et al. 2019). We compute 
the extent to which a label fits a single by way of Maha-
lanobis distance, which is commonly used in machine 
learning to assess goodness-of-fit between a point and a 
multivariate normal distribution. In essence, the Maha-
lanobis distance expresses how likely it is for the point 
to be sampled from the distribution, and is hence analo-
gous to a z-score. More details on the Mahalanobis 
distance and its statistical properties are included in 
Appendix C.

To compute the Mahalanobis distance from a genre 
or style label to a single, we first take the set of singles in 
our sample to which this label was assigned by Discogs 
users during the year before the focal categorization 
decision; then, we compute the means and covariance 
matrix of these singles’ features. We only consider sin-
gles categorized during one year before because the 
meanings of category labels change over time, as produ-
cers engage in behaviors that affect the features of pro-
ducts released on the market or their perception by the 
audience (Durand et al. 2007, Negro et al. 2011). To 
account for this time-dependence, we do not infer a 
label’s meaning from all singles to which the label was 
ever assigned, but only from those to which it was 
assigned in the recent past. If a single x and a label Y are 
considered at year t, the label’s meaning is inferred from 
singles y1: : :yN to which Y was assigned at t � 1, and 

the distance from Y to x at t is:

dt(x, Y) �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

(x� y)TK�1
yy (x� y)

q

, (1) 

where y is the mean feature vector of y1: : :yN, and Kyy 
is the covariance matrix of these features. Intuitively, y 
represents the average member or prototype of the cate-
gory denoted by Y, and Kyy represents the category’s 
internal correlational structure (Rosch 1978). This con-
tains information about the co-occurrence of features 
among category members: for example, the fact that 
“speedcore” music tends to have a relatively short dura-
tion and a high number of beats per minute, whereas 
“ambient” music has a relatively long duration and few 
beats. Note that the inclusion of Kyy makes Equation (1) 
fundamentally different from a Euclidean distance. By 
allowing categories to have not only different proto-
types but also different correlational structures, our 
measure takes into account that any variation in acous-
tic features that seems trivial for products in a category 
could be meaningful for products in another, or even for 
products in the same category at a different time. In this 
sense, our measure reflects the adaptive nature of cate-
gorical reasoning (Anderson 1991).

3.2.1. Specificity and Distinctiveness. Our predictors 
of theoretical interest relate to distance from one label to 
another rather than distance from a label to a single. In the 
case of specificity, this is the distance from a genre to a 
style nested within this genre, for example, from 
“electronic” to “house.” In the case of distinctiveness, it is 
the mean distance from a style to other styles nested 
within the same genre, for example, from “house” to 
“dubstep,” “techno,” etc. In their analytical treatment of 
categories and labels, Hannan et al. (2019) proposed to 
measure the distance between label meanings on the basis 
of text data using Kullback-Leibler divergence. This 
approach is convenient if one happens to know the theo-
retical distributions representing the meanings of labels, 
or if these distributions can be easily estimated from data, 
for example, via topic modeling and other techniques in 
natural language processing. But this is not our case, 
because unlike Hannan et al. (2019), we are not dealing 
with a corpus of text and cannot estimate a topic model. 
We prefer to use a label-to-label distance that directly 
builds on the single-to-label distance defined in Equation 
(1). If two labels Y and Z are considered at year t, we take 
all singles y1: : :yN and z1: : :zM to which Y and Z were 
respectively assigned at t � 1, and the distance from Z to Y 
at t takes the form:

Dt(Y,Z)� 1
N
XN

i�1
dt(yi,Z)�

1
N
XN

i�1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

(yi�z)TK�1
zz (yi�z)

q

: (2) 

In short, this is the mean Mahalanobis distance from Z to 
y1: : :yN. This measure shares many desirable properties 
of Kullback-Leibler divergence. First, it is a “statistical 
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distance” (Criado et al. 2011), because it is sensitive to 
the distribution of points z1: : :zM thanks to the inclusion 
of Kzz. Second, it is a directed distance, that is, 
Dt(Y, Z)≠ Dt(Z, Y) in general, because Dt(Y, Z) depends 
on Kzz while Dt(Z, Y) depends on Kyy. This is desirable 
because similarity judgments between category labels 
can be asymmetric (Gleitman et al. 1996). In any event, 
the measure positively correlates with Kullback-Leibler 
divergence because if the divergence from Z to Y 
increases, then the Mahalanobis distance from Z to any 
point y sampled from Y is expected to increase as well. 
We provide computational evidence of this correlation 
in Appendix C.

If Y is a style nested within genre Z, Equation (2) can 
be used directly to measure the specificity of Y at t. 
This corresponds to our variable Specificity. Because 
membership in Y implies membership in Z, any dis-
tance from Z to Y represents extra information that Y 
adds to what is already encoded by Z. If, instead, Y 
and Z are styles nested within the same genre, which 
may also encompass other styles Z′, Z′′, : : : , then Equa-
tion (2) can be used to compute pairwise distances 
from Z, Z′, Z′′, : : : to Y, and the mean of these distances 
taken to measure the distinctiveness of Y at t. This cor-
responds to our variable Distinctiveness. Recall that 
greater distinctiveness does not imply a higher amount 
of information encoded with respect to the superordi-
nate: this depends on specificity, and we expect little 
correlation between specificity and distinctiveness. In 
fact, only in the case that all the styles within a genre 
have low specificity do they also then necessarily have 
low distinctiveness, as being close to their common 
genre will also make them close to one another. But as 
long as their degrees of specificity vary, distinctiveness 
can vary too. Within our data set, the most specific 
styles by median value throughout our observation 
period are “ethereal,” “drone,” and “avantgarde.” Dis-
cogs considers “drone” to be a style of “electronic” 
music, while the other two are listed as styles of “rock.” 
In terms of distinctiveness, the top styles by median 
value are “jump blues,” “soundtrack,” and “easy 
listening.” These are considered styles of “blues,” 
“stage and screen” music, and “jazz,” respectively.

3.2.2. Control Variables. We aim to take into account, 
as much as reasonably possible given the limits of our 
data, any variance in the outcomes of Discogs users’ cat-
egorization decisions that can be attributed to compet-
ing explanations. By requiring decisions to have been 
made by Discogs users who do not see category labels 
previously assigned by peers, we have already taken 
steps to reduce the possibility of social influence. By 
requiring decisions to have been made in the same year 
as products’ release on the market, we have also limited 
the impact of critical discourse accumulating around 
products over time. As explained above, we also cluster 

regression errors at the level of user-label pairs so as to 
address cognitive factors that can make specific users 
more or less inclined toward particular labels. Through 
control variables we account for three other determi-
nants of users’ decisions, all considered important by 
organizational literature, including products’ typicality 
in candidate categories, producers’ claims to category 
labels, and mediators’ expertise.

Typicality is perhaps the most obvious predictor of 
whether a user assigns a given category label to a single. 
Cognitive scientists define the typicality of an object in a 
category as the extent to which the object is a representa-
tive member of that category, and measure it by proxim-
ity to the category prototype (Hampton 2007). This 
approach is also common in organizational research 
(e.g., Smith and Chae 2016). Greater typicality of a prod-
uct in a category should make the corresponding label a 
stronger candidate for assignment, because people want 
to apply labels descriptive of objects’ actual features 
(Rosch 1978). For example, if a piece of music averages 
300 beats per minute, it is unlikely to be labeled 
“ambient” and quite likely to be labeled “speedcore” or 
some other style of music for which fast tempo is 
expected. Typicality is commonly understood to be a 
decreasing function of distance in feature space (Han-
nan et al. 2019), so it can be measured by a transforma-
tion of Equation (1). For every product-label pair, we 
compute the value of this equation and then take its 
multiplicative inverse as the value of our control vari-
able Typicality.

A more sociologically interesting and perhaps more 
managerially relevant predictor of categorization deci-
sions is the strength of producer-side signals about 
which category labels should be assigned to their pro-
ducts. Producers are interested in having mediators 
make categorization decisions that cast their products 
in a favorable light: for this reason, they can lay claims 
to particular labels as part of a category strategy (Ver-
haal and Pontikes 2022). In cultural markets, these 
claims are made routinely—though not exclusively 
(see, e.g., Sgourev et al. 2023)—by way of product 
names (Verhaal et al. 2015, Khessina and Reis 2016). 
These provide a direct channel of communication 
from producers to audiences that is low-cost, fully 
under producers’ control, and practically impossible 
for mediators to ignore. In our setting, it is possible for 
the title of a single to incorporate a category label. This 
seems to occur with some regularity in our sample, 
where 156 singles include one of the style labels with-
out modification in their titles. In some cases, titles 
exactly correspond to one of the style labels (e.g., Black 
Metal by Ascii Disko); in others, labels appear in titles 
with small modifications (e.g., Elektro by Outwork), as 
part of a compound word (e.g., Gutterpunk by Noisia), 
or disguised as wordplay (e.g., Saxphunk by Criss 
Source).
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We measure the extent to which producers claim a 
label in a single’s title through a string similarity index. 
Various algorithms exist that can be used to quantify 
the similarity between two character strings: we use 
one of the most common in text analysis, termed Opti-
mal String Alignment (OSA), which counts the number 
of insertions or deletions of any character and transpo-
sitions of two adjacent characters required to turn one 
string into the other. To obtain our control variable Pro-
ducer claim, we compute the OSA index for every 
product-label pair and then reverse-code its value so 
that it increases with similarity. We also estimate mod-
els where the variable Producer claim is computed via 
different algorithms, including Levenshtein distance, 
bigram cosine similarity, and Jaro-Winkler distance 
with 10-percent penalty factor. Compared with OSA, 
these algorithms involve different operations on strings 
and do not necessarily yield similar values. Their 
Pearson’s correlation coefficients with the OSA index 
are 0.999, �0.077, and �0.061, respectively (p� 0.000). 
Results from these models are consistent with our main 
analysis and reported as robustness tests.

The final possible determinant that we consider is the 
expertise of decision makers (Cudennec and Durand 
2023). Compatibly with our theoretical assumptions, we 
expect Discogs users to possess sufficient knowledge of 
the product domain to know the meanings of category 
labels and hierarchical relations between them. How-
ever, we do not expect their knowledge to be evenly dis-
tributed over categories. There could be styles of music 
in which their expertise is greater, for example, because 
they have a preference for product with those features, 
consume them more often, and categorize them more 
frequently. This can influence their categorizations 
through the availability heuristic (Tversky and Kahne-
man 1973). The clustering of regression errors by user- 
label pairs already adjusts the model to account for this 
heterogeneity, but to provide a more convincing empiri-
cal test, we introduce two control variables, Style exper-
tise and Genre expertise, which respectively count the 
number of decisions previously taken by the focal user 
that resulted in the assignment of the focal style, and the 
number of decisions previously taken by this user that 
resulted in the assignment of any style connected to the 

same genre as the focal style. If a user’s expertise is local-
ized in certain genre or style categories, this will be cap-
tured by variance in these counts.

4. Results
The descriptive statistics and pairwise correlations 
of variables in our main analysis are summarized in 
Table 1. Pearson’s coefficients do not suggest harmful 
collinearity among independent variables, and the 
condition number of the data matrix (25.241) is below 
the upper bound of 30 that statistical literature consid-
ers indicative of collinearity problems (Belsley et al. 
1980). All independent variables are mean-centered 
and standardized before regression, which further de-
creases the condition number to 1.622. We remark that 
this transformation has no substantive impact on our 
estimates because it rescales the variables without 
altering their distributions. In addition to minimizing 
collinearity, standardization is useful because it facili-
tates comparison of effect sizes.

As in ordinary logit regression, coefficients in a con-
ditional logit model correspond to natural logarithms 
of odds ratios. By exponentiation, they can be con-
verted to odds ratios, which in our case represent 
changes in the odds of a label’s assignment associated 
with one-standard deviation increases in the value of 
an independent variable, all else being equal. Because 
odds and probabilities are directly related, these coeffi-
cients allow us to evaluate support for our hypotheses. 
We estimate five conditional logit models, each nested 
into the previous, to assess changes in model fit result-
ing from the inclusion of each additional independent 
variable. Model estimates are included in Table 2 in 
their original logarithmic form, along with robust stan-
dard errors and conventional notation for thresholds 
of statistical significance. When reporting these esti-
mates below, we automatically convert them to odds 
ratios, appending 95-percent confidence intervals (CI) 
and p-values.

We begin by estimating a model that includes only 
control variables: Typicality, Producer claim, Style exper-
tise, and Genre expertise (Model 1). We then extend the 
list of regressors with variables of theoretical interest, 
that is, Specificity (Model 2), Distinctiveness (Model 3), 

Table 1. Descriptive Statistics and Correlations of Variables in Models of Style Assignment

Variable Mean SD Min. Max. (1) (2) (3) (4) (5) (6)

(1) Assignment 0.018 0.133 0 1
(2) Typicality 0.032 0.045 0 0.486 0.20***
(3) Producer claim 65.239 8.221 0 80 0.01*** 0.01***
(4) Style expertise 0.923 7.610 0 586 0.22*** 0.14*** 0.01***
(5) Genre expertise 21.449 59.326 0 678 0.04*** 0.01*** 0.03*** 0.37***
(6) Specificity 4.938 0.831 1.500 8.554 0.01*** 0.04*** 0.01** 0.01*** 0.04***
(7) Distinctiveness 540.617 588.724 1.155 11,275.612 0.00 �0.11*** 0.01*** 0.03*** 0.05*** �0.05***

*p < 0.05; **p < 0.01; ***p < 0.001.
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Specificity squared (Model 4), and Distinctiveness 
squared (Model 5). We include the squared terms of Spe-
cificity and Distinctiveness only at the end to better assess 
changes in model fit resulting from the use of quadratic 
polynomials. To track model fit, we perform likelihood- 
ratio tests between every pair of consecutive models. 
The resulting χ2 values are reported at the bottom of 
Table 2, along with their levels of statistical significance. 
These results point to significant increases in log- 
likelihood following the addition of each independent 
variable (p ⩽ 0:018). Note that the increase is especially 
substantial in the test of Model 4 vs. 3, which suggests 
that, although Model 3 provides evidence of a positive 
relationship between Specificity and Assignment, the 
inverse U-shaped relationship specified in Model 4 bet-
ter explains the data. This will be corroborated in the 
course of our analysis by Lind and Mehlum’s (2010) 
three-step test for an inverse U-shape. A relatively high 
increase in log-likelihood is also evidenced in the test of 
Model 5 vs. 4, but here it rather seems a consequence of 
overfitting, as will become apparent by Lind and Meh-
lum’s (2010) test. Estimates are stable in terms of sign 
and magnitude throughout Models 1 to 4, so we look 
directly at Model 4.

Both Typicality and Producer claim appear to have pos-
itive and significant relationships with the dependent 
variable. In particular, if Typicality increases by one stan-
dard deviation, the odds of assignment for the focal 
label change by a factor e0:679 � 1:972, which implies a 
97.2-percent increase (CI � [92:1, 102:6], p � 0.000). This 
is consistent with our expectation that products located 
closer to the average for a particular music style are 
more likely to be categorized into that style. A smaller 
but nonetheless significant increase occurs in the case of 
Producer claim: if this variable increases by one standard 
deviation, the odds of label assignment increase by 27.5- 
percent (CI � [4:9, 54:9], p � 0.015). This suggests that 
Discogs users respond to signals they receive from 
artists or record companies about the styles in which 

their music should be categorized. In fact, they are more 
likely to assign whatever label is cued by a single’s title. 
Because this effect persists with Typicality in the model, 
it seems to occur regardless of how accurately cued 
labels describe a product’s features. We find this indica-
tive of leeway that producers enjoy to strategically 
influence the categorization of their products. With 
regard to expertise variables, we also find positive and 
significant relationships. In particular, if Style expertise 
increases by one standard deviation, the odds of label 
assignment increase by 29.4-percent (CI � [23:9, 35:0], p 
� 0.000), and if Genre expertise increases by one standard 
deviation, the odds increase by 97.6-percent (CI � [46:3, 
166:9], p � 0.000). This could be a consequence of self- 
selection, in the sense that Discogs users tend to catego-
rize products that make good candidates for categories 
they know especially well.

It remains to be ascertained whether Specificity 
and Distinctiveness have the hypothesized relationships 
with label assignment. In Model 4, both variables have 
highly significant coefficients, but while interpretation 
is straightforward for Distinctiveness—a one-standard 
deviation increase in the value of this variable is linked 
to a 15.9-percent increase in the odds of assignment 
(CI � [11:3, 20:7], p � 0.000)—for Specificity it is rendered 
more difficult by the variable’s polynomial specifica-
tion. In this case, it is advisable to implement a formal 
test of the inverse U-shape. Statistical significance for 
the coefficients of Specificity and Specificity squared in 
Model 4 is not a sufficient condition, “as the estimated 
[turning] point may be too close, given the uncertainty, 
to an end point of the data range” (Lind and Mehlum 
2010, p. 115), in which case the relationship between Spe-
cificity and Assignment could be better modeled by a log-
arithmic curve. A formal test of an inverse U-shape 
against simpler functional forms can be performed by 
Lind and Mehlum’s (2010) three-step procedure (see 
also Haans et al. 2016). According to this procedure, 
three conditions must hold for an inverse U-shape to be 

Table 2. Conditional Logit Estimates of Style Assignment

Variable

Model 1 Model 2 Model 3 Model 4 Model 5

Coef. SE Coef. SE Coef. SE Coef. SE Coef. SE

Typicality 0.711*** (0.013) 0.712*** (0.013) 0.713*** (0.013) 0.679*** (0.014) 0.679*** (0.014)
Producer claim 0.251* (0.100) 0.243* (0.100) 0.245* (0.100) 0.243* (0.099) 0.245* (0.099)
Style expertise 0.261*** (0.022) 0.261*** (0.022) 0.261*** (0.022) 0.257*** (0.022) 0.256*** (0.022)
Genre expertise 0.702*** (0.152) 0.694*** (0.151) 0.695*** (0.152) 0.681*** (0.153) 0.666*** (0.156)
Specificity 0.105*** (0.021) 0.100*** (0.020) 103.551*** (17.038) 86.099*** (17.585)
Specificity2 �192.664*** (22.217) �170.297*** (23.351)
Distinctiveness 0.049* (0.012) 0.147*** (0.021) �266.689 (221.145)
Distinctiveness2 �467.131 (248.434)
No. product-label pairs 228,509 228,509 228,509 228,509 228,509
No. user-label clusters 120,229 120,229 120,229 120,229 120,229
Log-likelihood �14,329.6 �14,318.89 �14,316.10 �14,257.55 14,223.87
Likelihood ratio χ2 21.423*** 5.579* 117.09*** 67.365***

*p < 0.05; **p < 0.01; ***p < 0.001.
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empirically supported: first, the coefficient of the vari-
able’s squared term should be negative and significant; 
second, the slope should be significant at both ends of 
some meaningful interval [L, H] within the variable’s 
range, more concretely positive at L and negative at H; 
third, the 95-percent confidence interval of the turning 
point should be included in [L, H]. The choice of values 
L, H is important: these can be set to the variable’s mini-
mum and maximum, so that [L, H] is the variable’s 
range, but “if we want to make sure that the inverse 
U-shape is not only a marginal phenomenon the inter-
val could also be in the interior of the [range]” (Lind and 
Mehlum 2010, p. 111).

We can check if these conditions hold for Specificity in 
Model 4. The first condition is satisfied because the vari-
able’s squared term has a negative and significant coeffi-
cient (z ��8:672, p � 0.000). To check the second, we set 
L, H to the first and 99th percentiles of the variable’s dis-
tribution on the mean-centered and standardized scale, 
which correspond to L ��3:216 and H � 2.586. As a 
result, the interval [L, H] contains the central 98-percent 
of observations. We test the slopes of the curve at L and 
H using two-tailed t-tests. The resulting statistics tL and 
tH are both significant and of the appropriate sign 
(tL � 8:860, p � 0.000, and tH ��8:263, p � 0.000), so the 
second condition is also satisfied. To check the third, 
we estimate the 95-percent confidence interval of the 
turning point using Fieller’s (1954) method, as recom-
mended by Lind and Mehlum (2010). We obtain the 
interval [0:192, 0:355], which is a subset of [L, H], so the 
third condition is satisfied as well. Because all three con-
ditions hold, there is evidence of an inverse U-shaped 
relationship between Specificity and Assignment. This 
evidence persists in Model 5 as the coefficient of the 
variable’s squared term remains negative and signifi-
cant (z ��7:293, p � 0.000), the slope is positive at the 
first percentile (tL � 7:400, p � 0.000) and negative at the 
99th (tH ��7:027, p � 0.000), and the turning point’s 
interval [0:165, 0:351] is still included in [L, H]. There-
fore, Hypothesis 1 is supported.

The purpose of Model 5 to assess whether a similar 
inverse U-shaped relationship exists for Distinctiveness, 
as predicted in Hypothesis 2b, or if we should stick to 
the positive relationship estimated in Model 4, which is 
predicted in Hypothesis 2a. It is immediately clear from 
Table 2 that an inverse U-shape does not exist accord-
ing to Lind and Mehlum’s (2010) three-step test, despite 
the significant increase in log-likelihood, because the 
coefficient of Distinctiveness squared is negative but not 
significant (z ��1:880, p � 0.060). Therefore, the first 
condition required by Lind and Mehlum (2010) is vio-
lated. This would be already enough to reject Hypothe-
sis 2b, but we can go on to check the second and third 
conditions. To check the second, we set L ��0:873 and 
H � 3.726. As before, these correspond to the first and 
99th percentiles of the variable’s distribution on the 

mean-centered and standardized scale. We find a posi-
tive slope at L but no significant slope at H (tL � 2:561, 
p � 0.010, and tH ��1:809, p � 0.070), which means that 
the relationship does not turn negative throughout the 
central 98-percent of the variable’s distribution. Hence, 
the second condition is violated as well. Finally, to 
check the third, we estimate the turning point’s interval 
and obtain [�∞, +∞], which obviously extends out-
side [L, H], so the third condition is violated too. These 
test results do not change if we set L, H to the variable’s 
minimum and maximum, that is, L ��0:916 and H�
18.234 on the mean-centered and standardized scale, 
because the slope at H is still not significant (tL � 2:501, 
p � 0.012, and tH ��1:864, p � 0.062) and the turning 
point’s interval remains [�∞, +∞]. Therefore, an effect 
reversal does not even occur as a marginal phenome-
non. We conclude that our data supports Hypothesis 
2a but not Hypothesis 2b.

4.1. Robustness Tests and Additional Analyses
We estimate a number of additional models to check the 
sensitivity of our findings to some of our methodologi-
cal choices. We start by evaluating their robustness to 
alternative model specifications and sampling proce-
dures. Tables D7 to D10 in Appendix D summarize the 
results of our robustness tests. In particular, Table D7 
reports estimates from models in which the sample is 
limited to categorization decisions that occurred within 
six months (Model 6), one month (Model 7), or one 
week (Model 8) of the focal product’s release. Table D8 
reports estimates from a subsample where categoriza-
tion decisions made by the three most active users are 
excluded (Model 9). Table D9 reports estimates from 
subsamples where users’ choice sets are restricted to 
category labels for which the focal product’s typicality 
is in the upper 75th (Model 10), 50th (Model 11), or 25th 
percentile (Model 12). Finally, Table D10 reports esti-
mates from models where producers’ claims to cate-
gory labels are measured by different string similarity 
indices, including Levenshtein distance (Model 13), 
bigram cosine similarity (Model 14), and Jaro-Winkler 
distance (Model 15). For each of these models, we repli-
cate Lind and Mehlum’s (2010) three-step test for an 
inverse U-shaped relationship between Specificity and 
Assignment, and append the results of this test at the 
bottom of the table. Support for Hypotheses 1 and 
2a holds everywhere except in Model 12, where the 
75-percent reduction in sample size severely truncates 
the range of Specificity and causes Lind and Mehlum’s 
(2010) test to fail.

Next, we check the robustness of our estimates to an 
alternative explanation for the inverse U-shaped effect 
of Specificity. We predict an inverse U-shape because 
specificity generates cognitive costs, and people tend to 
avoid cognitive costs if they already have enough infor-
mation to “satisfice.” As a result, we expect mediators to 
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assign a highly specific label with lower probability than 
a moderately specific one. An alternative reason to 
expect the very same pattern, however, is that a highly 
specific label is applicable to a small set of products, and 
this makes it less useful for the purpose of communica-
tion between mediators and consumers. Indeed, in order 
to be useful, a label must allow consumers to infer a pro-
duct’s features, but consumers cannot do this if they 
do not know the label’s meaning. They are unlikely to 
know the meanings of labels that include very few pro-
ducts, simply because they are unlikely to have come 
across them. In this study, we assume mediators to 
know the meanings of category labels (Assumption 2) 
but we do not extend the same assumption to consu-
mers. Therefore, mediators could be concerned that con-
sumers are unable to interpret a highly specific label, 
and for this reason be disinclined to assign it.

To verify if our main results hold after taking this alter-
native explanation into account, we estimate a model 
where the probability that consumers know the meaning 
of a candidate label is approximated by the count of pro-
ducts to which the label was assigned before to any prod-
uct by any Discogs user (Past assignments). The greater 
this count, the greater the probability that consumers 
have come across some products with this label. If Dis-
cogs users refrain from assigning a label because they are 
concerned that ordinary consumers do not know it, then 
we should find a positive relationship between Past 
assignments and our dependent variable. This is exactly 
what we find, as shown in Table D11 (Model 16). How-
ever, the inverse U-shaped relationship between Specifi-
city and Assignment continues to hold, as confirmed by 
Lind and Mehlum’s (2010) test. It thus seems that, while 
mediators’ concern about the intelligibility of labels for 
consumers affects their categorization decisions, it cannot 
fully explain the reversal of Specificity’s effect.

Beyond robustness to alternative model specifica-
tions, we also aim to check whether our findings depend 
on two fundamental analytical choices made in our 
study, namely our choice to model the categorization of 
products into styles and not genres, and our choice to 
measure the representativeness of products in each style 
by way of spatial proximity to category averages, or 
prototypes. With regard to the former choice, concerns 
may arise because, although styles tend to be more rele-
vant to music enthusiasts (Montauti and Wezel 2016, 
Formilan and Boari 2021), categorization also occurs at 
the level of genres. Appendix E provides descriptive sta-
tistics and pairwise correlations for variables computed 
at the level of genres (Table E12), as well as conditional 
logit estimates from a model that replicates the specifi-
cation of Model 4 at this level of analysis (Table E13, 
Model 17). The control variable Style expertise does not 
figure in this model because user-label pairs are created 
for genres, not styles. Aside from this distinction, esti-
mates are similar to those from Model 4. The inverse 

U-shaped relationship between Specificity and Assign-
ment is confirmed by Lind and Mehlum’s (2010) test, as 
shown at the bottom of Table E13. This reassures us that 
support for Hypotheses 1 and 2a extends to categoriza-
tion decisions made at a higher level of abstraction.

With regard to the other choice mentioned above, 
concerns may arise because cognitive theories of catego-
rization do not necessarily consider typicality, as mea-
sured by proximity to a prototype (Hampton 2007), to 
be the sole or even the foremost indicator of an object’s 
representativeness as a potential category member. 
Some studies argue that proximity to the most salient 
members of the category, termed exemplars, provides a 
more accurate measure of representativeness (Medin 
and Schaffer 1978). Thus, exemplar-based models of cat-
egorization are sometimes considered alternative to 
models based on prototypes (Smith and Minda 2002). In 
recent years, exemplar-based models also garnered 
attention in organizational analysis (Zhao et al. 2018, 
Barlow et al. 2019). Appendix F (Table F14) presents 
results from models where we include Exemplarity, or 
proximity to exemplars, as an additional control vari-
able that either substitutes (Model 18) or complements 
(Model 19) the variable Typicality. In this appendix we 
also describe supplementary data collected to reliably 
identify style exemplars and detail our approach to cal-
culating the Exemplarity variable. Model estimates con-
tinue to support Hypotheses 1 and 2a.

5. Discussion
What makes a mediator more likely to assign a particu-
lar category label to a product? Existing research in 
organization theory tends to sidestep this question, 
keeping mediators’ categorization decisions confined to 
the explanatory side of conceptual and empirical mod-
els that explain organizational or product-level out-
comes. In this study, however, we framed mediators’ 
categorization decisions as the outcome to be explained. 
In doing so, we arrived at multiple and concurrent 
answers to the question above. First, mediators are 
more likely to assign labels previously used for products 
that possess features similar to the product at hand. Sec-
ond, mediators are more likely to assign labels already 
claimed by producers. Third, mediators are more likely 
to assign labels whose meaning they know more closely. 
These three answers resonate with existing literature on 
the cognitive and strategic foundations of categorization 
in markets (Barlow et al. 2019, Hannan et al. 2019, 
Cudennec and Durand 2023). Yet, unlike existing litera-
ture, our analysis points to a new and complementary 
explanation: mediators are more likely to assign labels 
that are moderately specific and maximally distinctive. 
We find that labels are assigned with greater probability 
if they encode neither too little nor too much informa-
tion with respect to their superordinate, and if they 
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encode different information with respect to other labels 
under the same superordinate. This suggests that med-
iators’ categorization decisions are affected by informa-
tional properties that have nothing to do with the 
product under consideration. Beyond product features, 
producer signals, and personal expertise, mediators 
tend to assign labels that encode information in a cogni-
tively economical fashion.

Our finding that assignment is more likely for labels 
that are maximally distinctive, as opposed to moder-
ately so, may initially appear at odds with Lo et al. 
(2020) argument that categories should have moderate 
distinctiveness to be attractive tools for categorization. 
In this study, we do not find evidence of distinctiveness 
having to be moderate. There are, in our view, two pos-
sible reasons for this apparent misalignment with Lo 
et al. (2020) proposition and with optimal distinctive-
ness literature more generally. One is that optimal dis-
tinctiveness theory may not extend to our setting 
because of key differences in the units and outcomes 
analyzed. Indeed, research on optimal distinctiveness 
normally concerns the distinctiveness of products or 
producers, and examines consequences for competitive 
performance (Zuckerman 2016, Zhao et al. 2017). In con-
trast, our study concerns the distinctiveness of category 
labels and examines consequences for label assignment. 
On the one hand, arguments developed for products 
and producers may not generalize to labels; on the other 
hand, these arguments may not explain label assign-
ment as well as they explain more conventional compet-
itive outcomes. Categorization is certainly a competitive 
process, as labels vie for finite resources in the mind of 
decision makers, but competition takes a far more 
abstract meaning in this case and comparisons with pro-
ducts or producers are not straightforward.

Another possible reason why our results appear at 
odds with optimal distinctiveness literature relates to 
how we empirically measured distance in a feature 
space. As explained above, we applied a measure based 
on Mahalanobis distance, which is commonly used in 
machine learning to quantify the distance between a 
point and a multivariate distribution (see also Appendix 
C). However, literature on optimal distinctiveness 
mostly opts for a simpler approach based on the Euclid-
ean distance, which equals the sum of squared differ-
ences between two points’ coordinates (e.g., Zhao et al. 
2018). Although some studies on optimal distinctive-
ness deviate from this default approach (e.g., Haans 
2019, Taeuscher and Rothe 2021, Taeuscher et al. 2022), 
they nonetheless use measures that, like Euclidean dis-
tance, involve a sum of coordinate-wise differences. The 
Mahalanobis distance used in our study differs radically 
from Euclidean distance and similar functions because 
it involves multiplication by a variance-covariance 
matrix. This serves to ensure that coordinate-wise differ-
ences are weighed so as to be discounted when they are 

expected, as in the case of two positively correlated fea-
tures that change in the same direction, and magnified 
when they are unexpected, as in the case of two posi-
tively correlated features that change in opposite direc-
tions. We think this is a more refined approach to 
measuring distances in feature space, but it also repre-
sents a methodological variation that could make 
empirical results more difficult to benchmark.

Despite these important differences, we believe that 
interesting points of contact exist between our theoreti-
cal framework and optimal distinctiveness research. We 
think there is, at least conceptually, a parallel to be 
drawn between the research agenda of optimal distinc-
tiveness theorists and the general objective of our study. 
Barlow et al. (2019, p. 1220) argued that one of the top 
priorities for optimal distinctiveness research is to clar-
ify “whom or [what] organizations conform to and dif-
ferentiate from to gain a competitive advantage.” Our 
analysis rests on a similar question: what should cate-
gory labels be similar to or different from to be more fre-
quently chosen for assignment by mediators? Along the 
vertical axis of a classification system, where the refer-
ence is a superordinate label, a balance between similar-
ity and differentiation is conducive to assignment. 
Along the horizontal axis, where the reference is the set 
of other labels connected to the same superordinate, 
maximal differentiation is instead conducive to assign-
ment. Interestingly, Barlow et al. (2019) also detailed 
conditions in which products benefit from being maxi-
mally distinctive with respect to other products in their 
category: therefore, a strictly positive relationship 
between distinctiveness and competitive success finds 
precedent in optimal distinctiveness literature. In light 
of this, the results of our analysis could be more compat-
ible with this literature than is initially apparent.

Our finding that maximal distinctiveness positively 
relates to label assignment is intuitively consistent with 
ecological research on idea diffusion. This research 
argued that, among established ideas, low similarity 
with other ideas is helpful to sustain popularity (Denrell 
and Kovács 2020). A parallel reasoning seems to apply 
to institutionalized categories, such as the ones we ana-
lyze in this study, because we find that low similarity to 
related categories at the same level of abstraction, i.e., 
high distinctiveness, is helpful to increase the probabil-
ity of label assignment. At the same time, we find that 
moderate similarity to superordinate categories, that is, 
moderate specificity, increases the probability of label 
assignment, so the effect of similarity is nonmonotonic. 
This goes to show that it is not just similarity that mat-
ters but also, and crucially, similarity to what. The same 
question may be relevant to studies on idea diffusion: 
the popularity of ideas, like technological inventions 
(Kovács et al. 2021) or academic concepts (Denrell and 
Kovács 2020), could depend on similarity in ways that 
are contingent on a hierarchical structure in which ideas 
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are embedded. It could be that between ideas connected 
to the same superordinate, similarity should be low, but 
between ideas such that one is subordinate to the other, 
some degree of similarity benefits the subordinate.

5.1. Theoretical Implications
Our study shows that category labels’ specificity and 
distinctiveness affect categorization decisions made by 
mediators in a product market. This bears implications 
for various streams of literature in organization theory, 
including literature on strategic categorization and liter-
ature on category viability. With regard to strategic cate-
gorization, our study speaks to a growing body of 
research that examines how producers can best position 
their offerings within product categories (Pontikes 2018, 
Barlow et al. 2019, Verhaal and Pontikes 2022). The 
results reported here have potential to change how this 
research conceives the limits of producers’ strategic 
agency. Indeed, previous studies suggested that produ-
cers can strategically influence audience members’ cate-
gorization decisions by claiming labels in product 
names or descriptions (e.g., Barlow et al. 2019) and 
implementing product features that are typical of those 
labels (e.g., Verhaal et al. 2015). This can be effective: 
however, specificity and distinctiveness also play a role, 
because a label’s baseline probability of being used for 
categorization tends to be low if that label is unspecific, 
too specific, or indistinctive. Inferences about the deter-
minants of audience members’ categorization decisions 
can be misleading if researchers fail to account for speci-
ficity and distinctiveness. For example, it could be that 
audience members do not use the category labels 
intended by producers, despite explicit claims and care-
fully chosen product features; and this is not because 
producers’ claims and feature choices are ignored but 
because the assignment of some label is, and remains, a 
low-probability event due to specificity and distinctive-
ness. In this case, the effects of claims and typicality can 
be underestimated. Alternatively, it could be that deci-
sion makers are particularly inclined to use category 
labels intended by producers due to specificity and dis-
tinctiveness, but their inclination is misattributed to the 
strength of producers’ claims or the typicality of prod-
uct features. Thus, these effects can be overestimated.

Our core message to researchers interested in strate-
gic categorization is that an organization’s capacity to 
strategically manipulate the categorization of its pro-
ducts is constrained by the values of the two informa-
tional properties we analyze here. This represents a 
contribution for this stream of literature because, when 
considering constraints on strategic categorization, pre-
vious studies focused on economic factors like resource 
endowments and mobility frictions (Cattani et al. 2017), 
or social factors like audience engagement (Verhaal 
and Pontikes 2022), as opposed to informational factors 
like category labels’ specificity and distinctiveness. The 

influence of these factors leads us to believe that the 
scope of producers’ agency could be more limited than 
existing literature suggests.

Next, in connection to category viability, our study 
caters to organization theorists’ longstanding interest in 
the persistence or durability of categories (Lounsbury 
and Rao 2004, Pontikes and Barnett 2015, Rhee et al. 
2017). Recent studies in this stream developed the 
notion of viability as a latent construct that dictates the 
timing of a category’s life cycle, arguing that categories 
are more likely to endure if they stay viable for new pro-
ducts or firms (Lo et al. 2020, Soublière et al. 2023). In 
order to stay viable, however, a category needs to be 
used by the audience with some probability as a sorting 
device; and above all, it needs to be used by mediators, 
because their judgment has a disproportionate influence 
on consumer behavior. The more probable a category 
label’s assignment to a product by mediators, the more 
often this label enters comparisons with other labels, 
reinforcing its embedding in a shared cognitive network 
that legitimates its existence (Rosa et al. 1999). Such 
legitimacy makes the category attractive to new entrants 
(Kennedy 2008). Our study connects with the nascent 
literature on category viability by asking what makes 
category labels more likely to be assigned to products 
by mediators. We can view the probability of a category 
label’s assignment as a positive correlate of viability: 
from this perspective, our results suggest that categories 
stay viable for new product entry if they retain moder-
ate specificity and maximal distinctiveness.

A more general implication for literature on category 
viability is that legitimating processes sustaining a cate-
gory’s existence occur not only at a macro level of analysis, 
as in the case of producers banding together to stimulate 
change in institutionalized classification systems (Rao et al. 
2003, Ozcan and Gurses 2018, Slavich et al. 2020), but also 
at a micro level, as part of everyday decisions made by 
individuals about products or firms. The range of argu-
ments that can be mobilized by organization theorists to 
explain why market categories endure can be consequently 
expanded: beyond conventional sociological argumenta-
tion, researchers can build on a wealth of psychological evi-
dence that details aspects of human cognition, including 
perception, memory, heuristics, and their impact on deci-
sion making. This micro-level approach is novel to the liter-
ature because, so far, the focus on macro-level sociological 
explanations has been overwhelming. As organization 
scholars now consider the notion of category viability, we 
think there is an unprecedented opportunity to bridge 
sociological and cognitive perspectives. Our study makes 
an attempt by leveraging cognitive arguments to clarify 
the determinants of product categorization by mediators.

5.2. Empirical Implications
The effects of specificity and distinctiveness on media-
tors’ categorization decisions also have consequences for 
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empirical analysis. This is because research in organiza-
tion, as well as cognate fields like strategic management, 
regularly uses category labels assigned to products by 
mediators to compute variables intended to capture 
aspects of an organization’s product strategy or position-
ing. For example, Montauti and Wezel (2016) used genre 
and style labels on Discogs to track the entry of new 
record companies in particular segments of the market 
for recorded music. Similarly, Piazzai and Wijnberg 
(2019) used genre labels assigned to products on Discogs 
to track record companies’ movements within or across 
market segments. In these cases, labels assigned to pro-
ducts by mediators were considered indicative of prod-
uct features and used to measure firm-level constructs. 
Because of specificity and distinctiveness, however, this 
approach can lead to biased inferences.

Suppose we are interested in measuring how firms 
change the characteristics of products in their portfolio 
over time. To that end, we turn to archival sources that 
provide historical information about firms’ products, 
including the category labels assigned to them by med-
iators. We reasonably assume that different labels map 
to different configurations of product features: there-
fore, if labels assigned to a firm’s products change over 
time, the firm must be changing some of its products’ 
features. Now suppose we observe that a particular 
firm, for example, a record company whose products 
were mostly categorized as “synth-pop” at a given time, 
tends to release new products at a later time that are 
labeled “Europop.” We may be tempted to infer that the 
firm started to release a different kind of music, but is 
our reading of the situation correct? Not necessarily. It is 
possible that the firm changed absolutely nothing about 
the music it releases, and instead, it is the specificity or 
distinctiveness of “synth-pop” that shifted, causing this 
label to lose ground to “Europop” in mediators’ catego-
rization decisions. This can induce bias in our data 
sources, as some of the labels will be more likely to 
appear in them, as a result of which any inference we 
might draw on the basis of our measurements could be 
biased as well. If we meant to analyze how changes in a 
firm’s product portfolio relate to firm survival, for 
instance, we could grossly misestimate the relationship 
between change and survival because we simply do not 
have a valid measure of change.

We believe, in summary, that if informational prop-
erties of category labels such as specificity and distinc-
tiveness lead mediators to prefer particular labels, 
irrespective of product features, then treating label 
assignments as indicative of product or firm-level char-
acteristics can be inaccurate. In this sense, our study 
points to a problem inherent to the decision process 
that generates the data organization scholars collect 
from archival records. This is a difficult problem to 
solve, as it ultimately stems from selective availability 
of historical information (Denrell and Kovács 2008). 

Solving it may require access to a database of decisions 
made by actors who are unconstrained by cognitive 
costs, which is hard to find. Alternatively, corrections 
may be implemented that account for labels’ differen-
tial probabilities of being represented in a biased data-
base. At any rate, given the number of studies in our 
field that use archival records of categorization deci-
sions to measure characteristics of products and firms, 
being at least aware of the problem is important.

5.3. Practical Implications
In addition to theoretical and empirical aspects, our 
study has practical implications for managers of organi-
zations. There are many situations where managers can 
benefit from knowing how mediators make categoriza-
tion decisions: for example, they can use this knowledge 
to make better choices when it comes to marketing and 
commercializing their products. In fact, while managers 
cannot entirely control which labels get assigned to their 
products, they have power to decide how to position 
these products in the eyes of mediators. Suppose a man-
ager can choose between two equally suitable labels for 
a new product’s marketing campaign, but while one of 
the labels has moderate specificity and high distinctive-
ness, the other is unspecific, too specific, or indistinctive. 
In this case, the manager should choose the label with 
moderate specificity and high distinctiveness, because 
mediators’ resistance to the other means that the mar-
keting campaign will need to be stronger and more 
costly in order to get the product’s label accepted. For 
similar reasons, an R&D manager choosing between 
two equally suitable classes for the purpose of filing a 
new patent application should opt for the class with 
moderate specificity and high distinctiveness. Patent 
examiners will be more inclined to assign the same class 
and deem the submission appropriate.

There is something else managers could do in light of 
our findings. Given the role that specificity and distinc-
tiveness play in mediators’ categorization decisions, 
learning about the specificity and distinctiveness of 
labels available to mediators should be an important 
step in the formulation of a “category strategy” (Pon-
tikes 2018). This involves deciding where the firm will 
position itself and its products in the market, trying to 
convert a favorable position into long-term value. Cru-
cially, the success of any such strategy depends on audi-
ences, and especially mediators, assigning exactly the 
category labels the firm’s managers foresee. As an aid to 
estimating the chance of success of a candidate strategy, 
managers can use simple experiments to gauge category 
labels’ specificity and distinctiveness. Highly engaged 
consumers could be called to a laboratory and asked to 
make inferences about products, answering questions 
about what features these products are likely to possess 
given particular labels. The extent to which these in-
ferences change as a result of providing one label or 
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another can be used to measure specificity and distinc-
tiveness (Hannan et al. 2019). With these measures in 
hand, managers could rank candidate labels for a prod-
uct according to their values of specificity and distinctive-
ness, knowing that moderate specificity and maximal 
distinctiveness increase a label’s probability of being 
assigned. It then becomes possible to formulate a cate-
gory strategy that takes these odds into account. Candi-
date strategies could be evaluated depending on the 
categorization decisions they necessitate mediators to 
make. If a strategy hinges on mediators assigning labels 
that appear improbable, for example, because they are 
unspecific, too specific, or indistinctive, it may be prudent 
to set this strategy aside. Conversely, if a strategy hinges 
on mediators assigning labels that are moderately speci-
fic and maximally distinctive, this strategy could be 
recommended, because mediators are more likely to pre-
fer labels with such properties anyway.

5.4. Limitations and Further Research
We conclude with some reflections on the limits and 
scope conditions of our study. Our theoretical argu-
ments concern situations where mediators assign cate-
gory labels to products from a pool of possible options, 
that is, a choice set. Our hypotheses rest on the 
assumption that this choice set is fixed in advance, and 
moreover, that mediators know the meanings and 
hierarchical relations of category labels comprising it 
(Assumption 2). We believe this assumption holds in 
our empirical setting because the choice set is deter-
mined by an online system, and users of this system 
are expert enough on average to know the meanings of 
labels and their relative positions in a classification 
hierarchy. We believe this assumption also holds in 
many settings familiar to organizational research, such 
as the markets for beer (Verhaal et al. 2015), feature 
films (Hsu 2006, Hsu et al. 2009), and mobile apps (Bar-
low et al. 2019), but it may not hold in markets where 
the classification system is emergent (Ruef and Patter-
son 2009) or contested (Negro et al. 2011, Jones et al. 
2012). In these cases, the choice set is not fixed in 
advance and category meanings are not necessarily 
known to mediators, even if they are expert, which lim-
its the generalizability of our findings.

In addition to markets where a classification system is 
not yet established, Assumption 2 could fail in markets 
where the classification system is established, but med-
iators do not know enough about it. This can occur if 
mediators are novices, and their knowledge of label 
meanings and hierarchical relations is insufficient for 
labels’ specificity and distinctiveness to show their influ-
ence. In these cases, it is possible that specificity and dis-
tinctiveness have a muted effect or no effect at all. 
Alternatively, it could be that the effects of specificity 
and distinctiveness become even more pronounced, 
because expert decision makers have an advantage over 

novices when it comes to bearing the cognitive costs of 
information encoded by category labels. From this per-
spective, we might expect a decrease in the optimal level 
of specificity. Moreover, novices could be less forgiving 
toward indistinctive labels, making the relationship 
between distinctiveness and label assignment even 
steeper. Both of these alternatives seem plausible to us. 
Studying how mediators’ level of expertise moderates 
the effects of specificity and distinctiveness is an inter-
esting direction for follow-up research.

Another limitation of our analysis is that, while we 
proposed cognitive economy as the mechanism under-
lying the effects of specificity and distinctiveness, we 
cannot conclusively show this is the reason for the 
observed patterns. We can only make predictions con-
sistent with this cognitive argument and offer evidence 
in support of these predictions. But unfortunately, we 
cannot entirely rule out alternative mechanisms that 
lead to the same predictions. One such mechanism was 
addressed in our robustness tests, but to lend stronger 
empirical support to our argument that cognitive econ-
omy drives the effects of specificity and distinctive-
ness, future research should consider an experimental 
design. Incidentally, this would also allow one to 
examine more direct repercussions of cognitive econ-
omy on consumer behavior, including product discov-
ery and evaluation.

Finally, our analysis could not consider mediators’ 
personal agendas or motivations for making categori-
zation decisions. We characterized their assignments 
as a function of specificity, distinctiveness, producer 
claims, product typicality, and personal expertise, but 
if additional factors are at play that prompt them to 
reject or deliberately misapply particular labels, such as 
social identity concerns or allegiance to certain catego-
ries, this is not reflected in our analysis. Furthermore, 
our analysis did not closely consider the temporality of 
categorization decisions. We limited our sample to 
decisions taken within some time after a product’s 
release, but variance in the delay with which products 
are categorized would be interesting to explain as well. 
We also restricted our sample to the very first decisions 
taken about products on Discogs: however, subsequent 
decisions could be worth studying as telltale signs of 
disagreement or shifting consensus about the meaning 
of labels. These aspects of the categorization process 
represent interesting questions for future research to 
address.
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