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#### Abstract

The double-copy program relies crucially on the so-called color-kinematics duality which, in turn, is widely believed to descend from a kinematic algebra possessed by gauge theories. In this paper we construct the kinematic algebra of gauge-invariant and off shell self-dual Yang-Mills theory, up to trilinear maps. This structure is a homotopy algebra of the same type as the ones recently uncovered in ChernSimons and full Yang-Mills theories. To make contact with known results for the self-dual sector, we show that it reduces to the algebra found by Monteiro and O'Connell upon taking the light cone gauge and partially solving the self-duality constraints. Finally, we test a double-copy prescription recently proposed in Bonezzi et al. [Gauge invariant double copy of Yang-Mills theory: The quartic theory, Phys. Rev. D 107, 126015 (2023)] and reproduce self-dual gravity.
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## I. INTRODUCTION

Color-kinematics duality [1,2] is a remarkable insight into the structure of gauge theory. It underpins much of the double copy program, ${ }^{1}$, which aims to construct gravitational quantities from two copies of their Yang-Mills (YM) counterparts. The duality was originally discovered in the context of scattering amplitudes in gauge theory [1,2,5-7] where the so-called kinematic factors (roughly speaking the part of the amplitudes depending on polarization vectors and momenta) were found to satisfy the same relations as the color factors (given by the structure constants of the nonAbelian gauge group). In particular, both the kinematic and the color factors were found to satisfy Jacobi-like relations. In the latter, these follow naturally from the underlying gauge group. This suggested the existence of an additional, previously unexplored symmetry algebra in YM, dubbed the kinematic algebra [8-19].

In this article we will focus on the self-dual sector of YM/ gravity. This is a subsector obtained via a constraint on the field-strength/Riemann curvature. Alternatively, from a particle perspective, it describes only one of the two helicities of the theory; it has been extensively studied,
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due to its integrability [20-27], its role in the construction of instantons [28-32], ${ }^{2}$ and the special part it plays in the context of scattering amplitudes. In this latter case, it has been shown that the only nontrivial contribution comes in at one loop [36-40], computed to all orders in $[41,42]$ via unitarity cuts, this was shown to control the divergence of quantum gravity at two loops [43]. Another recent application is in the context of celestial holography, where infinite towers of soft symmetries are organized into the $w_{1+\infty}$ algebra [44-47], ${ }^{3}$ which turns out to have a natural action in this sector [26,48-51].

The self-dual sector was the setting of the first explicit realization of the aforementioned kinematic algebra, specifically in the light cone gauge [8]. This led to an elegant double copy to self-dual gravity, further explored in $[9,33,34,51-64]$, with a description of the kinematic algebra recently given via its relation to twistor theory [65]. The self-dual sector is more than just a convenient toy model; it is in fact possible to recast the full YM/gravity theory as a perturbation around this sector $[66,67]$. This is different from the usual notion of perturbation theoryschematically it consists of reintroducing the missing helicity field in a controlled manner. Here initial steps have already been taken in extending the kinematic algebra [9,11,68].

A crucial element of the above constructions is making an appropriate gauge choice. In the light cone gauge, this leads to a description of the self-dual fields in terms of scalars [22-25,66,69-72]. In this context, the kinematic

[^1]algebra emerges naturally as an area-preserving diffeomorphism algebra [8], whose Poisson bracket is manifest in the self-duality equation governing the dynamics of the system. We note that this reflects a more general feature of the double copy, both in the construction of amplitudes, and classical solutions; it is often the case that a judicious choice of gauge (or field redefinition) facilitates the map between YM and gravity.

It then follows that one of the key questions on the formal side of the double copy is to understand the extent to which the programme relies on these specific gauge choices. For the case at hand we ask; does the self-dual kinematic algebra survive in the absence of gauge fixing? We address this question via the language of homotopy algebras, which has given some encouraging results in formulating the double copy in a gauge independent manner [73,74], up to quartic order in perturbation theory. There exists a related proposal for an off shell double-copy construction, based on the Becchi-Rouet-Stora-Tyutin/ Batalin-Vilkovisky (BRST/BV) formulation of the gauge theory and gravity, respectively [75-83]. This allows us to give an explicit off shell description of the kinematic algebra, without the need to go to a particular gauge. We show that this is not a strict algebra, but instead a $B V_{\infty}^{\square}$ algebra. Despite the exotic name, this is an encouraging result; the same type of algebras have recently been proposed as the underlying kinematic algebras of off shell Chern-Simons and Yang-Mills theories [65,73,84]. Our construction thus strengthens the claim that this kind of algebraic structure, which is ultimately responsible for the consistency of the double copy, is present in gauge theories beyond the context of scattering amplitudes. To relate our findings with the known kinematic algebra of the self-dual sector, we demonstrate how this reduces to the established results upon gauge fixing and partially solving the self-duality equations, and we also give the double copy formulation in the language of $L_{\infty}$ algebras, adapting the procedure proposed in [73,85].

The article is organized as follows. In Sec. II we give a brief description of the self-dual sector of YM, and introduce the concept of $L_{\infty}$ algebras, with a particular focus on reformulating self-dual Yang-Mills (SDYM) in this framework. In Sec. III we construct the kinematic algebra without resorting to gauge fixing. We identify this as a $B V_{\infty}^{\square}$ algebra, and give an explicit construction up to trilinear maps. Moreover, we illustrate the gauge independent double-copy prescription of [73,74], and construct linearized self-dual gravity. Then, in Sec. IV, we show how this reduces to a $\mathrm{BV}^{\square}$ algebra containing the expected areapreserving diffeomorphisms, upon going to the light cone gauge and partially solving the self-duality equations. Interestingly, we find that this is already present before going to the scalar description of the self-dual sector. Section V is dedicated to applying the double copy algorithm developed in $[73,74]$ to our model in the light
cone gauge. We find that we reproduce the Plebanski description of self-dual gravity to all orders, thus making contact with the seminal results of [8]. We conclude and discuss possible applications in Sec. VI.

## II. $L_{\infty}$ ALGEBRAS AND SELF-DUAL YANG-MILLS

In this section we present the $L_{\infty}$ algebra of self-dual Yang-Mills theory, which will serve as the starting point to studying its kinematic algebra in the next section. We start by briefly reviewing self-dual Yang-Mills theory, where we set up our notation and conventions and proceed with a brief introduction to $L_{\infty}$ algebras, before specializing to the $L_{\infty}$ algebra of SDYM.

## A. Self-dual Yang-Mills

Here we work on four dimensional flat Euclidean space with coordinates $x^{\mu}=(t, x, y, z)$, where $t$ is Euclidean time, and flat metric $\delta_{\mu \nu}$ in the cartesian coordinates $x^{\mu}$. In selfdual Yang-Mills the field strength $F_{\mu \nu}$ is subject to the selfduality constraint

$$
\begin{equation*}
F_{\mu \nu}=\frac{1}{2} \epsilon_{\mu \nu \rho \sigma} F^{\rho \sigma}, \tag{2.1}
\end{equation*}
$$

which is stronger and implies the standard Yang-Mills equation $D^{\mu} F_{\mu \nu}=0$ upon taking a covariant divergence of (2.1).

In this and the next section we will use differential form language. We normalize $p$-forms in the standard way; $\omega_{p}=\frac{1}{p!} \omega_{\mu_{1} \cdots \mu_{p}} d x^{\mu_{1}} \wedge \cdots \wedge d x^{\mu_{p}}$, and define the Hodge star as
$\star \omega_{p}:=\frac{1}{p!(4-p)!} \epsilon_{\mu_{1} \cdots \mu_{4-p} \nu_{1} \cdots \nu_{p}} \omega^{\nu_{1} \cdots \nu_{p}} d x^{\mu_{1}} \wedge \cdots \wedge d x^{\mu_{4-p}}$.

With this definition, the self-duality constraint becomes $F=\star F$. The Hodge star obeys $\star^{2}=(-1)^{p}$ in four dimensions, which allows us to define the (anti)self-dual projectors on the space of two-forms,
$P_{ \pm}:=\frac{1}{2}(1 \pm \star), \quad P_{ \pm}^{2}=P_{ \pm}, \quad P_{ \pm} P_{\mp}=0$.
The dynamical field in self-dual Yang-Mills theory is a Lie algebra-valued one-form $A=A_{\mu}^{a} d x^{\mu} T_{a}$, where $T_{a}$ are generators of the color Lie algebra $\mathfrak{g}$. For Lie algebravalued forms, it is convenient to define a bracket $[\cdot, \cdot]$, which combines the structure constants $f_{a b}{ }^{c}$ of $\mathfrak{g}$ and the wedge product $\wedge$ of forms,

$$
\begin{equation*}
[\omega, \eta]=\omega^{a} \wedge \eta^{b} f_{a b}^{c} T_{c} \tag{2.4}
\end{equation*}
$$

The bracket inherits the graded symmetry of $\wedge$ and the antisymmetry of $f_{a b}{ }^{c}$, and hence is graded antisymmetric with respect to the form degree,

$$
\begin{equation*}
\left[\omega_{p}, \eta_{q}\right]=(-1)^{p q+1}\left[\eta_{q}, \omega_{p}\right] \tag{2.5}
\end{equation*}
$$

for a $\mathfrak{g}$-valued $p$-form $\omega_{p}$ and $q$-form $\eta_{q}$. For instance, for the typical case of two gauge fields one has the component expression

$$
\begin{equation*}
[A, A]=\left(f_{a b}^{c} A_{\mu}^{a} A_{\nu}^{b}\right) d x^{\mu} \wedge d x^{\nu} T_{c} \tag{2.6}
\end{equation*}
$$

which is symmetric in the two fields. The de Rham differential $d=d x^{\mu} \partial_{\mu}$ obeys a graded Leibniz rule with respect to $[\cdot, \cdot]$, i.e.,

$$
\begin{equation*}
d\left[\omega_{p}, \eta_{q}\right]=\left[d \omega_{p}, \eta_{q}\right]+(-1)^{p}\left[\omega_{p}, d \eta_{q}\right], \tag{2.7}
\end{equation*}
$$

and the bracket $[\cdot, \cdot]$ obeys the graded Jacobi identity,

$$
\begin{align*}
& {\left[\left[\omega_{p_{1}}, \omega_{p_{2}}\right], \omega_{p_{3}}\right]+(-1)^{p_{1}\left(p_{2}+p_{3}\right)}\left[\left[\omega_{p_{2}}, \omega_{p_{3}}\right], \omega_{p_{1}}\right]} \\
& \quad+(-1)^{p_{3}\left(p_{1}+p_{2}\right)}\left[\left[\omega_{p_{3}}, \omega_{p_{1}}\right], \omega_{p_{2}}\right]=0 \tag{2.8}
\end{align*}
$$

since $\mathfrak{g}$ is a Lie algebra and the wedge product is associative.

The dynamics of the theory is encoded in the self-duality relation

$$
\begin{equation*}
(1-\star) F \equiv 2 P_{-} F=0 \tag{2.9}
\end{equation*}
$$

written in terms of the anti self-dual projector, and we use conventions where the field strength $F$ of the gauge field $A$ is given by

$$
\begin{equation*}
F=d A+\frac{1}{2}[A, A] \tag{2.10}
\end{equation*}
$$

The theory is invariant under gauge transformations with a $\mathfrak{g}$-valued parameter $\Lambda=\Lambda^{a} T_{a}$,

$$
\begin{equation*}
\delta_{\Lambda} A=d \Lambda+[A, \Lambda] \tag{2.11}
\end{equation*}
$$

and since the field equation (2.9) is covariant,

$$
\begin{equation*}
\delta_{\Lambda}\left(P_{-} F\right)=\left[P_{-} F, \Lambda\right] . \tag{2.12}
\end{equation*}
$$

These transformations close on the gauge algebra bracket [ $\Lambda_{1}, \Lambda_{2}$ ], in that they obey

$$
\begin{equation*}
\left[\delta_{\Lambda_{1}}, \delta_{\Lambda_{2}}\right] A=\delta_{-\left[\Lambda_{1}, \Lambda_{2}\right]} A \tag{2.13}
\end{equation*}
$$

where the square bracket on the left-hand side is the commutator of gauge variations and the one on the righthand side is the bracket defined in (2.4). Equation (2.13) determines the gauge algebra of the theory, which is the Lie algebra of $\mathfrak{g}$-valued functions.

In the following we will show how all these familiar concepts from classical gauge theory are encoded in the data of an $L_{\infty}$ algebra.

## B. $L_{\infty}$ description of self-dual Yang-Mills

$L_{\infty}$ algebras are mathematical structures underlying perturbative field theories, in that they encode their gauge structure, together with dynamics and consistent interactions [86-88]. The reader familiar with the BV formulation of gauge theories will see the strong resemblance between the two descriptions which are, in fact, dual to one another [89].

An $L_{\infty}$ algebra is a $\mathbb{Z}$-graded vector space $\mathcal{X}=\bigoplus_{i} X_{i}$ equipped with a (possibly infinite) set of graded symmetric multilinear maps $B_{n}: \mathcal{X}^{\otimes n} \rightarrow \mathcal{X}$ of degree $\left|B_{n}\right|=1$, obeying a (possibly infinite) set of quadratic relations (generalized Jacobi identities). Graded symmetry of the maps means that, given two adjacent inputs $\psi_{i}, \psi_{j}, B_{n}$ obeys
$B_{n}\left(\ldots, \psi_{i}, \psi_{j}, \ldots\right)=(-1)^{\psi_{i} \psi_{j}} B_{n}\left(\ldots, \psi_{j}, \psi_{i}, \ldots\right)$,
where exponents in phase factors always denote the degree of the corresponding element. Denoting the unary bracket by $B_{1} \equiv \mathbb{d}$, the first $L_{\infty}$ relations read

$$
\begin{array}{r}
\mathfrak{d}(\mathbb{d}(\psi))=0, \\
\mathbb{d} B_{2}\left(\psi_{1}, \psi_{2}\right)+B_{2}\left(\mathbb{d}\left(\psi_{1}\right), \psi_{2}\right)+(-1)^{\psi_{1}} B_{2}\left(\psi_{1}, \mathbb{d}\left(\psi_{2}\right)\right)=0, \\
B_{2}\left(B_{2}\left(\psi_{1}, \psi_{2}\right), \psi_{3}\right)+(-1)^{\psi_{3}\left(\psi_{1}+\psi_{2}\right)} B_{2}\left(B_{2}\left(\psi_{3}, \psi_{1}\right), \psi_{2}\right)+(-1)^{\psi_{1}\left(\psi_{2}+\psi_{3}\right)} B_{2}\left(B_{2}\left(\psi_{2}, \psi_{3}\right), \psi_{1}\right) \\
+\mathbb{d} B_{3}\left(\psi_{1}, \psi_{2}, \psi_{3}\right)+B_{3}\left(\mathbb{d}\left(\psi_{1}\right), \psi_{2}, \psi_{3}\right)+(-1)^{\psi_{1}} B_{3}\left(\psi_{1}, \mathbb{d}\left(\psi_{2}\right), \psi_{3}\right)+(-1)^{\psi_{1}+\psi_{2}} B_{3}\left(\psi_{1}, \psi_{2}, \mathbb{d}\left(\psi_{3}\right)\right)=0 . \tag{2.15}
\end{array}
$$

The first two relations in (2.15) state that $\mathbb{d}$ is a differential, which acts as a derivation on the two-bracket $B_{2}$ (Leibniz rule). The last relation then states that $B_{2}$ obeys the Jacobi identity up to homotopy. This means that the failure of the two-bracket $B_{2}$ to be a (graded) Lie bracket is governed by the differential and three-bracket $B_{3}$ as above. In principle, there can be an infinite tower of similar higher relations in terms of higher $B_{n}$, which will not be needed in the following.

The first step to formulating gauge theories in the language of $L_{\infty}$ algebras is to assign a vector space to each object of the theory. For self-dual Yang-Mills, we have the graded vector space $\mathcal{X}^{\mathrm{SDYM}}=\bigoplus_{i=-1}^{1} X_{i}$ which consists of a space $X_{-1}$ of gauge parameters $\Lambda$, a space $X_{0}$ of gauge fields $A$, and a space $X_{1}$ of field equations $E .{ }^{4}$ The $L_{\infty}$ degree of an element $\psi \in X_{i}$ is $|\psi|=i$. With these vector spaces, $\mathcal{X}^{\text {SDYM }}$ has the structure of a chain complex as follows:

$$
\begin{array}{ccccc}
X_{-1} & \xrightarrow{d} & X_{0} & \xrightarrow{\text { d }} & X_{1}  \tag{2.16}\\
\Lambda & A & & E
\end{array},
$$

with $\mathbb{d}$ the differential of the theory, to be determined explicitly in the following. The gauge parameters are $\mathfrak{g}$-valued zero-forms, the fields are $\mathfrak{g}$-valued one-forms and the field equations are $\mathfrak{g}$-valued antiself-dual two-forms.

In order to determine the nontrivial maps $B_{n}$ that act on $\mathcal{X}^{\mathrm{SDYM}}$, we expand the field equations (2.9) in powers of $A$,

$$
\begin{equation*}
2 P_{-} d A+P_{-}[A, A]=0 \tag{2.17}
\end{equation*}
$$

In $L_{\infty}$ language, the field equations take the form of a generalized Maurer-Cartan equation. Since the SDYM equations (2.17) are at most quadratic in $A$, this reduces to

$$
\begin{equation*}
\mathbb{d} A+\frac{1}{2} B_{2}(A, A)=0, \tag{2.18}
\end{equation*}
$$

with gauge transformations (2.11) given by

$$
\begin{equation*}
\delta_{\Lambda} A=\mathbb{d} \Lambda+B_{2}(A, \Lambda) \tag{2.19}
\end{equation*}
$$

Hence, one can identify the differential $\mathbb{d}$ with the gauge and kinetic operators defining the free theory, while the maps $B_{2}$ determine the interactions, nonlinear gauge symmetries and so on. In general, one can have higher brackets; Yang-Mills theory has cubic terms in the field equations, and hence a nonvanishing $B_{3}(A, A, A)$. Perturbative gravity would have an infinite number of brackets $B_{n}(h, \ldots, h)$ encoding the infinite interaction vertices of the graviton $h_{\mu \nu}$.

From the field equation (2.17) and the gauge transformation (2.11) one can completely determine the differential $\mathbb{d}$, together with the brackets $B_{2}(A, A)$ and $B_{2}(A, \Lambda)$,

$$
\begin{align*}
\mathbb{d}(A) & =2 P_{-} d A \in X_{1}, & \mathbb{d}(\Lambda) & =d \Lambda \in X_{0}, \\
B_{2}\left(A_{1}, A_{2}\right) & =2 P_{-}\left[A_{1}, A_{2}\right] \in X_{1}, & B_{2}(A, \Lambda) & =[A, \Lambda] \in X_{0} . \tag{2.20}
\end{align*}
$$

Notice that the differential and two-bracket act differently on elements of different vector spaces. In addition to the above,

[^2]the remaining nonvanishing brackets are between two gauge parameters and between a gauge parameter and a field equation. These can be determined from the closure of the gauge transformations, (2.13), and the gauge covariance of the field equations, (2.12), respectively,
\[

$$
\begin{align*}
B_{2}\left(\Lambda_{1}, \Lambda_{2}\right) & =-\left[\Lambda_{1}, \Lambda_{2}\right] \in X_{-1} \\
B_{2}(\Lambda, E) & =-[\Lambda, E] \in X_{1} \tag{2.21}
\end{align*}
$$
\]

Let us briefly comment on the symmetry property of the brackets $B_{2}$; in the conventions we are using, they are graded symmetric, i.e., $B_{2}\left(\psi_{1}, \psi_{2}\right)=(-1)^{\psi_{1} \psi_{2}} B_{2}\left(\psi_{2}, \psi_{1}\right)$, with respect to the degree $(2.16)$ in $\mathcal{X}^{\text {SDYM }}$. This should not be confused with the symmetry (2.5) of the bracket $[\cdot, \cdot]$. For instance, since $|A|=0$ and $|\Lambda|=-1$, one has $B_{2}(\Lambda, A) \equiv$ $B_{2}(A, \Lambda)=[A, \Lambda]$, despite the fact that $[A, \Lambda]=-[\Lambda, A]$.

Having given all the maps acting on $\mathcal{X}^{\mathrm{SDYM}}$, we now turn to the $L_{\infty}$ relations (2.15), which encode the consistency of the theory. In order to give a more concrete feeling of how the quadratic relations (2.15) are equivalent to the usual concepts of gauge covariance, let us consider the field equation, written in the form (2.18), and take a gauge variation under (2.19),

$$
\begin{align*}
\delta_{\Lambda}\left(\mathbb{d} A+\frac{1}{2} B_{2}(A, A)\right)= & \mathbb{d}\left(\delta_{\Lambda} A\right)+B_{2}\left(\delta_{\Lambda} A, A\right) \\
= & \mathbb{d}\left(\mathbb{d} \Lambda+B_{2}(A, \Lambda)\right) \\
& +B_{2}\left(\mathbb{d} \Lambda+B_{2}(A, \Lambda), A\right) \\
= & \mathbb{d}^{2}(\Lambda)+\mathbb{d} B_{2}(A, \Lambda)+B_{2}(\mathbb{d} \Lambda, A) \\
& +B_{2}\left(B_{2}(\Lambda, A), A\right) . \tag{2.22}
\end{align*}
$$

For the equation of motion to be gauge covariant, the righthand side should be proportional to the original field equation $\mathbb{d} A+\frac{1}{2} B_{2}(A, A)$. To this end, we rewrite it as

$$
\begin{align*}
\delta_{\Lambda}\left(\mathbb{d} A+\frac{1}{2} B_{2}(A, A)\right)= & -B_{2}\left(\mathbb{d} A+\frac{1}{2} B_{2}(A, A), \Lambda\right) \\
& +\mathbb{d}^{2}(\Lambda)+\mathbb{d} B_{2}(A, \Lambda) \\
& +B_{2}(\mathbb{d} A, \Lambda)+B_{2}(A, \mathbb{d} \Lambda) \\
& +\frac{1}{2}\left[B_{2}\left(B_{2}(A, A), \Lambda\right)\right. \\
& \left.+2 B_{2}\left(B_{2}(\Lambda, A), A\right)\right] \tag{2.23}
\end{align*}
$$

where we split the last three lines in powers of $A$. One can see that demanding gauge covariance of the field equations, i.e., demanding that the last three lines above vanish separately order by order in $A$, is the same as imposing the quadratic relations (2.15) for the case of inputs $\left(\psi_{1}, \ldots, \psi_{n}\right)$ given by one parameter $\Lambda$ and $n-1$ fields A. Similarly, the quadratic relations for other assignments of inputs (unless trivial by degree), encode the closure of
the gauge algebra and consistency of the latter with covariance of the equations. All the nontrivial relations (2.15) can be easily checked from the explicit forms (2.20) and (2.21) of the differential and two-brackets, upon using the Leibniz (2.7) and graded Jacobi (2.8) identities of $d$ and $[\cdot, \cdot]$, together with $\left[\star \omega_{p}, \Lambda\right]=\star\left[\omega_{p}, \Lambda\right]$ which is valid for a $\mathfrak{g}$-valued zero-form $\Lambda$.

Notice that the $L_{\infty}$ relations (2.15) in this case are obeyed with no higher brackets; $B_{n}=0$ for $n>2$. The $L_{\infty}$ algebra $\mathcal{X}^{\text {SDYM }}$ associated to self-dual Yang-Mills is thus strict, i.e., it is a differential graded Lie algebra. In the next section we will strip off the color algebra $\mathfrak{g}$ from $\mathcal{X}^{\text {SDYM }}$, and build the kinematic algebra on the remaining space.

## III. GAUGE INDEPENDENT KINEMATIC ALGEBRA AND DOUBLE COPY

In this section we take the differential graded Lie algebra (strict $L_{\infty}$ ) of self-dual Yang-Mills and disentangle its color degrees of freedom from the kinematic ones, in order to construct a kinematic algebra on the color-stripped space. We then implement the gauge invariant double copy prescription of [73] and recover self-dual gravity at the free level. In the next section we will show how to construct the full theory by applying the same procedure in light cone gauge.

## A. Color stripping

In the graded vector space $\mathcal{X}^{\text {SDYM }}$ associated to self-dual Yang-Mills theory all elements, such as gauge parameters, fields etc., take value in the color Lie algebra $\mathfrak{g}$. The $L_{\infty}$ algebra $\mathcal{X}^{\text {SDYM }}$ thus takes the form of a tensor product,

$$
\begin{equation*}
\mathcal{X}^{\mathrm{SDYM}}=\mathcal{K} \otimes \mathfrak{g} \tag{3.1}
\end{equation*}
$$

where the kinematic space $\mathcal{K}$ is an infinite dimensional graded vector space that contains all the spacetime dependence and kinematic information of the theory. One can expand an arbitrary element $\psi(x)$ of $\mathcal{X}^{\mathrm{SDYM}}$ in a basis $\left\{T_{a}\right\}$ of $\mathfrak{g}$, and write it as
$\psi(x)=u^{a}(x) \otimes T_{a}, \quad u^{a}(x) \in \mathcal{K}, \quad T_{a} \in \mathfrak{g}$.
The $u^{a}(x)$ should be thought of as color-stripped objects only carrying kinematic information. For instance, when considering scattering amplitudes, $\psi$ is typically a gauge field $A$ representing an external particle and its associated $u$

$$
\begin{aligned}
\mathfrak{d} \lambda & =d \lambda \in K_{1}, & \mathbb{d} \mathcal{A} & =2 P_{-} d \mathcal{A} \in K_{2}, \\
m_{2}\left(\lambda_{1}, \lambda_{2}\right) & =\lambda_{1} \wedge \lambda_{2} \in K_{0}, & m_{2}(\lambda, \mathcal{A}) & =\lambda \wedge \mathcal{A} \in K_{1}, \\
m_{2}\left(\mathcal{A}_{1}, \mathcal{A}_{2}\right) & =2 P_{-}\left(\mathcal{A}_{1} \wedge \mathcal{A}_{2}\right) \in K_{2}, & m_{2}(\lambda, \mathcal{E}) & =\lambda \wedge \mathcal{E} \in K_{2},
\end{aligned}
$$

carries the polarization vector and momentum of the gluon, e.g., $u=\epsilon_{\mu}(p) e^{i p \cdot x} d x^{\mu}$. Notice that we dropped the color index $a$. Indeed, in this framework, the color information is encoded in the relation between the $L_{\infty}$ bracket $B_{2}$ and the kinematic product $m_{2}$ to be defined below.

The differential does not act on the color degrees of freedom and can thus be defined directly as an operator acting on $\mathcal{K}$ by

$$
\begin{equation*}
\mathbb{d}(\psi(x))=\mathbb{d}\left(u^{a}(x)\right) \otimes T_{a}, \tag{3.3}
\end{equation*}
$$

while the bracket $B_{2}$ can be factorized as ${ }^{5}$

$$
\begin{equation*}
B_{2}\left(\psi_{1}, \psi_{2}\right)=(-1)^{\psi_{1}} m_{2}\left(u_{1}^{a}, u_{2}^{b}\right) \otimes f_{a b}^{c} T_{c} \tag{3.4}
\end{equation*}
$$

where $m_{2}$ is a kinematic product. This factorization is obvious from the definition of $[\cdot, \cdot]$ in terms of the wedge product of forms and the structure constants in Eq. (2.4). $\mathcal{K}$ is a graded vector space and in our conventions its elements have kinematic degree

$$
\begin{equation*}
|u|_{\mathcal{K}}=|\psi|_{\mathcal{X}^{\mathrm{SDYM}}}+1, \tag{3.5}
\end{equation*}
$$

while the kinematic maps $\mathbb{d}$ and $m_{2}$ have degree one and zero, respectively. The kinematic degree coincides with the form degree and makes $m_{2}$ graded symmetric with respect to it; $m_{2}\left(u_{1}, u_{2}\right)=(-1)^{u_{1} u_{2}} m_{2}\left(u_{2}, u_{1}\right)$. More precisely, $\mathcal{K}$ is given by the direct sum

$$
\begin{equation*}
\mathcal{K}=\bigoplus_{i=0}^{2} K_{i} \tag{3.6}
\end{equation*}
$$

where $K_{0}$ is the space of zero-forms on $\mathbb{R}^{4}, K_{1}$ the space of one-forms, and $K_{2}$ is the space of antiself-dual two forms. Equipped with the differential $\mathbb{d}$, one then has a de Rhamlike chain complex

$$
\begin{array}{ccccc}
K_{0} & \xrightarrow{d} & K_{1} & \xrightarrow{d} & K_{2}  \tag{3.7}\\
\lambda & & \mathcal{A} & & \mathcal{E}
\end{array}
$$

where we changed the font of the elements to emphasize that now we are dealing with color stripped quantities. With an abuse of terminology, we still refer to $\lambda$ as gauge parameters, to $\mathcal{A}$ as fields etc. The explicit action of the differential and the two-product on the elements of $\mathcal{K}$ is

[^3]where we remind the reader that $2 P_{-}=1-\star$. The vector space $\mathcal{K}$, endowed with the differential $\mathbb{d}$ and the twoproduct $m_{2}$, forms a differential graded commutative algebra. In these algebras, the differential and the two-product obey the following relations:
\[

$$
\begin{array}{r}
\mathbb{d}(\mathbb{d}(u))=0, \\
\mathbb{d} m_{2}\left(u_{1}, u_{2}\right)-m_{2}\left(\mathbb{d} u_{1}, u_{2}\right)-(-1)^{u_{1}} m_{2}\left(u_{1}, \mathbb{d} u_{2}\right)=0, \\
m_{2}\left(m_{2}\left(u_{1}, u_{2}\right), u_{3}\right)-m_{2}\left(u_{1}, m_{2}\left(u_{2}, u_{3}\right)\right)=0 . \tag{3.9}
\end{array}
$$
\]

The first line is, again, the nilpotency of the differential, the second line is the Leibniz rule of $\mathbb{d}$ with respect to $m_{2}$, and the last line is the associativity of the two-product. The relations above can be checked straightforwardly by using the properties of the de Rham differential, of the wedge product and of the Hodge star operator. Let us stress that, at this stage, the algebraic structure encoded in (3.9) is an associative algebra, which does not have a Lie bracket.

## B. Construction of the kinematic algebra

It has been shown that theories like Chern-Simons [14,65] and pure Yang-Mills [73,84] have underlying kinematic algebras that are generalizations of Batalin-Vilkovisky algebras, named $\mathrm{BV}_{\infty}^{\square}$ algebras, which were first constructed in [84]. The kinematic $B V_{\infty}^{\square}$ algebra of Yang-Mills is, at least up to quartic interactions, the structure responsible for the consistency of a double-copy prescription that yields gravity in the form of double-field theory [73]. Hence, it is naturally expected that self-dual Yang-Mills also possesses a kinematic algebra of this type. This is an off shell and gauge independent generalization of the algebra of area-preserving diffeomorphisms discovered by Monteiro and O'Connell [8] in the light cone gauge, as we will show in the following.

To this end, consider the differential graded commutative algebra constructed in the previous section, defined as the space $\mathcal{K}$ endowed with the differential $\mathbb{d}$ and the two-product $m_{2}$ acting as in (3.8) and obeying the relations in (3.9). The crucial step to unveiling a richer algebraic structure is to equip $\mathcal{K}$ with an additional differential $b$. This has opposite degree to $\mathbb{d}$, namely $|b|=-1$ and acts on the chain complex (3.7) as


We require $b$ to be nilpotent: $b^{2}=0$, and to obey the defining relation

$$
\begin{equation*}
\mathbb{d} b+b \mathbb{d}=\square, \tag{3.11}
\end{equation*}
$$

where we denote the Laplacian as $\square=\partial^{\mu} \partial_{\mu}$. The reason for considering such an operator can be traced back to scattering amplitudes; when computing amplitudes, one builds Feynman diagrams out of vertices and propagators of a gauge fixed theory. Having an operator $b$ obeying the above relations, one can gauge fix the theory by imposing $b \mathcal{A}=0$ on fields and, thanks to (3.11), write a propagator as $\frac{b}{\square}$ acting on the space of equations (or sources) $\mathcal{E}$.

Such an operator has been constructed for different gauge theories, like Chern-Simons and Yang-Mills [14,65,73,84]. We choose the $b$ operator in this case to be the adjoint of the de Rham differential,

$$
\begin{equation*}
b=d^{\dagger}:=-\star d \star, \tag{3.12}
\end{equation*}
$$

so that $\left(d^{\dagger} \omega\right)_{\mu_{1} \cdots \mu_{p-1}}=\partial^{\nu} \omega_{\nu \mu_{1} \cdots \mu_{p-1}}$ in components and $d d^{\dagger}+d^{\dagger} d=\square$. The operator $b$ has degree minus one as it decreases the form degree by one and it is indeed nilpotent. The defining relation (3.11) is not obvious because $\mathbb{d}$ is, in general, not just the de Rham differential. As an example, let us check that (3.11) is obeyed on elements of the space $K_{1}$, namely

$$
\begin{align*}
\mathbb{d}(b(\mathcal{A}))+b(\mathbb{d}(\mathcal{A})) & =d d^{\dagger} \mathcal{A}+2 d^{\dagger} P_{-} d \mathcal{A} \\
& =d d^{\dagger} \mathcal{A}+d^{\dagger} d \mathcal{A} \\
& =\square \mathcal{A}, \tag{3.13}
\end{align*}
$$

where in the second line we used $d^{\dagger} \star d=0$. A similar computation for $\lambda$ and $\mathcal{E}$ then proves that (3.11) is obeyed for all elements of $\mathcal{K}$.

Having this new differential at our disposal, one can study its compatibility with the associative product $m_{2}$. If $b$ does not obey the Leibniz rule with respect to $m_{2}$, its failure to do so can be used to define a graded symmetric bracket $b_{2}$ as

$$
\begin{align*}
b_{2}\left(u_{1}, u_{2}\right):= & b m_{2}\left(u_{1}, u_{2}\right)-m_{2}\left(b u_{1}, u_{2}\right) \\
& -(-1)^{u_{1}} m_{2}\left(u_{1}, b u_{2}\right), \tag{3.14}
\end{align*}
$$

with intrinsic degree $\left|b_{2}\right|=-1$. In an amplitudes context, the bracket $b_{2}\left(\mathcal{A}_{1}, \mathcal{A}_{2}\right)$ between color-stripped fields gives the contribution to the kinematic numerator arising from a cubic vertex joining the external particles 1 and 2 . In physics, the typical example where one has both a bracket and a product is the Poisson algebra of Hamiltonian mechanics. There, the Poisson bracket $\{\cdot, \cdot\}$ obeys the Leibniz rule with respect to the pointwise product of functions,

$$
\begin{equation*}
\{f g, h\}=\{g, h\} f+\{f, h\} g \tag{3.15}
\end{equation*}
$$

which is the (Poisson) compatibility between the two. Similarly, in the graded case the compatibility between the bracket $b_{2}$ and the product $m_{2}$ would read

$$
\begin{align*}
b_{2}\left(m_{2}\left(u_{1}, u_{2}\right), u_{3}\right)= & (-1)^{u_{1}\left(u_{2}+u_{3}\right)} m_{2}\left(b_{2}\left(u_{2}, u_{3}\right), u_{1}\right) \\
& +(-1)^{u_{3}\left(u_{1}+u_{2}\right)} m_{2}\left(b_{2}\left(u_{3}, u_{1}\right), u_{2}\right) . \tag{3.16}
\end{align*}
$$

An algebra which satisfies the above is called a strict BV algebra. An important difference, compared to the standard Poisson algebra of Hamiltonian mechanics, is that the kinematic bracket $b_{2}$ is not an independent object, since it is derived from $b$ and $m_{2}$. In particular, this implies that if the Poisson compatibility (3.16) holds, $b_{2}$ is guaranteed to obey the (graded) Jacobi identity, thus making it into a graded Lie bracket. This is proven by acting with $b$ on the relation (3.16), which turns all the products $m_{2}$ into brackets $b_{2}$ and converts (3.16) into the Jacobi identity of $b_{2}$ (the details of the proof can be found in [73]),

$$
\begin{align*}
& b_{2}\left(b_{2}\left(u_{1}, u_{2}\right), u_{3}\right)+(-1)^{u_{1}\left(u_{2}+u_{3}\right)} b_{2}\left(b_{2}\left(u_{2}, u_{3}\right), u_{1}\right) \\
& \quad+(-1)^{u_{3}\left(u_{1}+u_{2}\right)} b_{2}\left(b_{2}\left(u_{3}, u_{1}\right), u_{2}\right)=0 \tag{3.17}
\end{align*}
$$

In Chern-Simons theory, the compatibility condition (3.16) does hold, and the corresponding $b_{2}$ is a genuine graded Lie bracket $[14,65,73]$. Geometrically, this kinematic bracket generates the Schouten-Nijenhuis algebra of polyvector fields in three dimensions, which contains three dimensional diffeomorphisms as a subalgebra. It is important to stress that even in the case where $b_{2}$ is a Lie bracket, the kinematic algebra is strictly larger than a Lie algebra. Indeed, in ChernSimons the triplet $\left(b, m_{2}, b_{2}\right)$ form a BV algebra, with $b_{2}$ generating the Lie subsector.

So far, we have not discussed the property of the kinematic bracket $b_{2}$ with respect to the original differential $\mathbb{d}$. Given the defining property $\mathbb{d} b+b \mathbb{d}=\square$, it follows that $\mathbb{d}$ obeys the Leibniz rule with respect to $b_{2}$ only modulo box, meaning

$$
\begin{align*}
& \mathbb{d} b_{2}\left(u_{1}, u_{2}\right)-b_{2}\left(\mathbb{d} u_{1}, u_{2}\right)-(-1)^{u_{1}} b_{2}\left(u_{1}, \mathbb{d} u_{2}\right) \\
& =\square m_{2}\left(u_{1}, u_{2}\right)-m_{2}\left(\square u_{1}, u_{2}\right)-m_{2}\left(u_{1}, \square u_{2}\right) . \tag{3.18}
\end{align*}
$$

This is why, upon including $\mathbb{d}$, the kinematic algebra of Chern-Simons theory was termed a $\mathrm{BV}^{\square}$ algebra in [65].

Having discussed the simpler strict case, where (3.16) holds, we now turn to the case of self-dual Yang-Mills. As we will show in the following, the compatibility relation (3.16) does not hold strictly, but up to homotopy, meaning

$$
\begin{align*}
& b_{2}\left(m_{2}\left(u_{1}, u_{2}\right), u_{3}\right)-(-1)^{u_{1}\left(u_{2}+u_{3}\right)} m_{2}\left(b_{2}\left(u_{2}, u_{3}\right), u_{1}\right) \\
& \quad-(-1)^{u_{3}\left(u_{1}+u_{2}\right)} m_{2}\left(b_{2}\left(u_{3}, u_{1}\right), u_{2}\right)=\left[\mathbb{d}, \theta_{3}\right]\left(u_{1}, u_{2}, u_{3}\right), \tag{3.19}
\end{align*}
$$

where we introduced the graded commutator $\left[\mathbb{d}, \theta_{3}\right]$, defined as

$$
\begin{align*}
{\left[\mathbb{d}, \theta_{3}\right]\left(u_{1}, u_{2}, u_{3}\right): } & \mathbb{d} \theta_{3}\left(u_{1}, u_{2}, u_{3}\right)-\theta_{3}\left(\mathbb{d} u_{1}, u_{2}, u_{3}\right) \\
& -(-1)^{u_{1}} \theta_{3}\left(u_{1}, \mathbb{d} u_{2}, u_{3}\right) \\
& -(-1)^{u_{1}+u_{2}} \theta_{3}\left(u_{1}, u_{2}, \mathbb{d} u_{3}\right) . \tag{3.20}
\end{align*}
$$

The $\theta_{3}$ above is a trilinear map playing the role of a homotopy for the Poisson identity, similarly to the case of $L_{\infty}$ algebras in (2.15), where the bracket $B_{3}$ is a homotopy for the Jacobi identity. Algebras of this type were named $B V_{\infty}^{\square}$ algebras in [84] and can potentially have an infinite number of higher maps, e.g., $\theta_{4}$, and thus higher relations. In this paper we will restrict our construction to trilinear maps and hence this is the only relation that we need for our purposes. Indeed, as we have discussed above, the Poisson relation (3.19) is sufficient to determine the identity obeyed by $b_{2}$. Since the compatibility (3.19) is not strict, $b_{2}$ does not obey a strict Jacobi identity, but rather [73]

$$
\begin{align*}
& b_{2}\left(b_{2}\left(u_{1}, u_{2}\right), u_{3}\right)+(-1)^{u_{1}\left(u_{2}+u_{3}\right)} b_{2}\left(b_{2}\left(u_{2}, u_{3}\right), u_{1}\right) \\
& \quad+(-1)^{u_{3}\left(u_{1}+u_{2}\right)} b_{2}\left(b_{2}\left(u_{3}, u_{1}\right), u_{2}\right)+\left[\mathbb{d}, b_{3}\right]\left(u_{1}, u_{2}, u_{3}\right) \\
& \quad+\left[\square, \theta_{3}\right]\left(u_{1}, u_{2}, u_{3}\right)=0, \tag{3.21}
\end{align*}
$$

with a three-bracket $b_{3}$ which is also derived; $b_{3}=$ $-\left[b, \theta_{3}\right]$, and a $\square$-deformation controlled by $\theta_{3}$. Here we are using a compact commutator notation similar to (3.20),

$$
\begin{align*}
& {\left[\mathbb{d}, b_{3}\right]\left(u_{1}, u_{2}, u_{3}\right) }:=\mathbb{d} b_{3}\left(u_{1}, u_{2}, u_{3}\right)+b_{3}\left(\mathbb{d} u_{1}, u_{2}, u_{3}\right)+(-1)^{u_{1}} b_{3}\left(u_{1}, \mathbb{d} u_{2}, u_{3}\right)+(-1)^{u_{1}+u_{2}} b_{3}\left(u_{1}, u_{2}, \mathbb{d} u_{3}\right), \\
& {\left[\square, \theta_{3}\right]\left(u_{1}, u_{2}, u_{3}\right):=\square \theta_{3}\left(u_{1}, u_{2}, u_{3}\right)-\theta_{3}\left(\square u_{1}, u_{2}, u_{3}\right)-\theta_{3}\left(u_{1}, \square u_{2}, u_{3}\right)-\theta_{3}\left(u_{1}, u_{2}, \square u_{3}\right), } \\
& {\left[b, \theta_{3}\right]\left(u_{1}, u_{2}, u_{3}\right):=b \theta_{3}\left(u_{1}, u_{2}, u_{3}\right)-\theta_{3}\left(b u_{1}, u_{2}, u_{3}\right)-(-1)^{u_{1}} \theta_{3}\left(u_{1}, b u_{2}, u_{3}\right)-(-1)^{u_{1}+u_{2}} \theta_{3}\left(u_{1}, u_{2}, b u_{3}\right) . } \tag{3.22}
\end{align*}
$$

One can thus see that, similarly to the full Yang-Mills case, the kinematic algebra of off shell and gauge invariant SDYM theory does not contain a Lie algebra as a consistent subsector, in contrast to Chern-Simons.

We now turn to showing that, indeed, to trilinear order there is a $\mathrm{BV}_{\infty}^{\square}$ kinematic algebra underlying self-dual Yang-Mills theory. The derived two-bracket $b_{2}$ can be computed using (3.14) and the explicit form of the bracket acting on the different elements of $\mathcal{K}$ reads

$$
\begin{align*}
b_{2}(\lambda, \mathcal{A}) & =d^{\dagger}(\mathcal{A} \wedge \lambda)-d^{\dagger} A \wedge \lambda \in K_{0}, & b_{2}\left(\mathcal{A}_{1}, \mathcal{A}_{2}\right) & =2 d^{\dagger} P_{-}\left(\mathcal{A}_{1} \wedge \mathcal{A}_{2}\right)-2 d^{\dagger} \mathcal{A}_{[1} \wedge \mathcal{A}_{2]} \in K_{1}, \\
b_{2}(\lambda, \mathcal{E}) & =\star(\mathcal{E} \wedge d \lambda) \in K_{2}, & b_{2}(\mathcal{A}, \mathcal{E}) & =2 P_{-}\left(\mathcal{A} \wedge d^{\dagger} \mathcal{E}\right)-d^{\dagger} \mathcal{A} \wedge \mathcal{E} \in K_{2}, \tag{3.23}
\end{align*}
$$

with all other brackets vanishing. Given the differential $\mathbb{d}$ and two-product $m_{2}$ in (3.8) and the two-bracket $b_{2}$ above, one has to prove the compatibility relation (3.19). To that end, we need to find the explicit expression of the homotopy map $\theta_{3}$ acting on the different elements of $\mathcal{K}$. In order to find $\theta_{3}$, it suffices to compute the left-hand side of (3.19). Then, one should be able to identify the differential acting on various elements and determine $\theta_{3}$. As an example, let us consider two color-stripped gauge fields and one gauge parameter,

$$
\begin{align*}
& b_{2}\left(m_{2}\left(\mathcal{A}_{1}, \mathcal{A}_{2}\right), \lambda\right)-2 m_{2}\left(b_{2}\left(\lambda, \mathcal{A}_{[1}\right), \mathcal{A}_{2]}\right) \\
& \stackrel{\vdots}{=}\left[\bowtie, \theta_{3}\right]\left(\mathcal{A}_{1}, \mathcal{A}_{2}, \lambda\right) . \tag{3.24}
\end{align*}
$$

Writing the left-hand side in terms of the maps shown in Eqs. (3.8) and (3.23) yields

$$
\begin{align*}
& 2 \star\left\{P_{-}\left(\mathcal{A}_{1} \wedge \mathcal{A}_{2}\right) \wedge d \lambda\right\}-2\left\{d^{\dagger}\left(\mathcal{A}_{[1} \wedge \lambda\right)\right. \\
& \left.\wedge \mathcal{A}_{2]}-d^{\dagger} \mathcal{A}_{[1} \wedge \mathcal{A}_{2]} \wedge \lambda\right\} \stackrel{!}{=}\left[\rrbracket, \theta_{3}\right]\left(\mathcal{A}_{1}, \mathcal{A}_{2}, \lambda\right) . \tag{3.25}
\end{align*}
$$

The first term in the above equation can be rewritten as

$$
\begin{align*}
2 \star\left\{P_{-}\left(\mathcal{A}_{1} \wedge \mathcal{A}_{2}\right) \wedge d \lambda\right\} & =\star\left\{\mathcal{A}_{1} \wedge \mathcal{A}_{2} \wedge d \lambda\right\}-\star d\left\{\star\left(\mathcal{A}_{1} \wedge \mathcal{A}_{2}\right) \wedge \lambda\right\}+\star\left\{d \star\left(\mathcal{A}_{1} \wedge \mathcal{A}_{2}\right) \wedge \lambda\right\} \\
& =\star\left\{\mathcal{A}_{1} \wedge \mathcal{A}_{2} \wedge d \lambda\right\}+d^{\dagger}\left\{\mathcal{A}_{1} \wedge \mathcal{A}_{2} \wedge \lambda\right\}-d^{\dagger}\left(\mathcal{A}_{1} \wedge \mathcal{A}_{2}\right) \wedge \lambda \tag{3.26}
\end{align*}
$$

where we used the fact that for a zero-form $\lambda$ and a $p$-form $\omega$ the following is obeyed: $\star(\omega \wedge \lambda)=\star \omega \wedge \lambda$. Using that $d^{\dagger}$ is a second-order operator with respect to the wedge product of $p$-forms, namely

$$
\begin{align*}
d^{\dagger}(u \wedge v \wedge w)= & -d^{\dagger} u \wedge v \wedge w-(-1)^{u} u \wedge d^{\dagger} v \wedge w-(-1)^{u+v} u \wedge v \wedge d^{\dagger} w \\
& +d^{\dagger}(u \wedge v) \wedge w+(-1)^{u} u \wedge d^{\dagger}(v \wedge w)+(-1)^{u v+v} v \wedge d^{\dagger}(u \wedge w), \tag{3.27}
\end{align*}
$$

the two terms on the left hand side of Eq. (3.25) reduce to

$$
\begin{equation*}
\star\left\{\mathcal{A}_{1} \wedge \mathcal{A}_{2} \wedge d \lambda\right\} \stackrel{!}{=}\left[\llbracket, \theta_{3}\right]\left(\mathcal{A}_{1}, \mathcal{A}_{2}, \lambda\right) . \tag{3.28}
\end{equation*}
$$

Notice that none of the terms on the left hand side of the above equation have the differential acting on the fields, nor on the entire expression, but one can identify the differential acting on $\lambda(\mathbb{d}(\lambda)=d \lambda)$. Thus, one can infer that both $\theta_{3}\left(\mathcal{A}_{1}, \mathcal{A}_{2}, \lambda\right)$ and $\theta_{3}(\mathcal{E}, \mathcal{A}, \lambda)$ vanish, while

$$
\begin{equation*}
\star\left\{\mathcal{A}_{1} \wedge \mathcal{A}_{2} \wedge d \lambda\right\} \stackrel{!}{=}-\theta_{3}\left(\mathcal{A}_{1}, \mathcal{A}_{2}, \mathbb{d} \lambda\right), \tag{3.29}
\end{equation*}
$$

determines (recalling that $\mathbb{d} \lambda \in K_{1}$ )

$$
\begin{equation*}
\theta_{3}\left(\mathcal{A}_{1}, \mathcal{A}_{2}, \mathcal{A}_{3}\right)=-\star\left(\mathcal{A}_{1} \wedge \mathcal{A}_{2} \wedge \mathcal{A}_{3}\right) . \tag{3.30}
\end{equation*}
$$

Following analogous computations for all degrees, one finds that the only nontrivial $\theta_{3}$ are

$$
\begin{gather*}
\theta_{3}\left(\mathcal{A}_{1}, \mathcal{A}_{2}, \mathcal{A}_{3}\right)=-\star\left(\mathcal{A}_{1} \wedge \mathcal{A}_{2} \wedge \mathcal{A}_{3}\right) \in K_{1} \\
\theta_{3}\left(\mathcal{E}, \mathcal{A}_{1}, \mathcal{A}_{2}\right)=2 P_{-}\left\{\star\left(\mathcal{E} \wedge \mathcal{A}_{[1}\right) \wedge \mathcal{A}_{2]}\right\} \in K_{2} \tag{3.31}
\end{gather*}
$$

and hence we conclude that the off shell and gauge invariant kinematic algebra of self-dual Yang-Mills is a $B V_{\infty}^{\square}$ algebra to trilinear order.

## C. Gauge-invariant double copy

In this section we turn to constructing linearized selfdual gravity using the double copy prescription of [73]. Having identified the kinematic algebra of $\mathcal{K}$ up to trilinear maps, one can construct the gauge invariant double copy up to cubic terms in the field equations. In order to illustrate how the gauge independent double-copy prescription works, we restrict here to the free theory, where one can easily make contact with self-dual gravity.

Our starting point is the $L_{\infty}$-algebra of SDYM written as the tensor product

$$
\begin{equation*}
\mathcal{X}^{\mathrm{SDYM}}=\mathcal{K} \otimes \mathfrak{g} . \tag{3.32}
\end{equation*}
$$

The next step in this prescription is to replace the color Lie algebra $\mathfrak{g}$ by another copy of the kinematic algebra $\overline{\mathcal{K}}$ with its own coordinates $\bar{x}^{\bar{\mu}}$. Doing so leads to the tensor product space

$$
\begin{equation*}
\mathcal{X}^{\mathrm{DC}}=\mathcal{K} \otimes \overline{\mathcal{K}} . \tag{3.33}
\end{equation*}
$$

The elements of $\mathcal{X}^{\mathrm{DC}}$ are thus functions of the doubled coordinates $\left(x^{\mu}, \bar{x}^{\bar{\mu}}\right)$. This was originally proposed in $[74,90]$ to construct double field theory [91-93], a T-duality covariant reformulation of $\mathcal{N}=0$ supergravity, ${ }^{6}$ as the double copy of Yang-Mills. As discussed in [74,90], in order for the double copy to be consistent one has to impose a constraint on the functional dependence of fields in the doubled space. In double-field theory terminology, here we impose the strong constraint on the elements $\Psi_{i}(x, \bar{x}) \in \mathcal{X}^{\mathrm{DC}}$,

$$
\begin{equation*}
\square \Psi=\bar{\square} \Psi, \quad \partial_{\mu} \Psi_{1} \partial^{\mu} \Psi_{2}=\partial_{\bar{\mu}} \Psi_{1} \partial^{\bar{\mu}} \Psi_{2} \tag{3.34}
\end{equation*}
$$

where the derivatives with barred indices $\partial_{\bar{\mu}}$ are with respect to $\bar{x}^{\bar{\mu}}$, and the barred Laplacian is given by $\bar{\square} \equiv \partial^{\bar{\mu}} \partial_{\bar{\mu}}$. The strong constraint implies that $\square=\bar{\square}$ acting on arbitrary products of functions, so that one can view $\square \equiv \bar{\square}$ as operators. Effectively, the strong constraint eliminates the dependence on half of the coordinates and its simplest solution is the so-called supergravity solution where one identifies the two sets of indices and coordinates, i.e., $\mu \equiv \bar{\mu}$ and $x^{\mu} \equiv \bar{x}^{\bar{\mu}}$. For the moment, however, we will keep the dependence on both sets of coordinates, as well as the additional set of indices, as a bookkeeping device to keep track of the index-factorization property of the double copy.

The double-copy space $\mathcal{X}^{\mathrm{DC}}$ has a grading inherited from the grading of the two copies of the kinematic vector spaces $\mathcal{K}$ and $\overline{\mathcal{K}}$. More precisely, $\mathcal{X}^{\mathrm{DC}}$ is the following direct sum:

$$
\begin{equation*}
\mathcal{X}^{\mathrm{DC}}=\bigoplus_{i=0}^{4} X_{i}^{\mathrm{DC}} \tag{3.35}
\end{equation*}
$$

and each one of the vector subspaces $X_{i}^{\mathrm{DC}}$ is expressed in terms of the single copy spaces $K_{i}$ and $\bar{K}_{i}$ as
$X_{0}^{\mathrm{DC}}=K_{0} \otimes \bar{K}_{0}$,
$X_{1}^{\mathrm{DC}}=\left(K_{0} \otimes \bar{K}_{1}\right) \oplus\left(K_{1} \otimes \bar{K}_{0}\right)$,
$X_{2}^{\mathrm{DC}}=\left(K_{0} \otimes \bar{K}_{2}\right) \oplus\left(K_{1} \otimes \bar{K}_{1}\right) \oplus\left(K_{2} \otimes \bar{K}_{0}\right)$,
$X_{3}^{\mathrm{DC}}=\left(K_{1} \otimes \bar{K}_{2}\right) \oplus\left(K_{2} \otimes \bar{K}_{1}\right)$,
$X_{4}^{\mathrm{DC}}=K_{2} \otimes \bar{K}_{2}$.

In order to encode a field theory in this framework, we need to define the $L_{\infty}$ brackets that determine the dynamics, interactions, and gauge structure of the theory. In this section we restrict our attention to linear dynamics and hence we only need to construct a differential $B_{1}$ which encodes the linearized gravity theory that follows from our double-copy prescription. As we prove in the following, the double copy leads to pure self-dual gravity. In view of this, we define the differential $B_{1}$ in terms of the differentials of the single copy theories as

$$
\begin{equation*}
B_{1}=\mathbb{d} \otimes 1+1 \otimes \overline{\mathbb{d}} . \tag{3.37}
\end{equation*}
$$

This new differential is nilpotent. Indeed, given that both $\mathbb{d}$ and $\bar{d}$ are nilpotent and odd, we have

$$
\begin{equation*}
B_{1}^{2}=\mathbb{d}^{2} \otimes 1+\mathbb{d} \otimes \overline{\mathbb{d}}-\mathbb{d} \otimes \overline{\mathbb{d}}+1 \otimes \overline{\mathbb{d}}^{2}=0, \tag{3.38}
\end{equation*}
$$

where we used $(1 \otimes \overline{\mathbb{d}})(\mathbb{d} \otimes 1)=-\mathbb{d} \otimes \bar{d}$, which follows from both operators having odd degree. At linear order, the only relevant $L_{\infty}$ relation is nilpotency of the differential, and hence the vector space $\mathcal{X}^{\mathrm{DC}}$ equipped with $B_{1}$ as defined above encodes a consistent free-field theory.

In order to have a better understanding of the physical significance of the double copy space, it will be useful to organize the theory in the following chain complex:

$$
\begin{array}{cccccc}
X_{0}^{\mathrm{DC}} & \xrightarrow{B_{1}} & X_{1}^{\mathrm{DC}} & \xrightarrow{B_{1}} & X_{2}^{\mathrm{DC}} & \xrightarrow{B_{1}}  \tag{3.39}\\
\chi & \Lambda & \Psi & X_{3}^{\mathrm{DC}} \xrightarrow{B_{1}} & X_{4}^{\mathrm{DC}} \\
& & & \mathcal{N}
\end{array} .
$$

The elements of the different subspaces are $(p, q)$ biforms ( $p$-forms in $d x$ and $q$-forms in $d \bar{x}$ ), which in components read

$$
\begin{align*}
\chi & =\chi(x, \bar{x}) \\
\Lambda & =\lambda+\bar{\lambda}=-\lambda_{\mu}(x, \bar{x}) d x^{\mu}+\bar{\lambda}_{\bar{\mu}}(x, \bar{x}) d \bar{x}^{\bar{\mu}} \\
\Psi & =f+e+\bar{f}=\frac{1}{2} f_{\mu \nu}(x, \bar{x}) d x^{\mu} \wedge d x^{\nu}+e_{\mu \bar{\nu}}(x, \bar{x}) d x^{\mu} \otimes d \bar{x}^{\bar{\nu}}+\frac{1}{2} \bar{f}_{\bar{\mu} \bar{\nu}}(x, \bar{x}) d \bar{x}^{\bar{\mu}} \wedge d \bar{x}^{\bar{\nu}} \\
\Sigma & =\omega+\bar{\omega}=\frac{1}{2} \omega_{\mu \nu \bar{\rho}}(x, \bar{x}) d x^{\mu} \wedge d x^{\nu} \otimes d \bar{x}^{\bar{\rho}}+\frac{1}{2} \bar{\omega}_{\mu \bar{\nu} \bar{\rho}}(x, \bar{x}) d x^{\mu} \otimes d \bar{x}^{\bar{\nu}} \wedge d \bar{x}^{\bar{\rho}} \\
\mathcal{N} & =\frac{1}{4} N_{\mu \nu \bar{\rho} \bar{\sigma}}(x, \bar{x}) d x^{\mu} \wedge d x^{\nu} \otimes d \bar{x}^{\bar{\rho}} \wedge d \bar{x}^{\bar{\sigma}} \tag{3.40}
\end{align*}
$$

[^4]In the above decomposition, all $(2, q)$ and $(p, 2)$ components are antiself-dual in the two-form sector, e.g., $f=$ $-\star f$ and $\bar{f}=-\bar{\star} \bar{f}$. The space $X_{0}^{\mathrm{DC}}$ contains gauge-forgauge parameters, the space $X_{1}^{\mathrm{DC}}$ is the space of gauge parameters and $X_{2}^{\mathrm{DC}}$ is the space of fields. The elements of $X_{3}^{\mathrm{DC}}$ are field equations and $X_{4}^{\mathrm{DC}}$ is a space of identities. Notice that the degree of the elements of $\mathcal{X}^{\mathrm{DC}}$ coincides with their total biform degree $p+q$.

Let us turn to the action of the differential on objects with different degree. For instance, the fields $\Psi$ consist of a tensor fluctuation $e_{\mu \bar{\nu}}$ (containing the graviton and $B$-field off shell), and antiself-dual two-forms $f_{\mu \nu}$ and $\bar{f}_{\bar{\mu} \bar{\nu}}$. The free field equations correspond to $B_{1}(\Psi)=0$, which yields

$$
\begin{align*}
& 2 P_{-} d e+\bar{d} f=0 \\
& 2 \bar{P}_{-} \bar{d} e+d \bar{f}=0 \tag{3.41}
\end{align*}
$$

In order to illustrate how to perform computations in this framework, let us explicitly derive the above equations. The differential $B_{1}$ written in terms of the single-copy differentials $\mathbb{d}$ and $\overline{\mathbb{d}}$ acts on the components of the field $\Psi$ as

$$
\begin{align*}
B_{1}(\Psi)= & (\mathbb{d} \otimes 1) f+(\mathbb{d} \otimes 1) e+(\mathbb{d} \otimes 1) \bar{f} \\
& +(1 \otimes \overline{\mathbb{d}}) f+(1 \otimes \overline{\mathbb{d}}) e+(1 \otimes \overline{\mathbb{d}}) \bar{f} . \tag{3.42}
\end{align*}
$$

In the first line, notice that $f$ is an anti self-dual two-form in $d x$ and a zero-form in $d \bar{x}$ and, as a consequence, the action of $\mathbb{d} \otimes 1$ on this particular element vanishes. Indeed, $\mathbb{d}$ acting on the space of antiself-dual two-forms $K_{2}$ of the single-copy kinematic algebra vanishes by degree; $(\mathbb{d} \otimes 1) f \equiv 0$. On the other hand, in the second term of the first line, $e$ is a one-form in $d x$ and a one-form in $d \bar{x}$, and hence the unbarred differential $\mathbb{d}$ acts on it as on an element of $K_{1}$ (or gauge field) of the unbarred copy of the kinematic algebra, namely $(\mathbb{d} \otimes 1) e=2 P_{-} d e$. Similarly, in the third term of the first line, $\bar{f}$ is a zero-form in $d x$ and an antiself-dual two-form in $d \bar{x}$. As a result, the unbarred differential $\mathbb{d}$ acts on it as an element of $K_{0}$ of the unbarred copy of the kinematic algebra, namely $(\mathbb{d} \otimes 1) \bar{f}=d \bar{f}$. Following the same reasoning for the second line of the above equation leads to

$$
\begin{equation*}
B_{1}(\Psi)=2 P_{-} d e+d \bar{f}+\bar{d} f+2 \bar{P}_{-} \bar{d} e . \tag{3.43}
\end{equation*}
$$

Notice that the first and the third terms are (2,1)-forms, whereas the second and fourth terms are (1,2)-forms. As a consequence, $B_{1}(\Psi)$ has two different components and $B_{1}(\Psi)=0$ implies the two independent field equations

$$
\begin{align*}
& 2 P_{-} d e+\bar{d} f=0 \\
& 2 \bar{P}_{-} \bar{d} e+d \bar{f}=0 \tag{3.44}
\end{align*}
$$

These field equations are invariant under linear gauge transformations, which can be obtained by acting with $B_{1}$ on gauge parameters $\Lambda$ using the same procedure described above, which leads to
$\delta^{(0)} e=d \bar{\lambda}+\bar{d} \lambda=\left(\partial_{\mu} \bar{\lambda}_{\bar{\nu}}+\bar{\partial}_{\bar{\nu}} \lambda_{\mu}\right) d x^{\mu} \otimes d \bar{x}^{\bar{\nu}}$,
$\delta^{(0)} f=2 P_{-} d \lambda=\frac{1}{2}\left\{-\partial_{\mu} \lambda_{\nu}+\frac{1}{2} \epsilon_{\mu \nu \rho \sigma} \partial^{\rho} \lambda^{\sigma}\right\} d x^{\mu} \wedge d x^{\nu}$,
$\delta^{(0)} \bar{f}=2 \bar{P}_{-} \bar{d} \bar{\lambda}=\frac{1}{2}\left\{\bar{\partial}_{\bar{\mu}} \bar{\lambda}_{\bar{\nu}}-\frac{1}{2} \bar{\epsilon}_{\bar{\mu} \bar{\nu} \bar{\rho} \bar{\sigma}} \bar{\partial}^{\bar{\rho}} \bar{\lambda}^{\bar{\sigma}}\right\} d \bar{x}^{\bar{\mu}} \wedge d \bar{x}^{\bar{\nu}}$.

Notice that the field equations (3.41) that follow from our double-copy prescription are first-order equations, whereas linearized self-dual gravity has second-order differential operators acting on the graviton field. In order to obtain equations that can be more easily associated with self-dual gravity, we can eliminate $f$ and $\bar{f}$ from (3.41) by acting with the de Rham differentials. More precisely, acting with a barred differential on the first equation in (3.41) and acting with an unbarred differential on the second, leads to the second-order equations

$$
\begin{equation*}
E:=2 P_{-} d \bar{d} e=0, \quad \bar{E}:=2 \bar{P}_{-} d \bar{d} e=0 \tag{3.46}
\end{equation*}
$$

which in components can be expressed as

$$
\begin{align*}
& E_{\mu \rho, \bar{\nu} \bar{\sigma}}:=\mathcal{R}_{\mu \rho, \bar{\nu} \bar{\sigma}}-\frac{1}{2} \epsilon_{\mu \rho}{ }^{\lambda \tau} \mathcal{R}_{\lambda \tau, \bar{\nu} \bar{\sigma}}=0, \\
& \bar{E}_{\mu \rho, \bar{\nu} \bar{\sigma}}:=\mathcal{R}_{\mu \rho, \bar{\nu} \bar{\sigma}}-\frac{1}{2} \bar{\epsilon}_{\bar{\nu} \bar{\sigma}}{ }^{\bar{\lambda} \bar{\tau}} \mathcal{R}_{\mu \nu, \bar{\lambda} \bar{\tau}}=0, \tag{3.47}
\end{align*}
$$

where $\mathcal{R}_{\mu \rho, \bar{\nu} \bar{\sigma}}$ is the following Riemann-like tensor

$$
\begin{equation*}
\mathcal{R}_{\mu \rho, \bar{\nu} \bar{\sigma}}:=-2 \partial_{[\mu} \bar{\partial}_{[\bar{\nu}} e_{\rho] \bar{\sigma}]} . \tag{3.48}
\end{equation*}
$$

Notice that this object is antisymmetric in each pair (barred and unbarred) of indices, but is not symmetric in the exchange of the two pairs of indices. Taking the supergravity solution of the strong constraint, where one identifies barred and unbarred coordinates and indices, the components of the field $e$ become $e_{\mu \nu}$ with a symmetric and an antisymmetric part. More precisely, we can split $e_{\mu \nu}$ as

$$
\begin{equation*}
e_{\mu \nu}=h_{\mu \nu}+B_{\mu \nu}, \tag{3.49}
\end{equation*}
$$

where the symmetric part $e_{(\mu \nu)} \equiv h_{\mu \nu}$ can be identified as the graviton, and the antisymmetrict part can be identified as a two-form or $B$-field; $e_{[\mu \nu]} \equiv B_{\mu \nu}$. From this decomposition of the tensor fluctuation $e_{\mu \nu}$, one can identify the following linearized gauge transformations for the graviton and $B$-field

$$
\begin{align*}
\delta^{(0)} h_{\mu \nu} & =\partial_{\mu} \xi_{\nu}+\partial_{\nu} \xi_{\mu} \\
\delta^{(0)} B_{\mu \nu} & =\partial_{\mu} \zeta_{\nu}-\partial_{\nu} \zeta_{\mu} \tag{3.50}
\end{align*}
$$

where we introduced the gauge parameters $\xi$ and $\zeta$, which are linear combinations of $\lambda_{\mu}$ and $\bar{\lambda}_{\mu}$, namely $\xi_{\mu}=$ $\frac{1}{2}\left(\lambda_{\mu}+\bar{\lambda}_{\mu}\right), \zeta_{\mu}=\frac{1}{2}\left(\bar{\lambda}_{\mu}-\lambda_{\mu}\right)$. The above gauge transformations are, respectively, linearized diffeomorphisms and two-form gauge transformations.

In the supergravity solution and with the decomposition of $e_{\mu \nu}$ into symmetric and antisymmetric parts as in (3.49), the Riemann-like tensor can be expressed as

$$
\begin{equation*}
\mathcal{R}_{\mu \nu, \rho \sigma}=R_{\mu \nu \rho \sigma}^{\operatorname{lin}}+\partial_{[\mu} H_{\nu] \rho \sigma}, \tag{3.51}
\end{equation*}
$$

where $R_{\mu \nu \rho \sigma}^{\operatorname{lin}}$. is the linearized Riemann tensor of general relativity and $H_{\mu \nu \rho}$ is the field strength of the $B$-field given by $H_{\mu \nu \rho}=3 \partial_{[\mu} B_{\nu \rho]}$.

We can extract the linearized self-duality equation for the graviton by taking a linear combination of the second-order field equations (3.47) in the supergravity solution of the strong constraint. In particular, taking $\frac{1}{2}\left\{E_{\mu \rho, \nu \sigma}+\bar{E}_{\nu \sigma, \mu \rho}\right\}$ leads to

$$
\begin{equation*}
R_{\mu \rho \nu \sigma}^{\operatorname{lin}}=\frac{1}{2} \epsilon_{\mu \rho}{ }^{\lambda \tau} R_{\lambda \tau \nu \sigma}^{\operatorname{lin}} \tag{3.52}
\end{equation*}
$$

which is linearized self-dual gravity. Taking the other linear combination $\frac{1}{2}\left\{E_{\mu \rho, \nu \sigma}-\bar{E}_{\nu \sigma, \mu \rho}\right\}$, on the other hand, yields

$$
\begin{equation*}
\partial_{[\mu} H_{\rho] \nu \sigma}=\frac{1}{2} \epsilon_{\mu \rho}{ }^{\lambda \tau} \partial_{\lambda} H_{\tau \nu \sigma} \tag{3.53}
\end{equation*}
$$

We will now prove that the above equation for the $B$-field gives no propagating degrees of freedom. To this end, we take a trace of (3.53) to obtain

$$
\begin{equation*}
\partial^{\mu} H_{\mu \rho \sigma}=\epsilon_{\rho}{ }^{\lambda \tau \mu} \partial_{\lambda} H_{\tau \mu \sigma} . \tag{3.54}
\end{equation*}
$$

Using Hodge duality $H_{\mu \nu \rho}=\epsilon_{\mu \nu \rho \sigma} H^{\sigma}$, the above equation becomes

$$
\begin{equation*}
\partial^{\mu} H_{\mu \rho \sigma}=2 \partial_{\sigma} H_{\rho} \tag{3.55}
\end{equation*}
$$

which, in turn, implies that the symmetric part of the righthand side vanishes,

$$
\begin{equation*}
\partial_{(\mu} H_{\nu)}=0 \tag{3.56}
\end{equation*}
$$

This is a Killing equation for $H_{\mu}$, whose solutions (constant or linear in $x$ ) are not propagating degrees of freedom, in the sense of finite superpositions of plane waves.

Similarly, let us show that the antiself-dual two-forms $f$ and $\bar{f}$ do not propagate further degrees of freedom. One can start from the second order equations (3.46) which, as we
have discussed, propagate only one helicity of the graviton. These can be written as closure conditions,

$$
\begin{equation*}
\bar{d}\left(P_{-} d e\right)=0, \quad d\left(\bar{P}_{-} \bar{d} e\right)=0 \tag{3.57}
\end{equation*}
$$

Since $e$ is a $(1,1)$ form fluctuation on a topologically trivial background, the above equations can be integrated to (3.41), with $f$ and $\bar{f}$ playing the role of "integration constants." This means that, given a tensor $e$ satisfying (3.46), one can find an $f$ and $\bar{f}$ so that (3.41) are obeyed. More explicitly, upon identifying $x^{\mu}=\bar{x}^{\bar{\mu}}$, the equation involving $f$ reads

$$
\begin{equation*}
\partial_{[\mu} e_{\nu] \rho}-\frac{1}{2} \epsilon_{\mu \nu}^{\lambda \tau} \partial_{\lambda} e_{\tau \rho}+\frac{1}{2} \partial_{\rho} f_{\mu \nu}=0 . \tag{3.58}
\end{equation*}
$$

Looking for propagating degrees of freedom one can, for instance, use light cone coordinates and assume that $\partial_{+}$is invertible. The $\rho=+$ component of the equation above then allows one to solve for $f_{\mu \nu}$ in terms of $e_{\mu \nu}$, thus showing that it does not carry independent degrees of freedom.

## IV. LIGHT CONE GAUGE AND AREAPRESERVING DIFFEOMORPHISMS

We will now make contact with the known kinematic algebra of self-dual Yang-Mills in the light cone gauge [8]. To do so, we will show that the $B V_{\infty}^{\square}$ algebra discussed in the previous section reduces to a strict $\mathrm{BV}^{\square}$ algebra upon taking the light cone gauge and partially solving the self-duality field equations. This $\mathrm{BV}^{\square}$ algebra contains, in particular, the Lie algebra of area-preserving diffeomorphisms.

## A. Light cone analysis

We begin by introducing "light cone" complex coordinates on Euclidean $\mathbb{R}^{4}$, defined as

$$
\begin{align*}
x^{ \pm} & :=\frac{1}{\sqrt{2}}(z \pm i t), \quad w:=\frac{1}{\sqrt{2}}(x+i y), \\
\bar{w} & :=\frac{1}{\sqrt{2}}(x-i y) . \tag{4.1}
\end{align*}
$$

In these coordinates, the flat Euclidean metric reads

$$
\begin{align*}
& d s^{2}=2 d x^{+} d x^{-}+2 d w d \bar{w} \rightarrow \delta_{+-}=\delta^{+-}=1 \\
& \delta_{w \bar{w}}=\delta^{w \bar{w}}=1 \tag{4.2}
\end{align*}
$$

and $\epsilon_{+-w \bar{w}}=1$. The nontrivial components of the selfduality equation of motion $(1-\star) F=0$ are given by
$2 F_{+w}=0, \quad F_{+-}+F_{w \bar{w}}=0, \quad 2 F_{-\bar{w}}=0$,
where we kept track of the factors of 2 in order to match the normalization of the maps with the previous section. At this point, we impose the light cone gauge, $A_{+}=0$. To do so we
are assuming that $\partial_{+}$is invertible, which then ensures that there is no residual local symmetry. In the light cone gauge, the first equation in (4.3) linearizes and we solve $F_{+w}=\partial_{+} A_{w}=0$. Since $\partial_{+}$can be inverted, this sets $A_{w}=0$, thereby eliminating one helicity of the gluon. We are thus left with two nonvanishing components of the gauge field, $A_{\mu}=\left(0, A_{-}, 0, A_{\bar{w}}\right)$. One could now solve explicitly the second equation in (4.3) in terms of a single degree of freedom, but we prefer not to do so at this stage, and instead rewrite the remaining two equations in a 2 D covariant form. To this end, we define

$$
\begin{align*}
& z^{\alpha}:=\left(x^{+}, w\right), \quad \partial_{\alpha}=\left(\partial_{+}, \partial_{w}\right), \\
& \widetilde{\partial}^{\alpha}:=\left(\partial^{+}, \partial^{w}\right)=\left(\partial_{-}, \partial_{\bar{w}}\right), \tag{4.4}
\end{align*}
$$

with $\alpha, \beta, \cdots$ indices taking values $(+, w)$. Notice that there is no 2 D metric to raise and lower $\alpha$ indices, and the fourdimensional Laplacian is given by $\square=2 \widetilde{\partial}^{\alpha} \partial_{\alpha}$. The surviving components of the gauge field can then be written as a two-dimensional vector, $A^{\alpha}=\left(A^{+}, A^{w}\right)=\left(A_{-}, A_{\bar{w}}\right)$, and the two remaining equations in (4.3) can be written as

$$
\begin{align*}
F_{+-}+F_{w \bar{w}} & \longrightarrow \partial_{\alpha} A^{\alpha} \\
F_{-\bar{w}} & \longrightarrow \tilde{\partial}^{\alpha} A^{\beta}-\tilde{\partial}^{\beta} A^{\alpha}+\left[A^{\alpha}, A^{\beta}\right], \tag{4.5}
\end{align*}
$$

with square brackets denoting the color Lie algebra commutator. Notice that the second equation above is a zero curvature condition in two dimensions, despite the fact that the fields depend on four coordinates, which makes it formally similar to a Chern-Simons theory in Lorentz gauge. ${ }^{7}$ In order to study the kinematic algebra associated to (4.5), we will consider $\partial_{\alpha} A^{\alpha}=0$ as a constraint on $A^{\alpha}$, while we will not impose the dynamical equation.

## B. Light cone kinematic algebra

As we have explained in Sec. II, the full self-dual theory is encoded by a (strict) $L_{\infty}$ algebra. The same is true for the above system of field equations (4.5) without gauge symmetry. This is obtained from the gauge invariant and completely off shell one described in Sec. II upon gauge fixing and partially solving the equations. Stripping off color as done in Sec. III one obtains the corresponding differential graded commutative algebra. Since we have gauge fixed the theory completely, the space $K_{0}$ associated to gauge parameters trivializes. The space $K_{1}$ of colorstripped gauge fields reduces to the space of 2D transverse vectors $\mathcal{A}^{\alpha}$ (as before, we use a different font to recall that $\mathcal{A}^{\alpha}$ has no color degrees of freedom). Finally, the space $K_{2}$ reduces to 2 D bivectors $\mathcal{F}^{\alpha \beta}$, associated to the equation of motion $F^{\alpha \beta}$ in (4.5). This can be visualized in the following diagram:

[^5]
where $\mathcal{A}^{\alpha}$ is subject to $\partial_{\alpha} \mathcal{A}^{\alpha}=0$, and one can see that the degree in $\mathcal{K}^{\text {l.c. }}$ coincides with the "polyvector degree." The differential $\mathbb{d}$ and $b$ operator act as
$(\mathbb{d} \mathcal{A})^{\alpha \beta}=2 \widetilde{\partial}^{\alpha} \mathcal{A}^{\beta}-2 \widetilde{\partial}^{\beta} \mathcal{A}^{\alpha}, \quad(b \mathcal{F})^{\alpha}=\partial_{\beta} \mathcal{F}^{\beta \alpha}$,
with $b \mathcal{A} \equiv 0$ and $\mathbb{d} \mathcal{F} \equiv 0$. One can check that they obey $\llbracket b+b \mathbb{d}=\square$ by using the constraint $\partial_{\alpha} \mathcal{A}^{\alpha}=0$ and the Schouten identity in two dimensions $\widetilde{\partial}^{[\alpha} \mathcal{F}^{\beta \gamma]} \equiv 0$. By degree, the only nonvanishing product $m_{2}$ is between vectors and is obtained by color stripping the nonlinear term in Eq. (4.5),
\[

$$
\begin{equation*}
m_{2}^{\alpha \beta}\left(\mathcal{A}_{1}, \mathcal{A}_{2}\right)=2 \mathcal{A}_{1}^{\alpha} \mathcal{A}_{2}^{\beta}-2 \mathcal{A}_{1}^{\beta} \mathcal{A}_{2}^{\alpha} \tag{4.8}
\end{equation*}
$$

\]

The differential $\mathbb{d}$, operator $b$ and product $m_{2}$ follow from the gauge invariant ones of the off shell theory in Sec. III upon setting $\lambda, \mathcal{A}_{+}, \mathcal{A}_{w}$, and $\mathcal{E}_{+w}$ to zero.

We now repeat the procedure of the previous section, and define the kinematic bracket $b_{2}$ by the failure of $b$ to obey the Leibniz rule with respect to $m_{2}$,

$$
\begin{align*}
b_{2}\left(u_{1}, u_{2}\right)= & b m_{2}\left(u_{1}, u_{2}\right)-m_{2}\left(b u_{1}, u_{2}\right) \\
& -(-1)^{u_{1}} m_{2}\left(u_{1}, b u_{2}\right) . \tag{4.9}
\end{align*}
$$

Using the expressions (4.7) and (4.8) one finds two nonvanishing brackets,

$$
\begin{align*}
b_{2}^{\alpha}\left(\mathcal{A}_{1}, \mathcal{A}_{2}\right) & =\partial_{\beta} m_{2}^{\beta \alpha}\left(\mathcal{A}_{1}, \mathcal{A}_{2}\right)=2\left[\mathcal{A}_{1}, \mathcal{A}_{2}\right]_{\mathrm{SN}}^{\alpha} \\
b_{2}^{\alpha \beta}(\mathcal{A}, \mathcal{F}) & =m_{2}^{\alpha \beta}(\mathcal{A}, b \mathcal{F})=2[\mathcal{A}, \mathcal{F}]_{\mathrm{SN}}^{\alpha \beta} \tag{4.10}
\end{align*}
$$

where $[,]_{\text {SN }}$ denotes the Schouten-Nijenhuis bracket of polyvectors. In the case at hand, both brackets can be written in terms of standard Lie derivatives,

$$
\begin{align*}
{\left[\mathcal{A}_{1}, \mathcal{A}_{2}\right]_{\mathrm{SN}}^{\alpha} } & =\mathcal{A}_{1}^{\beta} \partial_{\beta} \mathcal{A}_{2}^{\alpha}-\mathcal{A}_{2}^{\beta} \partial_{\beta} \mathcal{A}_{1}^{\alpha}=\mathcal{L}_{\mathcal{A}_{1}} \mathcal{A}_{2}^{\alpha} \\
{[\mathcal{A}, \mathcal{F}]_{\mathrm{SN}}^{\alpha \beta} } & =\mathcal{A}^{\gamma} \partial_{\gamma} \mathcal{F}^{\alpha \beta}+2 \mathcal{F}^{\gamma[\alpha} \partial_{\gamma} \mathcal{A}^{\beta]}=\mathcal{L}_{\mathcal{A}} \mathcal{F}^{\alpha \beta} \tag{4.11}
\end{align*}
$$

This shows that $b_{2}$ generates the algebra of area-preserving diffeomorphisms when restricted to vectors, and extends to a graded Lie algebra on the space of polyvector fields via the Schouten-Nijenhuis bracket. This is not a mere change of perspective; the bracket $b_{2}$ is compatible with the product $m_{2}$ in the graded Poisson sense,

$$
\begin{align*}
b_{2}\left(\mathcal{A}_{1}, m_{2}\left(\mathcal{A}_{2}, \mathcal{A}_{3}\right)\right)= & m_{2}\left(b_{2}\left(\mathcal{A}_{1}, \mathcal{A}_{2}\right), \mathcal{A}_{3}\right) \\
& +m_{2}\left(\mathcal{A}_{2}, b_{2}\left(\mathcal{A}_{1}, \mathcal{A}_{3}\right)\right) \tag{4.12}
\end{align*}
$$

which goes beyond the properties of Lie algebras. In fact, the triplet $\left(b, m_{2}, b_{2}\right)$ forms a BV algebra, which gets deformed to $\mathrm{BV}^{\square}$ upon including the differential $\mathbb{d}$, exactly as in Chern-Simons theory.

To make contact with the off shell and gauge independent algebra presented in Sec. III, notice that the brackets (4.10) coincide with the off shell ones (3.23) upon setting $\lambda, \mathcal{A}_{+}, \mathcal{A}_{w}$, and $\mathcal{E}_{+w}$ to zero and using the constraint $\partial_{\alpha} \mathcal{A}^{\alpha}=0$. Consistently, the homotopy maps $\theta_{3}$ in (3.31) vanish in this case. This is easily seen from the fact that both $\theta_{3}\left(\mathcal{A}_{1}, \mathcal{A}_{2}, \mathcal{A}_{3}\right)$ and $\theta_{3}\left(\mathcal{E}, \mathcal{A}_{1}, \mathcal{A}_{2}\right)$ contain a threeform, which vanishes identically in the present effective 2D setting. For instance, the homotopy $\theta_{3}\left(\mathcal{A}_{1}, \mathcal{A}_{2}, \mathcal{A}_{3}\right)$ in components reads

$$
\begin{equation*}
\theta_{3 \mu}\left(\mathcal{A}_{1}, \mathcal{A}_{2}, \mathcal{A}_{3}\right)=-\epsilon_{\mu \nu \rho \sigma} \mathcal{A}_{1}^{\nu} \mathcal{A}_{2}^{\rho} \mathcal{A}_{3}^{\sigma} \tag{4.13}
\end{equation*}
$$

As we have discussed, after taking light cone gauge and eliminating one helicity $\mathcal{A}_{i}^{\mu}$ reduce to $\mathcal{A}_{i}^{\alpha}$, with $\alpha=(+, w)$ the two dimensional index. This makes (4.13) vanish, due to $\mathcal{A}_{1}^{[\alpha} \mathcal{A}_{2}^{\beta} \mathcal{A}_{3}^{\gamma]} \equiv 0$ in two dimensions. At this point it is worth emphasizing that the self-duality condition has a dramatic algebraic outcome: fixing the light cone gauge alone does not reduce the $\mathrm{BV}_{\infty}^{\square}$ algebra to a strict one. It is only after setting to zero the helicity $\mathcal{A}^{\bar{w}}$ that all homotopies vanish and one obtains a $\mathrm{BV}^{\square}$ algebra.

We conclude this section by making contact with the description of the light-cone kinematic algebra in terms of a single "scalar" degree of freedom. To do so, we introduce the Schouten-Nijenhuis bracket between a vector and a scalar, as well as a bivector and a scalar, although they are not part of $b_{2}$,

$$
\begin{equation*}
[\mathcal{A}, \chi]_{\mathrm{SN}}=\mathcal{A}^{\beta} \partial_{\beta} \chi, \quad[\mathcal{F}, \chi]_{\mathrm{SN}}^{\alpha}=\mathcal{F}^{\beta \alpha} \partial_{\beta} \chi . \tag{4.14}
\end{equation*}
$$

With this, one can solve the constraint $\partial_{\alpha} \mathcal{A}^{\alpha}=0$ explicitly using the two-dimensional $\epsilon^{\alpha \beta}$ symbol, normalized as $\epsilon^{w+}=1$, viewed as a special bivector,

$$
\begin{equation*}
\mathcal{A}^{\alpha}=-[\epsilon, \Phi]_{\mathrm{SN}}^{\alpha}=\epsilon^{\alpha \beta} \partial_{\beta} \Phi \tag{4.15}
\end{equation*}
$$

Since in this light cone treatment we assume $\partial_{+}$to be invertible, we can express $\Phi=\frac{1}{\partial_{+}} \mathcal{A}^{w}$, which shows that $\Phi$ is not a standard four-dimensional scalar field. Using the solution (4.15), the product $m_{2}$ between vectors yields

$$
\begin{equation*}
m_{2}^{\alpha \beta}\left(\mathcal{A}_{1}, \mathcal{A}_{2}\right)=2 \epsilon^{\alpha \beta}\left\{\Phi_{1}, \Phi_{2}\right\} \tag{4.16}
\end{equation*}
$$

in terms of the Poisson bracket

$$
\begin{equation*}
\left\{\Phi_{1}, \Phi_{2}\right\}:=\left[\left[\epsilon, \Phi_{1}\right]_{\mathrm{SN}}, \Phi_{2}\right]_{\mathrm{SN}}=\epsilon^{\alpha \beta} \partial_{\alpha} \Phi_{1} \partial_{\beta} \Phi_{2} \tag{4.17}
\end{equation*}
$$

while the Lie bracket $b_{2}$ reduces to

$$
\begin{equation*}
b_{2}^{\alpha}\left(\mathcal{A}_{1}, \mathcal{A}_{2}\right)=2\left[\epsilon,\left\{\Phi_{1}, \Phi_{2}\right\}\right]_{\mathrm{SN}}^{\alpha}=-2 \epsilon^{\alpha \beta} \partial_{\beta}\left\{\Phi_{1}, \Phi_{2}\right\} . \tag{4.18}
\end{equation*}
$$

## V. LIGHT CONE DOUBLE COPY TO SELF-DUAL GRAVITY

Since in Sec. III we limited ourselves to the double copy of the free theory, here we take advantage of the fact that the light cone kinematic algebra described in Sec. IV is strict, in order to perform an exact double copy, following again the prescription of [73]. We do so in order to strengthen the evidence that these $B V_{\infty}^{\square}$ algebras are the structures responsible for consistency of the double-copy procedure. Our starting point is thus the $\mathrm{BV}^{\square}$ algebra of SDYM in the light cone gauge, described by the graded vector space $\mathcal{K}^{\text {l.c. }}$ (4.6), with differential and $b$ operator (4.7), product (4.8), and kinematic bracket (4.10).

As we have discussed in Sec. III, we shall take the tensor product of two copies of $\mathcal{K}^{\text {l.c. }}$, and use the strong constraint (3.34) to eventually identify the doubled coordinates. The graded vector space $\mathcal{X}^{\mathrm{DC}}$ that results from the tensor product contains three vector spaces,

$$
\begin{equation*}
\mathcal{X}^{\mathrm{DC}}=\bigoplus_{i=0}^{2} X_{i}^{\mathrm{DC}}, \tag{5.1}
\end{equation*}
$$

where the degree in $\mathcal{X}^{\mathrm{DC}}$ is defined by $|\Psi|=|u|+|\bar{u}|-2$ for an element $\Psi=u \otimes \bar{u}$, and the shift by two is to make contact with standard $L_{\infty}$ grading for the double-copy theory. The space $X_{0}^{\text {DC }}=K_{1}^{\text {l.c. }} \otimes \bar{K}_{1}^{\text {l.c. }}$ is then identified as the space of gravity fields $h^{\alpha \bar{\beta}}$ with $\alpha$ and $\bar{\beta}$ the twodimensional indices introduced in the previous section associated to $\mathcal{K}^{\text {l.c. }}$ and $\overline{\mathcal{K}}^{\text {l.c. }}$, respectively. The space $X_{1}^{\mathrm{DC}}=$ $K_{1}^{\text {l.c. }} \otimes \bar{K}_{2}^{\text {l.c. }} \oplus K_{2}^{\text {l.c. }} \otimes \bar{K}_{1}^{\text {1.c. }}$ is the two-component space of field equations $\mathcal{E}^{\alpha \beta \bar{\gamma}}$ and $\mathcal{E}^{\bar{\alpha} \bar{\beta} \gamma}$, and the final space $X_{2}^{\mathrm{DC}}=$ $K_{2}^{\text {l.c. }} \otimes \bar{K}_{2}^{\text {l.c. }}$ is a space of identities ${ }^{8} \mathcal{N}^{\alpha \beta \bar{\gamma}} \bar{\delta}$. The gravity field $h^{\alpha \bar{\beta}}$ has no symmetry between the indices, while both equations $\mathcal{E}^{\alpha \beta \bar{\gamma}}, \mathcal{E}^{\bar{\alpha} \bar{\beta} \gamma}$, and identities $\mathcal{N}^{\alpha \beta \bar{\gamma} \bar{\delta}}$ are antisymmetric in the couples of (un)barred indices. Similarly to the construction of the vector $\mathcal{A}^{\alpha}$ from $A_{\mu}$ by taking the light cone gauge and partially solving the self-duality relations, $h^{\alpha \bar{\beta}}$ can be thought as coming from gauge fixing the graviton $h_{\mu \nu}$ in the light cone gauge and partially solving the gravity self-duality field equations. The graded vector space above forms a chain complex as

[^6]\[

$$
\begin{array}{lllll}
X_{0}^{\mathrm{DC}} & \xrightarrow{B_{1}} & X_{1}^{\mathrm{DC}} & \xrightarrow{B_{1}} & X_{2}^{\mathrm{DC}} \\
\mathcal{E}^{\alpha \beta \bar{\gamma}} & &  \tag{5.2}\\
h^{\alpha \bar{\beta}} & & & & \mathcal{N}^{\alpha \beta \bar{\gamma} \bar{\delta}}, \\
& & \overline{\mathcal{E}}^{\bar{\alpha} \bar{\beta} \gamma} & &
\end{array}
$$
\]

where $B_{1}$ is the differential of the double-copy theory to be identified in the following.

The next step in the double-copy prescription is indeed to construct the multilinear maps of the $L_{\infty}$ algebra of the gravity theory using the kinematic maps of the two copies of SDYM. Given that the kinematic algebra of light-cone gauge SDYM is a strict $B V^{\square}$, in the gravity theory there only exist a differential $B_{1}$ and a two-bracket $B_{2}$. These are given in terms of the SDYM maps by

$$
\begin{align*}
& B_{1}=\mathbb{d} \otimes 1+1 \otimes \overline{\mathbb{d}} \\
& B_{2}=\frac{1}{2} b_{2} \otimes \bar{m}_{2}-\frac{1}{2} m_{2} \otimes \bar{b}_{2} \tag{5.3}
\end{align*}
$$

following the general procedure of [73]. Here $\mathbb{d}$, $m_{2}$, and $b_{2}$ act on $\mathcal{K}^{\text {l.c. }}$, while $\overline{\mathbb{d}}, \bar{m}_{2}$, and $\bar{b}_{2}$ act on $\overline{\mathcal{K}}^{\text {l.c. }}$.

The gravity maps $B_{1}$ and $B_{2}$ obey the $L_{\infty}$ relations (2.15) without higher brackets: $B_{n}=0$ for $n>2$. This follows, according to the general discussion in [73,85], from the fact that $\mathbb{d}, m_{2}$, and $b_{2}$ (and their barred counterparts) obey the $\mathrm{BV}^{\square}$ relations without higher maps. Intuitively, $B_{2}$ obeys the Jacobi identity because both $b_{2}$ and $\bar{b}_{2}$ are Lie brackets and $m_{2}, \bar{m}_{2}$ are both associative products. Furthermore, the Leibniz property of $B_{1}$ with respect to $B_{2}$ in ensured by the strong constraint (3.34): indeed, identifying $\square \equiv \bar{\square}$ removes the $\square-\bar{\square}$ deformation arising from the two copies of (3.18). Importantly, since there are no higher $L_{\infty}$ brackets $B_{n}$, the gravitational equations obtained from (5.3) are exact.

We now provide the explicit action of the gravitational differential and bracket. Starting from $B_{1}$, acting on the field it produces two components,

$$
\begin{align*}
B_{1}^{\alpha \beta \bar{\gamma}}(h) & =2 \tilde{\partial}^{\alpha} h^{\beta \bar{\gamma}}-2 \tilde{\partial}^{\beta} h^{\alpha \bar{\gamma}} \\
B_{1}^{\bar{\alpha} \bar{\beta} \gamma}(h) & =-2 \tilde{\partial}^{\bar{\alpha}} h^{\gamma \bar{\beta}}+2 \tilde{\partial}^{\bar{\beta}} h^{\gamma \bar{\alpha}} \tag{5.4}
\end{align*}
$$

while the action on the space of equations reads

$$
\begin{equation*}
B_{1}^{\alpha \beta \bar{\gamma} \bar{\delta}}(\mathcal{E})=4\left\{\widetilde{\partial}^{\bar{\delta}} \mathcal{E}^{\alpha \beta \bar{\gamma}}-\widetilde{\partial}^{\bar{\gamma}} \mathcal{E}^{\alpha \beta \bar{\delta}}+\widetilde{\partial}^{\alpha} \mathcal{E}^{\bar{\delta} \bar{\gamma} \beta}-\widetilde{\partial}^{\beta} \mathcal{E}^{\bar{\delta} \bar{\gamma} \alpha}\right\} \tag{5.5}
\end{equation*}
$$

which justifies the existence of the space of identities $\mathcal{N}^{\alpha \beta \bar{\gamma} \bar{\delta}}$, since nilpotency of the differential gives

$$
\begin{align*}
\left(B_{1}^{2} h\right)^{\alpha \beta \bar{\gamma} \bar{\delta}}= & 4\left\{\widetilde{\partial}^{\bar{\delta}} B_{1}^{\alpha \beta \bar{\gamma}}(h)-\widetilde{\partial}^{\bar{\gamma}} B_{1}^{\alpha \beta \bar{\delta}}(h)+\widetilde{\partial}^{\alpha} B_{1}^{\bar{\delta} \bar{\gamma} \beta}(h)\right. \\
& \left.-\widetilde{\partial}^{\beta} B_{1}^{\bar{\delta} \bar{\gamma} \alpha}(h)\right\} \equiv 0 \tag{5.6}
\end{align*}
$$

and the nonlinear completion is encoded in $B_{2}(h, \mathcal{E})$ which we do not display.

The interactions of the theory are governed by the action of $B_{2}$ on two-fields

$$
\begin{align*}
& B_{2}^{\alpha \beta \bar{\gamma}}\left(h_{1}, h_{2}\right)=4\left[h_{1}^{\alpha}, h_{2}^{\beta}\right]_{\overline{\mathrm{SN}}}^{\bar{\gamma}}=4\left\{h_{1}^{\alpha \bar{\delta}} \partial_{\bar{\delta}} h_{2}^{\beta \bar{\gamma}}-h_{2}^{\beta \bar{\delta}} \partial_{\bar{\delta}} h_{2}^{\alpha \bar{\gamma}}\right\}, \\
& B_{2}^{\bar{\alpha} \bar{\beta} \gamma}\left(h_{1}, h_{2}\right)=-4\left[h_{1}^{\bar{\alpha}}, h_{2}^{\bar{\beta}}\right]_{\mathrm{SN}}^{\gamma}=-4\left\{h_{1}^{\delta \bar{\alpha}} \partial_{\delta} h_{2}^{\gamma \bar{\beta}}-h_{2}^{\delta \bar{\beta}} \partial_{\delta} h_{1}^{\gamma \bar{\alpha}}\right\}, \tag{5.7}
\end{align*}
$$

where the notation $\left[h_{1}^{\bar{\alpha}}, h_{2}^{\bar{\beta}}\right]_{\text {SN }}^{\gamma}$ means to take the SchoutenNijenhuis bracket by viewing $h^{\alpha \bar{\beta}}$ as a vector $\left(\mathcal{V}^{\alpha}\right)^{\bar{\beta}}$, with the $\bar{\beta}$ index as a spectator, and vice versa for the other component. Thus, we can construct the field equations of the gravity theory in $L_{\infty}$ form

$$
\begin{equation*}
B_{1}(h)+\frac{1}{2} B_{2}(h, h)=0 \tag{5.8}
\end{equation*}
$$

which in components read

$$
\begin{align*}
& 2 \widetilde{\partial}^{\alpha} h^{\beta \bar{\gamma}}-2 \widetilde{\partial}^{\beta} h^{\alpha \bar{\gamma}}+2\left[h^{\alpha}, h^{\beta}\right]_{\overline{\mathrm{SN}}}^{\bar{\gamma}}=0, \\
&-2 \widetilde{\partial}^{\bar{\alpha}} h^{\gamma \bar{\beta}}+2 \widetilde{\partial}^{\bar{\beta}} h^{\gamma \bar{\alpha}}-2\left[h^{\bar{\alpha}}, h^{\bar{\beta}}\right]_{\mathrm{SN}}^{\gamma}=0 . \tag{5.9}
\end{align*}
$$

We now turn to proving that these first-order equations indeed describe self-dual gravity. First, the gravity field $h^{\alpha \bar{\beta}}$ is subject to the following constraints:

$$
\begin{equation*}
\partial_{\alpha} h^{\alpha \bar{\beta}}=0, \quad \partial_{\bar{\beta}} h^{\alpha \bar{\beta}}=0 \tag{5.10}
\end{equation*}
$$

which follow from the constraint $\partial_{\alpha} \mathcal{A}^{\alpha}=0$. The constraints (5.10) can be solved by writing the gravity field as

$$
\begin{equation*}
h^{\alpha \bar{\beta}}=\epsilon^{\alpha \gamma} \epsilon^{\bar{\beta} \bar{\delta}} \partial_{\gamma} \partial_{\bar{\delta}} \phi \tag{5.11}
\end{equation*}
$$

where $\phi$ is a "scalar" degree of freedom carrying the single helicity +2 of the self-dual graviton. We can take the first field equation in (5.9), which in terms of $\phi$ reads

$$
\begin{equation*}
-\epsilon^{\bar{\gamma} \bar{\delta}} \partial_{\bar{\delta}}\left\{\epsilon^{\alpha \beta}\left(\square \phi+\epsilon^{\bar{\alpha} \bar{\beta}} \epsilon^{\gamma \delta} \partial_{\bar{\alpha}} \partial_{\gamma} \phi \partial_{\bar{\beta}} \partial_{\delta} \phi\right)\right\}=0 \tag{5.12}
\end{equation*}
$$

In order to make contact with the results by Monteiro and O'Connell in [8], we solve the strong constraint by choosing the supergravity solution $\partial_{\alpha}=\partial_{\bar{\alpha}}$. The form of $h^{\alpha \bar{\beta}}$ in (5.11) then coincides with the self-dual graviton and, in turn, (5.12) implies the Plebanski equation of selfdual gravity,

$$
\begin{equation*}
\square \phi+2 \partial_{w}^{2} \phi \partial_{+}^{2} \phi-2\left(\partial_{+} \partial_{w} \phi\right)^{2}=0 . \tag{5.13}
\end{equation*}
$$

Notice that in removing the derivative operator $\epsilon^{\bar{\gamma}} \bar{\delta} \partial_{\bar{\delta}}$ to write the Plebanski equation there is no loss of information, since one can remove an invertible $\partial_{+}$to obtain (5.13).

## VI. CONCLUSIONS AND OUTLOOK

We showed how the framework of homotopy algebras can help to give a direct construction of a fully gauge independent kinematic algebra in the self-dual sector of YM theory, thus generalizing previous results from the literature. We also demonstrated that the double-copy procedure finds a natural generalization in this language.

Doubtless the elegant structures arising in this context are partly due to the simplicity of the self-dual sector, rooted in its integrability. However, as mentioned in the introduction, there is a notion of perturbation around this sector. It would be interesting to see if our results can be extended in this way, and whether they reproduce a gauge independent version of $[9,11,68]$. More generally, this gives a promising alternative perturbation scheme, different from the post-Minkowskian and post-Newtonian frameworks, which could perhaps teach us new lessons about colorkinematics duality and the double copy.

On the other hand, the self-dual sector is valuable in its own right as a toy model in which to address difficult questions pertaining to the full theory. In particular, the kinematic algebra constructed in this paper shows that selfdual Yang-Mills is a promising midpoint between the simplest Chern-Simons case and the much more complex kinematic algebra of Yang-Mills theory. Due to its relative simplicity, we hope to be able to bootstrap the results of this paper to a complete characterization of the SDYM
kinematic algebra to all orders. This could give valuable insights into the much more challenging case of full Yang-Mills.

Another potential application is in the study of double-field theory (DFT) [91-93]. DFT is a natural intermediate product in the double copy algorithm developed in $[73,74,90]$, which we have also followed here. We intend to use this to construct a self-dual sector of DFT that goes beyond self-dual gravity. One could then address difficult questions relating to the geometric formulation of DFT, initially in this simplified setup, and subsequently in the full theory, recast as a perturbation around this sector.
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