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A B S T R A C T 

We present the measurement of total and stellar/dark matter decomposed mass density profile around a sample of galaxy groups 
and clusters with dynamical masses derived from integral-field stellar kinematics from the MaNGA survey in Paper I and weak 

lensing derived from the DECaLS imaging surv e y. Combining the two data sets enables accurate measurement of the radial 
density distribution from several kpc to Mpc scales. Intriguingly, we find that the excess surface density derived from stellar 
kinematics in the inner region cannot be explained by simply adding an NFW dark matter halo extrapolated from lensing 

measurement at a larger scale to a stellar mass component derived from the NASA-Sloan Atlas (NSA) catalogue. We find that a 
good fit to both data sets requires a stellar mass normalization about three times higher than that derived from the NSA catalogue, 
which would require an unrealistically too-heavy initial mass function for stellar mass estimation. If we keep the stellar mass 
normalization to that of the NSA catalogue but allow a varying inner dark matter density profile, we obtain an asymptotic slope 
of γ gnfw 

= 1 . 82 

+ 0 . 15 
−0 . 25 and γ gnfw 

= 1 . 48 

+ 0 . 20 
−0 . 41 for the group bin and the cluster bin, respectively, significantly steeper than the NFW 

case. We also compare the total mass inner density slopes with those from TNG300 and find that the values from the simulation 

are lower than the observation by about 2 σ level. 

Key words: gravitational lensing: weak – galaxies: clusters: general – galaxies: statistics – dark matter. 
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 I N T RO D U C T I O N  

n the modern lambda cold dark matter ( � CDM) cosmogony, the
tructure forms hierarchically. Small dark matter haloes form early
nd then larger dark matter haloes form through halo–halo merging
nd continuous dark matter accretion (Frenk & White 2012 ). N -body
osmological simulations show that in such a � CDM universe, the
ark matter haloes obtain a self-similar universal structure of mass
istrib ution (e.g. Na varro, Frenk & White 1996b , 1997 ; Springel
t al. 2008 ; Gao et al. 2011 ) that the spherically averaged dark matter
ass profile follows ρ( r ) ∝ r −1 at the inner part and ρ( r ) ∝ r −3 
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Commons Attribution License ( https:// creativecommons.org/ licenses/ by/ 4.0/ ), whi
t the outer part. In a real universe, galaxies form at the centre
f dark matter haloes and co-evolve with dark matter haloes. The
aryonic process during the galaxy formation and evolution can
odify the mass distribution of the dark matter halo, especially

t the inner part, through baryonic condensation and contraction
Blumenthal et al. 1986 ; Gnedin et al. 2004a ; Gustafsson, Fairbairn &
ommer-Larsen 2006 ; Duffy et al. 2010 ; Schaller et al. 2015 ),

he expulsion of gas during the feedback process (e.g. Navarro,
ke & Frenk 1996a ; Read & Gilmore 2005 ; Pontzen & Go v ernato
012 ). The impact of these processes is complex and the net effect
s not clear yet. Accurate measurement of the total mass density
rofile, as well as the decomposed stellar and dark matter density
rofiles, can provide a unique tool to probe the galaxy formation
rocess. 
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ch permits unrestricted reuse, distribution, and reproduction in any medium, 

provided the original work is properly cited. 

http://orcid.org/0000-0003-3899-0612
http://orcid.org/0000-0002-2583-2669
http://orcid.org/0000-0002-9587-6683
http://orcid.org/0000-0002-1283-8420
http://orcid.org/0000-0001-6800-7389
http://orcid.org/0000-0002-6726-9499
http://orcid.org/0000-0003-2777-8915
mailto:chunxiang_wang@sina.cn
mailto:ranl@bao.ac.cn
https://creativecommons.org/licenses/by/4.0/


MaNGA DECaLS ggl 1581 

d  

C  

T
 

p  

r
R  

1  

t  

r  

p
T
r
e

a  

s
v  

e

γ

T  

g  

i

c  

m
r  

g  

d  

a  

i  

(  

2  

s  

2

c
g  

o  

s
t
d
2  

e  

i  

T
a
S  

(  

w
d  

s  

b  

2  

s  

g  

f
P  

l  

e  

t  

h  

s
a  

l  

M
t

 

a
B  

w
s  

t  

2
i  

b  

H  

a  

m  

γ

v
 

m  

e  

c  

l  

σ

m  

b
s
t  

c

a
T
w
1  

a  

o
c  

f  

2  

d  

l  

d  

t  

h
a  

d  

d
O  

m  

(  

d  

w
(  

m  

t  

w
l  

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/527/1/1580/7326780 by guest on 31 January 2024
The density profiles of real galaxies were measured mainly using 
ynamical modelling of the gas or stellar kinematics (see re vie w by
ourteau et al. 2014 ), or using gravitational lensing (see re vie w by
reu 2010 ). 
The presence of gas in a nearly circular motion in the equatorial

lane of spiral galaxies made these the first targets for studies of
otation curves using either ionized gas at optical wavelengths (e.g. 
ubin, Ford & Thonnard 1980 ) or neutral H I in the radio (e.g. Bosma
978 ). These studies found that the rotation curves of spiral galaxies
end to be flat at large radius (beyond about 4 projected half-light
adius R e ) and provided one of the first convincing evidence for the
resence of dark matter inside galaxies (Faber & Gallagher 1979 ). 
he general flatness of rotation curves of spiral galaxies at large 

adius was later confirmed by numerous papers (e.g. Martinsson 
t al. 2013 ). 

If one assumes the total density of galaxies to be well- 
pproximated by power-laws of the form ρT ( r) ∝ r −γT , there is a
imple relation between the logarithmic slope γ vel of the circular 
elocity and the one γT of the density (Binney & Tremaine 2008 ,
quation 2.61) 

T = 2 − 2 γvel . (1) 

his implies that the observed flat rotation curves ( γ vel ≈ 0) of spiral
alaxies suggest their total densities of spiral galaxies to be close to
sothermal ( γT ≈ 2) at large radius. 

Unlike spiral galaxies, early-type galaxies (ETGs) generally do not 
ontain extended H I discs. For ETGs the total density slopes were
easured via strong gravitational lensing or stellar dynamics. The 

equirement for galaxies to act as a lens implies that samples of lenses
alaxies tend to be ETGs with large masses and ef fecti v e v elocity
ispersion σ e . For these lens ETGs the mean power-law slope out to
 median radius of R e /2 was found to be 〈 γ tot 〉 = 2.078, or nearly
sothermal, in the project Sloan Lens Advanced Camera for Surv e ys
SLACS) with a sample of 73 strong galaxy lenses (Koopmans et al.
009 ; Auger et al. 2010b ). A similar value was reported in other
trong lensing projects at higher redshift z ∼ 0.5 (Li, Shu & Wang
018b ). 
Unlike strong gravitational lensing, stellar dynamical modelling 

an be applied to statistically representative and larger samples of 
alaxies, without the need for the galaxies to be lenses. Moreo v er,
ne can sample different radius, not just close to the lens. Ho we ver,
tellar kinematics is challenging to measure out to large radius due 
o the low-surface brightness. Various, early studies examined the 
ensity profiles of individual ETGs (e.g. Weijmans et al. 2008 , 
009 ; Forestell & Gebhardt 2010 ; Morganti et al. 2013 ; Napolitano
t al. 2014 ). Cappellari et al. ( 2015 ) conducted the first systematic
nvestigation of the density profile of ETGs extending to large radius.
hey used the Jean Anisotropic Models (JAM; Cappellari 2008 ) to 
nalyse extended stellar kinematics for 14 massive ETGs from the 
AGES Le gac y Unifying Globulars and GalaxieS (SLUGGS) surv e y
Brodie et al. 2014 ) out to a median radius of 4 R e and found they are
ell-described by power-laws with the logarithmic slope of the total 
ensity profile slightly steeper than isothermal 〈 γ tot 〉 = 2.19 with a
catter of just σγ = 0.11. This sample was later extended to 21 ETGs
y Bellstedt et al. ( 2018 ) who found a very similar value <γ tot > =
.24 with a scatter of σγ = 0.05. This mean value and the small
catter were confirmed for a sample of 16 massive ETGs with H I

as discs out to a median radius of 6 R e by Serra et al. ( 2016 ), who
ound a remarkably close mean slope 〈 γ tot 〉 = 2.18. Subsequently, 
oci, Cappellari & McDermid ( 2017 ) used JAM to model a much

arger sample of 260 ETGs from the ATLAS 

3D surv e y (Cappellari
t al. 2011 ), but only out to a median radius of 1 R e . They found
hat abo v e a stellar dispersion lg ( σe / km s −1 ) ≈ 2 . 1, these galaxies
ave a mean total density slope of <γ tot > = 2.193, with an observed
catter of σγ = 0.17, in excellent agreement with, the previous values, 
nd consistently slightly larger than the lensing v alue. Ho we ver, at
ower σ e a trend was disco v ered with the slope decreasing with γ tot .

oreo v er, the decrease of γ tot was found to correlate better with σ e 

han with stellar mass (Cappellari 2016 fig. 22c). 
The Sloan Digital Sk y Surv e y (SDSS) Mapping Nearby Galaxies

t Apache Point Observatory (MaNGA) surv e y (SDSS-MaNGA, 
undy et al. 2015 ) substantially expanded the size of galaxy samples
ith integral-field stellar kinematics and included both ETGs and 

pirals. Using these data Li et al. ( 2019 ) derived the mass-weighted
otal density slope out to a median radius of 1.5 R e with JAM for about
K nearby galaxies, and again accurately reproduced the mean total 
nner density slope of <γ tot > = 2.24 for ETGs with σe � 100 km s −1 ,
elow which the density slope decreases with σ e , as previously noted.
o we ver, their study was the first to model with a consistent method
 large sample of both spiral galaxies and ETGs. They found a
uch larger variation and much clearer trend in the total slopes, with
tot decreasing, namely becoming more shallow, for spiral galaxies 
ersus ETGs. 

We revisited the γ tot trends in Zhu et al. ( 2023a ), using JAM
odelling of a sample of about 6K galaxies with the best data quality,

xtracted from the final data release of the MaNGA survey. We again
onfirmed the nearly constant mean slope <γ tot > = 2.20 abo v e
g ( σe / km s −1 ) ≈ 2 . 2 but also found a clear variation of γ tot at fixed

e , with the slopes decreasing for younger ages. 
Studies on galaxy groups and galaxy clusters (e.g. New- 
an et al. 2013 ; Newman, Ellis & Treu 2015 ) that com-

ine stellar kinematics and weak gravitational lensing have 
hown that the total density slope may also be shallower 
han 2, reaches ∼1.7 for galaxy groups and ∼1.2 for galaxy
lusters. 

Unlike the total density distribution, the decomposed dark matter 
nd baryonic density profiles usually cannot be measured reliably. 
he decomposition of the two density components is challenging 
hen observational measurements are available only within about 
 R e , due to the model de generac y between the total stellar mass
nd the dark matter inner density slope. It is important to have
bservational data from multiple scales, which helps to obtain 
onstraints on the mass of the dark matter halo, and shrinking the
reedom of dark matter density profile (e.g. Newman, Ellis & Treu
015 ; He et al. 2020 ). Sonnenfeld et al. ( 2012 ) derived dark matter
ensity slope γ = 1.7 ± 0.2 for SDSSJ0946 + 1006, the ‘Jackpot’
ens, by combining the stellar kinematics and the double Einstein ring
ata of the system, implying a scenario of dark matter contraction at
he halo centre. A value γ = 1.602 ± 0.079 syst , also consistent with
alo contraction, was obtained for the Milky Way using APOGEE 

nd Gaia data out to 5 R e in what represents the most accurate
etermination for any galaxy, due to the availability of full six-
imensional stellar phase space information (Nitschai et al. 2021 ). 
n the other hand, Yang et al. ( 2020 ) derived decomposed mass
odels by combining stellar kinematics at inner one ef fecti ve radius

1 R e ) and H I kinematics within 5 R e , and obtained a dark matter inner
ensity slope γdm 

= 0 . 6 + 0 . 3 
−0 . 2 for NGC2974, a bright nearby ETG,

hich is much shallower than the standard Navarro-Frenk-White 
NFW) v alue (1). Ne wman, Ellis & Treu ( 2015 ) presented the dark
atter inner density slope for a sample of galaxy groups and clusters,

hey found that the galaxy groups have a mean γ dm 

∼ 1, consistent
ith NFW, but the clusters have a mean γ dm 

∼ 0.5, significantly 
ower than the NFW prediction. Recently, Sartoris et al. ( 2020 ),
MNRAS 527, 1580–1593 (2024) 
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o we ver, deri ve a γ dm 

= 0.99 ± 0.04 for Abell S1063. Overall, the
easurement cases of decomposed density profiles are not enough

nd the results are contro v ersial, thus independent observations are
aluable to clarify the situation. 

In this work, we performed measurement of mass density profiles
or a sample of galaxy groups and clusters by combining stellar
inematics from the integral-field unit (IFU) data of the SDSS-
aNGA surv e y and the weak gravitational lensing measurement
ith Dark Energy Camera Le gac y Surv e y (DECaLS; Dey et al.
019 ) shear catalogue. MaNGA data provides us the mass distri-
ution information within the ef fecti ve radius of the group/cluster
entral galaxy, and the stack galaxy–galaxy lensing measurement
an constrain the mean density profile of the dark matter halo from
100 kpc to a few Mpc. Combining the two data sets, we derive the

otal mass density profile and decomposed stellar/dark matter profile
or the selected galaxy groups and clusters. 

The structure of this paper is organized as follows. In Section 2 ,
e describe the data set. In Section 3 , we show the methods used

n this work, including the dynamical model of the galaxies in
ection 3.1 and the gravitational lensing measurement in Section 3.2 .
n Section 4 , we present our results. Discussions and conclusions
re shown in Section 5 . Throughout this paper, we adopt a flat
 CDM cosmological model from the Planck 2015 results (Planck
ollaboration 2016 , �m 

= 0.3075, H 0 = 67 . 74 km s −1 Mpc −1 ). 

 OBSERVA  T I O NA L  DA  TA  

n this project, we measure the lensing signal around galaxy groups
nd galaxy clusters in the o v erlapping re gion of the MaNGA and
ECaLS surv e ys, the latter of which provides the source catalogue
f weak lensing measurements. We describe the data sets in this
ection. 

.1 Lens galaxies 

e select our lens sample by matching the ETGs in MaNGA with
he central galaxies of groups/clusters in the SDSS DR7 group
atalogue (SDSSGC; Yang et al. 2005 , 2007 ). MaNGA (Bundy et al.
015 ) is a multi-object IFU spectroscopy surv e y that makes use of
he 2.5-m Sloan Foundation Telescope and the Baryon Oscillation
pectroscopic Surv e y (BOSS) spectrograph (Smee et al. 2013 ).
he BOSS spectrograph provides continuous coverage between
600 and 10 300 Å with a spectral resolution R ∼2000. The full
ample has been selected at low redshift (0.01 < z < 0.15)
o follow a flat distribution of stellar mass across the range of
0 9 − 10 12 M �. 
We draw our lens sample from the final data release of MaNGA,

hich contains 10 010 unique galaxies in the SDSS Data Release
7 (DR17; Abdurro’uf et al. 2022 ). The MaNGA data cubes are
btained by the spectrophotometric calibration (Yan et al. 2016 ) and
he data reduction pipeline (DRP; Law et al. 2016 ). For each data
ube, the spaxels are Voronoi-binned (Cappellari & Copin 2003 )
o reach a target S/N ∼10. The MaNGA data analysis pipeline
DAP; Westfall et al. 2019 ), which uses PPXF (Cappellari 2017 ) and
 subset of MILES library (S ́anchez-Bl ́azquez et al. 2006 ), MILES-
C, extracts the stellar kinematics for each binned spectrum. The

tellar kinematics from DAP products publicly available since SDSS
R17 1 provide the spatial distribution of the projected stellar velocity

nd stellar velocity dispersion for each galaxy. Zhu et al. ( 2023b ,
NRAS 527, 1580–1593 (2024) 

 https:// www.sdss.org/ dr17/ manga/ manga-data 2

3

ereafter Paper I) used the MaNGA stellar kinematics to construct
ccurate dynamical models of these galaxies and we use the result
rom the models in this paper. 

The following criteria are used in the lens selection process: 

(i) � M, S < 1.0 arcsec. 
(ii) 	z < 0.01. 
(iii) Qual ≥ 0. 

Here, the � M, S is the angular separation between the MaNGA
alaxy and the central galaxies in SDSSGC, where the central
alaxies are defined as the galaxy with the largest stellar mass, and 	z

s the difference between the corresponding redshifts from the two
atalogues. Paper I assigns a quality grade (Qual = −1 , 0 , 1 , 2 , 3)
o each MaNGA galaxy. The higher the grade is, the better the
odel fitting quality is. We discard those galaxies with Qual = −1
hose kinematic/dynamic properties can not be trusted. For galaxies
ith Qual ≥ 0, we further require the lg[ M T ( < R e ) gnfw, sph ] and

g[ M T ( < R e ) gnfw, cyl ] to be consistent within 1 σ ( 0 . 13 √ 

2 
de x, deriv ed

rom LTS LINEFIT 2 software by fitting galaxies with Qual = 0 without
lipping), where the M T ( < R e ) gnfw, sph and M T ( < R e ) gnfw, cyl are the
otal mass within a sphere of radius R e measured by dynamical

odels assuming either a spherically aligned ‘JAM sph ’ + ‘gNFW’
odel or cylindrically aligned velocity ellipsoid ‘JAM cyl ’ + ‘gNFW’
odel, respectively. We refer readers to Paper I for model details. 
In this work, we only use groups/clusters whose central galaxy

s ETG defined in Dom ́ınguez S ́anchez et al. ( 2022 ). We remo v ed
he late-type galaxies to suppress the miscentre effect (Gao & White
006 ; Leauthaud et al. 2010 ; Shan et al. 2017 ; Wang et al. 2018 ). We
urther require the lens sample to o v erlap with the surv e y footprint of
ECaLS, and we remo v e lenses with redshift z < 0.02 to ensure an

fficient measurement of g alaxy–g alaxy lensing. We divide these
entral galaxies into three bins according to their assigned halo
asses M 200m 

in the SDSSGC, where M 200m 

is defined as the total
ass enclosed in R 200m 

within which the mean density is 200 times
f the mean matter density of the universe at the redshift of the halo.
he mass range and the number of lenses in different bins are listed

n Table 1 . 
In Fig. 1 , we show the stellar mass and effective radius of our lens

alaxies and the full sample of MaNGA ETGs, where the values are
erived from the NASA-Sloan Atlas (NSA) catalogue 3 (Blanton &
oweis 2007 ; Blanton et al. 2011 ). The R e is the circularized ef fecti ve

adius which is calculated from the multi-Gaussian expansion (MGE;
msellem, Monnet & Bacon 1994 ; Cappellari 2002 ) formalism of the
alaxy r -band luminosity distribution. R e is finally scaled by a factor
f 1.35 to match the values determined from 2MASS (Skrutskie
t al. 2006 ) plus RC3 (de Vaucouleurs et al. 1991 ). In Fig. 1 , the
hree sub-samples with increasing halo mass are represented by
lue, orange, and green dots. The full sample of MaNGA ETGs
s depicted by grey dots. Contours show the full sample of MaNGA
TGs (solid lines) and the combined there sub-samples used in this
tudy (dashed lines) at 30, 60, and 90 per cent probability levels.
ne can see that there is only a slight difference between the

ontours of these two samples, indicating that the selected sources
epresent well the population of ETGs in the MaNGA full data
et. 

In this work, we focus on the median and the high-mass bins, which
e will refer to as the group bin and the cluster bin, respectively. The
bservational lensing error of the lowest mass bin is too large to derive
eaningful results, as shown in the Appendix A. Distributions of the
 Version 5.0.19, from https:// pypi.org/ project/ ltsfit/ 
 http:// nsatlas.org/ 
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Table 1. Posterior constraints of free parameters of different models. The first three columns, show the halo mass range, the number of lenses, and the data 
set and model. The following four columns show the fitting parameters, halo mass, concentration, stellar mass normalization, dark matter fraction within the 
mean value of R e , and reduced χ2 / ν. The best-fitting value represents the peak of the one-dimensional marginalized posterior distribution of one parameter. 
We determine a horizontal line that intersects the marginalized distribution of the parameter at two points, such that the probability between these two 
intersections sums up to 68 per cent. These two intersections correspond to the upper and lower limits of the 1 σ interval. 

Halo mass M 200m 

range Nlens Signal and model lg( M 200 [M �]) C 200 αnsa f dm 

( < 〈 R e 〉 ) χ2 / ν

M 200m 

< 10 13 M � 512 – – – – – –

10 13 M � < M 200m 

< 10 14 M � 422 ggl only 13 . 19 + 0 . 15 
−0 . 16 2 . 73 + 3 . 8 −1 . 7 – 0 . 28 + 0 . 2 −0 . 13 0.33 

10 13 M � < M 200m 

< 10 14 M � 422 ggl + dyn 13 . 07 + 0 . 13 
−0 . 14 13 . 26 + 3 . 02 

−1 . 52 – 0 . 66 + 0 . 02 
−0 . 03 0.88 

10 13 M � < M 200m 

< 10 14 M � 422 ggl + dyn + free ml 13 . 18 + 0 . 14 
−0 . 17 2 . 32 + 3 . 78 

−1 . 52 3 . 34 + 0 . 52 
−0 . 73 0 . 06 + 0 . 14 

−0 . 04 0.36 

M 200m 

> 10 14 M � 97 ggl only 13 . 89 + 0 . 1 −0 . 12 4 . 54 + 2 . 39 
−1 . 66 – 0 . 6 + 0 . 1 −0 . 11 1.39 

M 200m 

> 10 14 M � 97 ggl + dyn 13 . 87 + 0 . 09 
−0 . 12 7 . 01 + 1 . 9 −1 . 49 – – 0 . 68 + 0 . 05 

−0 . 05 1.44 

M 200m 

> 10 14 M � 97 ggl + dyn + free ml 13 . 88 + 0 . 1 −0 . 11 4 . 53 + 2 . 05 
−1 . 71 2 . 87 + 1 . 12 

−1 . 38 0 . 23 + 0 . 24 
−0 . 11 1.41 

Figure 1. The relation between the NSA stellar mass and the ef fecti ve radius R e of the selected lens galaxies in different group masses bins. Coloured dots 
show the sample with different masses. The full sample of MaNGA ETGs are plotted using grey dots. Contours show the full sample of MaNGA ETGs (solid 
lines) and the combined there sub-samples used in this study (dashed lines) at 30, 60, and 90 per cent probability levels. 
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umber of member galaxies from SDSSGC in the group bin and the
luster bin are shown in Fig. 2 . 

.2 Source galaxies 

n this work, we use the DECaLS 

4 (see Dey et al. 2019 ) shear
atalogue which has been utilized in multiple scientific studies (e.g. 
 https://www.le gac ysurv e y.org/

e

hriksee et al. 2020a ; Xu et al. 2021 ). The source galaxies are taken
rom data release 8 (DR8) of DECaLS and the sky coverage of
ECaLS DR8 is ∼9500 deg 2 in grz bands. 
The DECaLS DR8 data are processed by TRACTOR (Lang, Hogg &

chlegel 2016 ; Meisner, Lang & Schlegel 2017 ). The morphologies
f sources are divided into five types, including point sources (PSF),
imple galaxies (SIMP, an exponential profile with affixed 0 . ′′ 45 
f fecti ve radius and round profile), DeVaucouleurs (DEV, elliptical 
MNRAS 527, 1580–1593 (2024) 
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M

Figure 2. Distribution of the number of member galaxies in SDSSGC. We 
show that of the group bin and cluster bin in the left and right panels, 
respectively. 
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alaxies), exponential (EXP, spiral galaxies), and composite model
COMP , deV aucouleurs + exponential profile with the same source
entre). 5 Sky-subtracted images are stacked in five different ways:
ne stack per band, one flat spectral energy distribution (SED) stack
f the g , r , z bands, and one red SED stack of all bands ( g −r =
 and r −z = 1 mag). Sources abo v e the 6 σ detection limit in
ny stack are kept as candidates. Galaxy ellipticities (e1, e2) are
stimated by a joint fitting image of g , r , and z bands for SIMP, DEV,
XP, and COMP galaxies. The multiplicative bias ( m ) and additive
iases (e.g. Heymans et al. 2012 ; Miller et al. 2013 ) are modelled
y calibrating with the image simulation (Phriksee et al. 2020b )
nd cross-matching with external shear measurements (Yao et al.
020 ; Phriksee et al. 2020b ; Zu et al. 2021 ), including the Canada–
rance–Hawaii Telescope (CFHT) Stripe 82 (Moraes et al. 2014 ),
ark Energy Surv e y (Dark Energy Surv e y Collaboration 2016 ), and
ilo–De gree Surv e y (Hildebrandt et al. 2017 ) objects. 
The photo- z of each source galaxy in DECaLS DR8 shear

atalogue is taken from Zou et al. ( 2019 ), where the redshift of
 target galaxy is derived with its k-nearest-neighbour in the SED
pace whose spectroscopic redshift is known. The photo-z is derived
sing five photometric bands: three optical bands, g , r , and z from
ECaLS DR8, and two infrared bands, W1, W2, from Wide-Field

nfrared Surv e y Explorer. By comparing with a spectroscopic sample
f 2.2 million galaxies, Zou et al. ( 2019 ) shows that the final photo-z
atalogue has a redshift bias of 	 z norm 

= 2 . 4 × 10 −4 , the accuracy
f σ	z norm = 0 . 017, and outlier rate of about 5.1 per cent. 

 M E T H O D S  

.1 Dynamical model 

n this paper, we make use of dynamical models lens galaxies derived
n Paper I, where the JAM (Cappellari 2008 , 2020 ) is performed
or the final SDSS-MaNGA data release. The JAM method has
een applied to the mock stellar kinematic data from cosmological
imulations and is demonstrated to be robust in reco v ering the total
ass profile (Lablanche et al. 2012 ; Li et al. 2016 ). Using the JAM
ethod, Paper I predicts second velocity moments maps with an

ssumed parametric mass distribution model and fits them to the
bserved one extracted from MaNGA. 
To investigate the systematics introduced by different theoretical

ssumptions and different parametric forms, Paper I uses eight mass
odels to fit the observed stellar kinematics. They adopt two extreme
NRAS 527, 1580–1593 (2024) 
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t  

s  

s  
ssumptions on the orientation of velocity ellipsoid, i.e. JAM cyl 

cylindrically aligned) and JAM sph (spherically aligned), and for
ach orientation case, they adopt four parametric mass distributions,
ncluding one mass-follow-light mass model and three stellar-dark
atter two-component models. 
In this work, we do not fit stellar kinematics and weak lensing

ignal simultaneously, mainly because the dynamical systems cannot
e stacked linearly as the g alaxy–g alaxy lensing signal. Instead,
e use the average value of M dyn ( < R 0 ), the JAM derived 3D total
ass enclosed in a radius of R 0 , for different mass ranges, as the

bservational constraints. We note that an alternative approach would
onsist of constraining the outer density to follow the average values
or the halo mass when fitting the dynamical models of individual
alaxies with JAM. 

The primary sample in SDSS-MaNGA has IFU data within 1.5 R e ,
ithin which the dynamical total mass estimation are most reliable,

hus we set R 0 to be the 1.5 < R e > of the central galaxies. R e is the
f fecti v e radius. F or the group and the cluster bins, R 0 are 13.57 and
0.10 kpc, respectively. 
For each halo mass bin, we calculate the < M dyn ( < R 0 ) > using

he ‘JAM cyl ’ + ‘gNFW’ model of Paper I which is the most flexible
odel in Paper I. We estimate σM, dyn , the uncertainties of < M dyn ( <
 0 ) > as follows. First, we use the bootstrap method to estimate

he statistical uncertainties σ stat using the total mass estimated by
JAM cyl ’ + ‘gNFW’ model. Then, we estimate the systematic error
sys of < M dyn ( < R 0 ) > induced by imperfect model assumptions as

sys = 

√ ∑ σ 2 
i 

N 
, where σ i is standard deviation of M dyn ( < R 0 ) among

ight different mass models of Paper I for the ith galaxy . Finally , we
ave σ 2 

M, dyn = σ 2 
stat + σ 2 

sys . 

.2 Galaxy–galaxy lensing 

e measure the stacked g alaxy–g alaxy lensing signal in 10 logarith-
ic radial bins from 0.1 to 10 Mpc, where the excess surface density,
( R ) is derived as 

( R) =  ( < R) −  ( R) = 

∑ 

ls ω ls γ
ls 
t  crit ∑ 

ls ω ls 
, (2) 

here  ( < R) is the mean density within the radius R , the  ( R) is
he azimuthally averaged surface density at radius R (e.g. Miralda-
scude 1991 ; Wilson et al. 2001 ; Leauthaud et al. 2010 ), γ ls 

t is the
angential shear, and 

 ls = ω n  

−2 
crit , (3) 

here the critical surface density  crit can be written as 

 crit = 

c 2 

4 πG 

D s 

D l D ls 
, (4) 

here D s , D l , and D ls are respectively the angular diameter distance
etween the observer and the source, the observer and the lens,
nd the source and lens, and c is the constant of light speed in the
acuum. The weight factor ω n is introduced to account for intrinsic
catter in ellipticity and shape measurement error of each source
alaxy (Miller et al. 2007 , 2013 ), defined as ω n = 1 / ( σ 2 

ε + σ 2 
e ),

here σ ε = 0.27 is the intrinsic ellipticity dispersion derived from
he whole galaxy catalogue (Giblin et al. 2021 ). σ e is the error of
he ellipticity measurement defined in Hoekstra et al. ( 2002 ). To
uppress the dilution effect from the photo- z uncertainties of the
ource galaxies, we remo v e the lens-source pairs with z s − z l < 0.1.

https://www.legacysurvey.org/dr8/description/
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We apply the correction of multiplicative bias to the measured 
xcess surface density as 

 

cal ( R ) = 

	( R ) 

1 + K( z l ) 
B( R ) , (5) 

here 

 + K( z l ) = 

∑ 

ls ω ls (1 + m ) ∑ 

ls ω ls 
, (6) 

here m is the multiplicative bias as described in Section 2.2 . The
ensing signal is multiplied by boost factor B ( R ) = n ( R )/ n rand ( R ),
hich is the ratio of the number density of sources relative to the
umber around random points, in order to account for dilution by 
ources that are physically associated with lenses, and therefore not 
ensed (Mandelbaum et al. 2005 , 2006 ). Throughout this work, we
se the SUPER W OF THETA (SWOT) CODE 6 (Coupon, J. et al. 2012 ) to
alculate the excess surface density. 

.3 Joint constraint 

he χ2 of lensing can be written as 

2 
lensing = 

[
	 

ob ( R i ) − 	 

model ( R i ) 

σ	 

]2 

. (7) 

We model the stacked excess surface density 	( R ) as 

( R) = 	 star ( R) + 	 NFW 

( R) + 	 2h ( R) , (8) 

here the first term represents the contribution of the central baryonic 
omponent, the second term represents the contribution of host 
rojected dark matter haloes of the galaxies, and the third term 

epresents the contribution of neighbouring haloes, namely the 2- 
alo terms. 
In many previous lensing analyses, the contribution of the baryonic 

omponent is often modelled as a point mass, the value of which is
et to the sum of the stellar mass of the galaxies. Ho we ver, the
pproximation is not accurate within around 2 R e . F ollowing P aper I,
e assume the mass distribution of the baryonic component follows 

he r -band light distribution, the form of which is derived by fitting
he multi-Gaussian expansion (MGE; Emsellem, Monnet & Bacon 
994 ; Cappellari 2002 ) to the r -band image of the galaxies in SDSS
R17. The excess surface density of the stellar component can be 
ritten as 

 ∗( R) = αnsa 	 ∗, nsa ( R) , (9) 

here 

 ∗, nsa =  ∗, nsa ( < R) −  ∗, nsa ( R) , (10) 

here  ∗, nsa is the stellar mass distribution which follows the r -
and MGE brightness distribution derived from Paper I, with nor- 
alization fixed to the stellar mass M ∗, nsa , which adopts a Chaberier

nitial mass function (IMF). αnsa is a normalization parameter which 
escribes the probable mismatch between  ∗, nsa and the ground 
ruth. In our ‘ggl only model’ and ‘ggl + dyn’ model (defined below),
e fix αnsa = 1. 
In our fiducial model, we use the NFW profile (Navarro, Frenk &
hite 1996b ) to model the dark halo component: 

NFW 

( r ) ∝ 

1 

( r /r s )(1 + r/r s ) 2 
, (11) 
 http:// jeancoupon.com/ swot p
here r s is the scale radius where the local logarithmic slope d ln ρ
d ln r =

2, which can be derived from dark matter halo radius through the
oncentration parameter C 200 = R 200 / r s . 

The excess surface density 	 NFW 

( R ) can be calculated by
ntegrating the three-dimensional density profile along the line of 
ight, which we assume aligned with the z axis, as follows: 
⎧ ⎪ ⎪ ⎪ ⎪ ⎪ ⎨ 

⎪ ⎪ ⎪ ⎪ ⎪ ⎩ 

 NFW 

( R) = 

∫ ∞ 

−∞ 

ρNFW 

(√ 

R 

2 + z 2 
)

d z, 

 NFW 

( < R) = 

2 

R 

2 

∫ R 

0 
R 

′  NFW 

( R 

′ )d R 

′ , 

	 NFW 

( R) =  NFW 

( < R) −  NFW 

( R) . 

(12) 

or the NFW model, we use the analytical expression for 	 

resented in Oaxaca Wright & Brainerd ( 1999 ) to perform the model
tting. The 2-halo term 	 2h can be written as 

 2h = γ2h 	 crit , (13) 

here the tangential shear profile due to the neighbouring haloes 
Oguri & Hamana 2011 ) is 

2h ( θ ; M, z) = 

∫ 
ld l 

2 π
J 2 ( lθ ) 

ρm 

( z) b h ( M) 

(1 + z ) 3  crit D 

2 
A ( z ) 

P m 

( k l ; z) , (14) 

here J 2 is the second-order Bessel function, ρm 

( z) is the mass
ensity at z , D A ( z ) is the angular diameter distance, P m 

( k ) is the
inear matter power spectrum, and b h ( M ) is the halo bias derived by
inker et al. ( 2010 ). 
As mentioned in Section 3.1 , we do not stack kinematic data as we

o for the lensing data, instead, we incorporate the dynamical data
f MaNGA galaxies by adding a term of χ2 

dyn as 

2 
dyn = 

( 〈 M dyn ( < R 0 ) 〉 − M model ( < R 0 ) 

σM , dyn 

)2 

, (15) 

Therefore, the total χ2 of the joint analysis can be written as 

2 
tot = χ2 

lensing + χ2 
dyn . (16) 

he averaged stellar mass within R 0 is given by 

 ∗( < R 0 ) = αnsa 

〈
M ∗, nsa 

〉
〈
M ∗, JAM 

〉M ∗, JAM 

( < R 0 ) , (17) 

here M ∗, JAM 

( < R 0 ) = < M / L > ∗, JAM 

L ( < R 0 ) is the stellar mass
f JAM model within R 0 . < M / L > ∗, JAM 

is the stellar mass-to-light
atio ( M / L ) of JAM model, and L ( < R 0 ) is the luminosity within R 0 

erived from Paper I. 
Different data sets and mass models are described as follows: 

(i) ggl only: only the weak gravitational lensing is used in fitting.
he stellar mass normalization αnsa = 1, and the model has two free
arameters, M 200 and C 200 . 
(ii) ggl + dyn: both dynamical data and weak gravitational lensing 

ignal are used in fitting. The stellar mass normalization αnsa = 1. 
(iii) ggl + dyn + free ml: both dynamical data and weak gravita-

ional lensing signals are used in fitting. The mass model has three
ree parameters, M 200 , C 200 , and the stellar mass normalization αnsa . 

(iv) ggl + dyn + gnfw: similar to ggl + dyn, but the gNFW model
escribed is used instead of NFW model for the host halo component.
he stellar component is fixed as αnsa = 1. 

We adopt the Markov chain Monte Carlo (MCMC) technique to 
erform the modelling fitting and calculate the posterior distribution. 
MNRAS 527, 1580–1593 (2024) 
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M

Figure 3. The figure shows the observational lensing data for group mass bin of 10 13 M � < M 200m 

< 10 14 M �. The dark blue circles with error bars show 

the measured 	( R ), and the blue squares with error bars show the predicted 	( R ) by the mass model derived from MaNGA dynamical modelling alone. 
This two-dimensional dynamical lensing signal is not involved in the model fitting and we just show it here for illustration. We show the best fit for different 
mass models in different panels, where the labels of the mass models are marked. The solid, dotted, dashed, and dashdot lines show the total signal, and the 
contribution of the stellar component, the host dark matter halo, and the two-halo term, respectively. 
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e use 24 chains of 300 000 steps with the MCMC ensemble sampler
MCEE 7 (F oreman-Macke y et al. 2013 ). 

Studying galaxy properties in sub-sample bins with stacked
 alaxy–g alaxy gravitational lensing method may introduce bi-
ses (Sonnenfeld & Leauthaud 2018 ). We performed a test us-
ng halo masses that are identical to the sub-samples used in
his work and assumed they follow an NFW profile distribution
nd a mass–concentration relation. We then stacked the signals
nd fit them using the NFW model. The results showed a bias
etween the best-fitting model parameters ( M 200 , C 200 ) and the
rue mean v alue. Ho we ver, the true mean values were consis-
ent with the fitting results within the 1 σ error range. Therefore,
he bias introduced by the stacked method will not change our
onclusion. 

 RESU LTS  

e present the gravitational lensing signal and the best-fitting models
n Figs 3 and 4 for the two halo mass bins. We also show the
ecomposed components of the best-fitting model, namely the dark
NRAS 527, 1580–1593 (2024) 
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M  

b  

c  
atter halo (dashed), stellar component (dotted), and the two halo
erm (dashdot). Each figure contains four different panels, showing
he fitting results of four different models. The posterior distribution
f the model parameters can be found in Figs 5 , 6 , and 7 . The best-
tting parameters with uncertainties are listed in Tables 1 and 2 . 
We derive mean halo mass of lg ( M 200 [M �] ) = 13 . 07 + 0 . 13 

−0 . 14 

nd 13 . 87 + 0 . 09 
−0 . 12 for the group and the cluster bins, respectively

ggl + dyn model). The best-fitting values of the halo mass are
table among different mass model assumptions, with differ-
nces within 1 σ error, which reflects the fact that the to-
al mass of a halo is mainly constrained by the weak lens-
ng data which measures the density distribution at a larger
cale. 

On the other hand, the total density profiles at the inner 100 kpc
egion depend strongly on whether stellar kinematics is included in
he fitting. If we use weak lensing alone to constrain the mass model
ith an NFW profile and the stellar mass normalization fixed with
SA catalogue, we get C 200 = 2 . 73 + 3 . 80 

−1 . 70 for 10 13 − 10 14 M � bin,
nd C 200 = 4 . 54 + 2 . 39 

−1 . 66 for > 10 14 M � bin, while the best-fitting model
redicts an amplitude of 	 significantly lower than the result from
aNGA stellar kinematics. If we use the same mass model to match

oth inner stellar kinematic data and the weak lensing data (ggl + dyn
ase), the values of C 200 raise to 13 . 26 + 3 . 02 

−1 . 52 , and 7 . 01 + 1 . 90 
−1 . 49 for the two

https://emcee.readthedocs.io/en/stable/
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Figure 4. Similar to Fig. 3 , but for the cluster mass bin of M 200m 

> 10 14 M �. 

Figure 5. The figure shows the posterior distribution for ggl only (blue) and ggl + dyn (orange) cases. The left panel shows the results of the 10 13 M � < M 200m 

< 

10 14 M � bin, and the right panel shows that of the M 200m 

> 10 14 M � bin. The contours show 68 and 95 per cent confidential levels. M 200 is in units of M �. 
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M

Figure 6. Similar to Fig. 5 , but comparing the ggl + dyn model and the ggl + dyn + free ml model. The vertical solid lines represent the mean value of M ∗, JAM 
M ∗, nsa 

of 
MaNGA galaxies derived by Paper I, which uses kinematic data alone. 

Figure 7. The figure shows the posterior distribution of ggl + dyn + gnfw model with different stellar mass model (blue NSA; orange JAM). The left panel 
shows the results of the 10 13 M � < M 200m 

< 10 14 M � bin, and the right panel shows that of the M 200m 

> 10 14 M � bin. The contours show 68 and 95 per cent 
confidential levels. M 200 is in units of M �. 

b  

c  

l
 

c  

b  

d  

4  

c  

b
 

w  

w  

α  

b  

N  

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/527/1/1580/7326780 by guest on 31 January 2024
ins, respectively, significantly higher than that predicted by N -body
osmological simulations (Duffy et al. 2008 ) as well as other weak
ensing measurements (see Fig. 8 ). 

The discrepancy between the weak lensing and stellar kinematics
an be alleviated by allowing the variation of stellar mass contri-
ution, by relaxing the assumption of a universal IMF, or the inner
ensity slope of dark matter halo. In the bottom panels of Figs 3 and
 , we show the fitting results of these two new mass models. One
NRAS 527, 1580–1593 (2024) 
an find that with additional free parameters, the mass model can fit
oth data set well. 
In Fig. 6 , we show the posterior distribution for the mass model

ith a free stellar mass normalization parameter. By combining the
eak lensing and stellar kinematic data, we find best-fitting values
nsa = 3 . 34 + 0 . 52 

−0 . 73 for the group bin and αnsa = 2 . 87 + 1 . 12 
−1 . 38 for the cluster

in. In both cases, an M / L ∼3 times higher than that given by the
SA catalogue is preferred. In the figure, we also mark the mean
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Table 2. Posterior constraints of ggl + dyn + gnfw models. The first three columns, shows the halo mass range, the number of lenses, 
and the stellar mass model. The following columns show the fitting parameters, halo mass, inner density slope, mass weighted dark 
matter density slope, mass weighted total density slope, and dark matter fraction within the mean value of R e . 

Halo mass M 200m 

range Nlens M ∗ model lg( M 200 [M �]) γ gnfw γ dm 

( < R e ) γ tot ( < R e ) f dm 

( < 〈 R e 〉 ) 
10 13 M � < M 200m 

< 10 14 M � 422 NSA 13 . 16 + 0 . 13 
−0 . 15 1 . 82 + 0 . 15 

−0 . 25 1 . 83 + 0 . 13 
−0 . 22 2 . 12 + 0 . 05 

−0 . 09 0 . 69 + 0 . 02 
−0 . 04 

10 13 M � < M 200m 

< 10 14 M � 422 JAM 13 . 2 + 0 . 11 
−0 . 18 1 . 57 + 0 . 16 

−0 . 43 1 . 57 + 0 . 14 
−0 . 38 2 . 15 + 0 . 04 

−0 . 05 0 . 26 + 0 . 03 
−0 . 06 

M 200m 

> 10 14 M � 97 NSA 13 . 92 + 0 . 05 
−0 . 16 1 . 48 + 0 . 2 −0 . 41 1 . 55 + 0 . 13 

−0 . 38 1 . 93 + 0 . 06 
−0 . 1 0 . 73 + 0 . 04 

−0 . 07 

M 200m 

> 10 14 M � 97 JAM 13 . 92 + 0 . 06 
−0 . 14 1 . 21 + 0 . 28 

−0 . 59 1 . 14 + 0 . 31 
−0 . 41 1 . 95 + 0 . 08 

−0 . 09 0 . 36 + 0 . 09 
−0 . 11 

Figure 8. The comparison between our best-fitting parameter result and the mass–concentration relation in Shan et al. ( 2017 ). All the concentrations are 
corrected from two- to three-dimensional and rescaled to z = 0, assuming the redshift evolution from Klypin et al. ( 2016 ). The blue, red, and orange circles 
with error bars show the fitting result of ‘ggl only’, ‘ggl + dyn’, and ‘ggl + dyn + free ml’ models. In Shan et al. ( 2017 ), they binned the lens samples into two 
redshift bins, low- z (0.2 < z < 0.4) and high- z (0.4 < z < 0.6) shown with black triangles left and black triangles right. The black solid and dashed line shows 
the best-fitting mass–concentration relation for the low- z and high- z sub-samples. The grey shaded area shows the 1 σ uncertainty of this relation of high- z 
sub-samples. The grey dashed and dotted curves are the simulation predictions by Duffy et al. ( 2008 ) and Klypin et al. ( 2016 ). The grey symbols denote the 
lensing-based measurements of concentration and mass by Mandelbaum, Seljak & Hirata ( 2008 ) with SDSS (median redshift ( z ∼ 0 . 22); Covone et al. ( 2014 ) 
with the Canada–France–Hawaii Telescope Lensing Surv e y (CFHTLenS) ( z ∼ 0 . 36); and Umetsu et al. ( 2014 ) ( z ∼ 0 . 35) and Merten et al. ( 2015 ) ( z ∼ 0 . 40) 
with the Cluster Lensing And Supernova survey with Hubble (CLASH) cluster sample. The data points of Merten et al. ( 2015 ) were binned. 
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tellar normalization derived from the Paper I catalogue using the 
ed vertical line, where the decomposed stellar mass distribution is 
erived from stellar kinematics alone. For the group bin, the best-
tting value of stellar mass normalization of this work is slightly
igher than that derived from Paper I, but consistent at ∼1 σ level.
or the cluster bin, the two results agree well with each other. 
In this project, we make the assumption that the stellar mass surface

ensity is proportional to the MGE surface-brightness model and 
ormalize it to the stellar mass derived from the NSA catalogue. 
o we ver, it should be noted that the total luminosity used to derive

he stellar mass by the NSA catalogue and that from the MGE model
ay differ slightly, which can also contribute to the normalization 

actor α value but this difference does not affect the results of
nsa 
ggl + dyn + ml free’ model, thus won’t change the conclusion of this
aper. 
Allo wing the v ariation of stellar mass normalization has a direct

mpact on the best-fitting value of the concentration parameter for 
he group bin. When using a free αnsa , the concentration parameter
ecreases from C 200 = 13 . 26 + 3 . 02 

−1 . 52 to C 200 = 2 . 32 + 3 . 78 
−1 . 52 which is close

o the value from using g alaxy–g alaxy lensing alone. The best-fitting
alue of concentration for the cluster mass bin also decreases, but
ot significantly. 
In Fig. 8 , we compare concentration derived from this work with
ass–concentration relations measured in weak lensing surv e ys and 

umerical simulations (Duffy et al. 2008 ; Mandelbaum, Seljak & 

irata 2008 ; Covone et al. 2014 ; Umetsu et al. 2014 ; Merten et al.
MNRAS 527, 1580–1593 (2024) 
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015 ; Klypin et al. 2016 ; Shan et al. 2017 ). Here, we correct the two-
imensional concentration to three-dimensional concentration with
he relation C 2D ( M ) = C 3D ( M ) × 1.630 M 

−0.018 provided by Giocoli
t al. ( 2012 ), who found that halo triaxiality and sub-structures within
he host halo virial radius can bias the observed two-dimensional

ass–concentration relation. The concentrations are all scaled to
 = 0 by dividing (1 + z) −0.67 , assuming the redshift evolution from
lypin et al. ( 2016 ). One can find that the concentration derived with

tellar mass normalization fixed to the NSA catalogue (‘ggl + dyn’)
s significantly higher than the previous lensing observation and the
rediction of numerical simulation, while the results derived with
ggl + dyn + free ml’ agree with these previous measurements within
 σ . 
Different models also predict different dark matter fraction for

he central region. Table 1 lists the dark matter fraction within the
verage R e of the sample for different models as f dm 

( < 〈 R e 〉 ). For both
ass bins, the ‘ggl + dyn’ model yields a high dark matter fraction,
ith f dm 

( < 〈 R e 〉 ) = 0 . 66 + 0 . 02 
−0 . 03 for the group bin and f dm 

( < 〈 R e 〉 ) =
 . 68 + 0 . 05 

−0 . 05 for the cluster bin. In contrast, the ‘ggl + dyn + free ml’
odel predicts much lo wer v alues, with f dm 

( < 〈 R e 〉 ) = 0 . 06 + 0 . 14 
−0 . 04 

or the group bin and f dm 

( < 〈 R e 〉 ) = 0 . 23 + 0 . 24 
−0 . 11 for the cluster bin,

hich agrees with the values derived from stellar kinematic data
lone in Paper I. 

In Figs 3 and 4 , we also investigate whether a steeper asymptotic
nner density slope can also explain the observational data. Since
he inner density slope degenerates strongly with stellar mass
ormalization parameter, we choose to set the latter to two fixed
alues during the fitting, the NSA value, where αnsa = 1; the value
erived with JAM model from Paper I, where αnsa = 2.57 and 2.49
or the group and the cluster bins, respectively. We present the best-
tting asymptotic density slope, γ gnfw in Table 2 . If we fix the stellar
ass normalization to that derived from the NSA catalogue, we

btain a best-fitting value of density slope γgnfw = 1 . 82 + 0 . 15 
−0 . 25 and

gnfw = 1 . 48 + 0 . 2 
−0 . 41 for the group and the cluster bins, respectively.

he case of the NFW profile ( γ = 1) is at the 10th percentile and
3rd percentile of the posterior distribution of γ gnfw for the group and
luster bins. If we choose to fix the stellar mass normalization to the
ean value derived from JAM instead, we obtain γgnfw = 1 . 57 + 0 . 16 

−0 . 43 

 γ = 1 is the 21st percentile), and γgnfw = 1 . 21 + 0 . 28 
−0 . 59 ( γ = 1 is 53rd

ercentile). 
For the gNFW profile, the inner density slope degenerates with

cale radius r s (Dutton & Treu 2014 ; He et al. 2020 ), so we also
alculate mass-weighted density slope within R e to quantify the shape
f the density profile, where 

( < R e ) = − 1 

M( R e ) 

∫ R e 

0 
4 πr 2 ρ( r) 

dlog ρ

dlog r 
dr = 3 − 4 πR e 

3 ρ( R e ) 

M( R e ) 
, 

(18) 

here ρ( r ) is the mass density and the M ( R e ) is the mass within
he radius R e . The best-fit values of γ are shown in Table 2 , and in
he left panels of Fig. 9 , we show the posterior distribution of mass-
eighted density slope of dark matter component. For the group bin,

dm 

( < R e ) disfa v our the NFW model prediction if we set αnsa = 1,
ut the two agree within 1 σ , if αnsa is set to the values from Paper
. For the cluster bin, γ dm 

( < R e ) is not tightly constrained, thus the
redictions from models with different αnsa setting broadly agree
ith each other. 
In Fig. 9 , we also show the posterior distribution for the mass-

eighted total density slope. As expected, the best-fitting total
ensity slope does not change with the choice of αnsa . For the lower
ass bin, the total density slope γ tot ( < R e ) is 2 . 12 + 0 . 05 

−0 . 09 , slightly
NRAS 527, 1580–1593 (2024) 
teeper than the singular isothermal case, while the slope for the
luster mass bin is flatter (1 . 93 + 0 . 06 

−0 . 10 ), which may due to the increasing
ark matter fraction in the cluster scale haloes. 
In Fig. 9 , we also present the mass-weighted density slopes

btained from the cosmological hydrodynamical simulation, specif-
cally the IllustrisTNG project (referred to as TNG300), with red
tars. We select central galaxies from the TNG300 simulation
snapshot = 99, z = 0) whose FoF halo mass M 200 falls within the
 σ range of the halo masses in our lens sub-samples. The ef fecti ve
adius of the central galaxies in the r band, projected along the z-axis,
s obtained from Genel et al. ( 2018 ). The enclosed mass M ( R e ) and
he mass density ρ( R e ) in equation ( 18 ) are directly calculated from
he simulation data without any mass density model fitting. For both
luster and group mass bins, the mass-weighted average dark matter
ensity slopes from TNG300 are consistent within the 1 σ confidence
evels with those predicted by mass models with differently fixed αnsa .
he mass-weighted total density slope is consistent with prediction of
NG300 at 2 σ confidence levels when αnsa = 1, while the prediction
f TNG300 is 2 σ lower than that of our model fitting when αnsa is
et to the values from Paper I. 

In Fig. 9 , the pink stars represent the stacked mass-weighted
ensity slopes of the solely stellar kinematic data with JAM model
tting in Paper I. Results obtained solely from stellar kinematic fitting
re consistent within a 1 σ range with those when αnsa is set to the
alues from Paper I. 

 DI SCUSSI ON  A N D  C O N C L U S I O N S  

n this paper, we presented the joint analysis of the stellar kinematic
ata and the g alaxy–g alaxy lensing data for a sample groups and
lusters in the o v erlapping re gion between the MaNGA surv e y and
he DECaLS DR8 imaging surv e y. Combining the two data sets
llows us to derive the mean halo mass and measure the radial density
rofile from 10 kpc to Mpc for the two sample bins. Intriguingly,
e find the excess surface density derived using stellar kinematics

annot be naturally explained by adding an NFW halo derived
rom g alaxy–g alaxy lensing alone to a stellar mass component
hose normalization is fixed to the v alue deri ved by the NSA

atalogue. 
To match the high-surface density derived from stellar kinematic

ata, the best-fitting NFW profile requires concentration parameter
 200 = 13 . 26 + 3 . 02 

−1 . 52 (group bin) and C 200 = 7 . 01 + 1 . 9 
−1 . 49 (cluster bin),

hich is significantly higher than that predicted by the mass–
oncentration relation derived by Duffy et al. ( 2008 ) using cosmo-
ogical numerical simulation. 

By setting the stellar mass normalization as a free parameter,
e obtain a better-fitting to the observational data and draw the

oncentration parameter to the normal amplitude. We find that
bserv ational data allo ws us to put constraints on the stellar mass
ormalization αnsa . In both the group and the cluster bins, the fitting
a v ours a stellar mass normalization ∼3 times higher than that given
y the NSA catalogue. 
Much of the difference between the observation required stellar
ass normalization and that given by the NSA catalogue can be

lleviated by using a more bottom-heavy IMF. The stellar mass of
he NSA catalogue is derived by fitting stellar population templates
o the broad-band photometry data with a Chabrier IMF (Chabrier
003 ). Migrating the IMF from a Chabrier IMF to the Salpeter
MF (Salpeter 1955 ) on average can cause a 0.25 dex higher
esults of total stellar mass. Many recent observations show that
he IMF may indeed vary as a function of velocity dispersion for
he ETGs (see a re vie w of Smith 2020 ), and that the massive
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Figure 9. Two-dimensional distribution of the inner density slope at the scale of R e and dark matter halo mass M 200 (in units of M �). The results of 
10 13 M � < M 200m 

< 10 14 M � and M 200m 

> 10 14 M � subsample bins are shown in the upper and lower panels, respectively. The dark matter inner density slope 
and total mass inner density slope at the scale of R e are shown in the left and right panels. In all panels, the blue lines show the fitting results using the NSA stellar 
mass in the model fitting and the orange lines show results using the JAM stellar mass. The red star in each panel is the corresponding mean value estimated 
from the TNG300 simulation. The black stars in the left panels are mass-weighted inner density slope of dark matter when we assume that an NFW profile has 
the best-fitting dark halo mass of our sub-samples and follows the mass–concentration relation from Duffy et al. ( 2008 ). Effective radius of the NFW profile are 
set equal to the average ef fecti ve radius of the observed sub-samples. Pink stars show the stacked mass-weighted inner density slope of JAM model from Paper I. 
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TGs have a heavier IMF than that of Milky Way (Auger et al.
010a ; Cappellari et al. 2012 , 2013 ; Conroy & van Dokkum 2012 ;
piniello et al. 2014 ; Li et al. 2017 ; Lu et al. 2023b ). Schulz,
andelbaum & Padmanabhan ( 2010 ) combined weak lensing and 

elocity dispersion observations to study the DM profiles of elliptical 
alaxies from the SDSS. They found a significant excess of mass in
he interior compared to the prediction of the NFW model and this
xcess mass can be explained by the theoretical model of adiabatic 
ontraction (Gnedin et al. 2004b ) when stellar mass is obtained 
ith a bottom-light Kroupa IMF (Kroupa 2001 ). In order to fully

xplain the observation without AC, the stellar masses would need to 
ncrease by a factor of 2, meaning that a bottom-heavy Salpeter IMF
ould be required. In this work, we derive a αnsa = 3 . 34 + 0 . 52 

−0 . 73 and
nsa = 2 . 87 + 1 . 12 

−1 . 38 for the group and cluster bin, respectively, which
re slightly larger, but consistent with the value from pure stellar
inematic results of the MaNGA observation (vertical solid line in the 
istogram). 
Given the condition of the data, in this paper, we did not consider

he M / L gradient of galaxies and assumed that the M / L does not
hange with radius. Ho we ver, if galaxies inherently have a stellar
 / L gradient (e.g. Sonnenfeld et al. 2018 using the Bayesian

ierarchical modelling method identified a gradient in galaxy M / L ),
hen our results on stellar mass and dark matter decomposition 
ould be biased. If the stellar M / L of a galaxy decreases with the
alaxy’s radius, then in the outer regions of the galaxy, our model
ould o v erestimate the dark matter mass fraction, consequently 
nderestimating the dark matter density slope. Nevertheless, our 
MNRAS 527, 1580–1593 (2024) 
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rticle primarily focuses on central galaxies in galaxy groups, which
re generally massive elliptical galaxies. According to Li et al.
 2018a ) and Lu et al. ( 2023a ), these galaxies usually have a flat
 / L gradient. 
We finally explore whether the observational data can also be

xplained by using a steeper dark matter profile. If we fix the
tellar mass normalization to the NSA value, the data require a steep
nner density profile for a gNFW dark matter model, with γgnfw =
 . 82 + 0 . 15 

−0 . 25 , and a mass-weighted density slope γ dm 

( < R e ) = 1 . 83 + 0 . 13 
−0 . 22 

or the group bin, higher than that predicted by the NFW model.
he best-fitting mass-weighted total density slope does not depend
trongly on the choice of stellar component normalization, which is

tot ( < R e ) = 2 . 12 + 0 . 05 
−0 . 09 and γ tot ( < R e ) = 1 . 93 + 0 . 06 

−0 . 10 for the two bins,
espectively. The total density slope is steeper than the values from
NG300 by about 2 σ level. 
The next generation weak lensing surv e y, such as China Space Sta-

ion Telescope (Zhan 2011 , 2021 ) mission, and the Euclid (Laureijs
t al. 2011 ) mission will all provide a weak lensing source sample
t least one magnitude larger than the current DECaLS sample.
ombining the stellar kinematic data and these incoming weak

ensing data may eventually break the degeneracy between stellar
ass normalization and dark matter inner density slope, helping us

nderstand the interplay between dark and light at the very centre of
ark matter haloes. 
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