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A B S T R A C T 

We present new Keck/HIRES data of the most metal-poor damped Ly α (DLA) system currently known. By targeting the 
strongest accessible Fe II features, we hav e impro v ed the upper limit of the [Fe/H] abundance determination by ∼1 dex, finding 

[Fe/H] < −3.66 (2 σ ). We also provide the first upper limit on the relative abundance of an odd-atomic number element for this 
system [Al/H] < −3.82 (2 σ ). Our analysis thus confirms that this z abs � 3.08 DLA is not only the most metal-poor DLA but also 

the most iron-poor DLA currently known. We use the chemistry of this DLA, combined with a stochastic chemical enrichment 
model, to probe its enrichment history. We find that this DLA is best modelled by the yields of an individual Population III 
progenitor rather than multiple Population III stars. We then draw comparisons with other relic environments and, particularly, 
the stars within nearby ultra-f aint dw arf galaxies. We identify a star within Bo ̈otes I, with a similar chemistry to that of the DLA 

presented here, suggesting that it may have been born in a gas cloud that had similar properties. The extremely metal-poor DLA 

at redshift z abs � 3.08 (i.e. ∼2 Gyr after the Big Bang) may reside in one of the least polluted environments in the early Universe. 

Key words: stars: population II – stars: population III – g alaxies: interg alactic medium – quasars: absorption lines. 
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 I N T RO D U C T I O N  

racing chemical evolution from the Cosmic Dawn at z ∼ 15 – 30 
o the present epoch will reveal how the Universe transformed from
rimordial gas (i.e. primarily hydrogen and helium) to the complex 
omposition of chemical elements we observe locally. Our current 
nderstanding suggests that the first generation of stars (known as 
opulation III, or Pop III stars) were the catalysts of this process

n the early Universe (see e.g. Bromm & Yoshida 2011 ). Since the
roperties of these stars remain elusive to observations, the relative 
uantities of metals that they produced is also an open question. 
o understand the earliest epochs of chemical enrichment, we must 
nco v er the properties of the first stars. 
Observationally, we have searched for these stars in the local 

niverse for over four decades (e.g. Bond 1980 ; Beers, Preston &
hectman 1985 ; Ryan, Norris & Bessell 1991 ; Beers, Preston &
hectman 1992 ; McWilliam et al. 1995 ; Ryan, Norris & Beers 1996 ;
ayrel et al. 2004 ; Beers & Carollo 2008 ; Christlieb et al. 2008 ;
oederer et al. 2014 ; Howes et al. 2016 ; Starkenburg et al. 2017 ).
one have been found. 
Cosmological hydrodynamic simulations that follow the formation 

f Pop III stars from cosmological initial conditions suggest that the 
rst stars were more massive than the Sun, with typical masses
etween 10 < M/M � < 100 (Tegmark et al. 1997 ; Barkana & Loeb
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001 ; Abel, Bryan & Norman 2002 ; Bromm, Coppi & Larson 2002 ;
urk, Abel & O’Shea 2009 ; Greif et al. 2010 ; Clark et al. 2011 ;
irano et al. 2014 ; Stacy, Bromm & Lee 2016 ). If Pop III stars

eally were limited to these mass scales, their short lifetimes mean
hey may only be visible at very high redshift; directly observing
he supernovae of these stars is one of the flagship goals of the
ecently launched JWST . This facility provides a new avenue to
bservationally investigate the first stars and galaxies which may 
evolutionize this field in the coming years (Gardner et al. 2009 ). A
omplementary approach to searching for these stars directly is to 
earch for the elements that they produced. 

Reservoirs of gas, detected as absorption along the line-of- 
ight towards unrelated background quasars, are reliable probes of 
osmic chemical evolution. These low density structures allow us 
o trace the evolution of metals from 0 < z < 5 with a consis-
ent degree of sensitivity (P ́eroux & Howk 2020 ). The absorption
ine systems whose column density of neutral hydrogen exceeds 
og 10 ( N (H I )/cm 

−2 ) ≥ 20.3 are known as Damped Ly α systems
DLAs; see Wolfe, Gawiser & Prochaska 2005 for a re vie w). DLAs
re uniquely suited to high-precision chemical abundance studies; 
he large column density of neutral hydrogen means that the gas
s optically thick to ionizing radiation and the constituent metals 
eside primarily in a single, dominant ionization state. This negates 
he need for ionization corrections and, thus, the column density 
f the observed ionic species can be used to accurately determine
he relative metal abundances of the gas reservoir. These objects 
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re most easily studied in the redshift interval 2 < z < 3, when
he rest-frame UV lines (e.g. H I λ1215 and Fe II λ2382) are shifted
nto the optical wavelength range. Ho we ver, DLAs can be studied at
ny redshift once an appropriate sightline (e.g. a quasar) has been
dentified. 

Studies which probe z > 6 sightlines trace the composition of gas
loser to the epoch of the Cosmic Dawn (Becker et al. 2011 , 2019 ;
osman et al. 2022 ; D’Odorico et al. 2022 , 2023 ). Ho we ver, at

hese redshifts, it can be challenging to observe the characteristic
y α absorption, which is required to determine the metallicity.
he column density of neutral hydrogen can only be determined

or proximate systems which are less frequent and suffer additional
hallenges due to the proximity to the background quasar (Simcoe
t al. 2012 ; Ba ̃ nados et al. 2019 ). It may be that the systems found at
ower redshift offer the best opportunity to identify relic metals with
igh-precision. 
Indeed, there may be some near-pristine gaseous reservoirs in the

arly Universe that have been solely enriched by the supernovae
SNe) of the first stars (Erni et al. 2006 ; Pettini et al. 2008 ; Cooke,
ettini & Steidel 2017 ; Welsh, Cooke & Fumagalli 2019 ; Nu ̃ nez,
irby & Steidel 2022 ). The metallicity of these reservoirs provides

n indication of the level of enrichment the gas has experienced from
tellar populations. In principle, this property is easily defined as the
mount of metals in the system relative to the hydrogen content. This
s often expressed as [X/H]. 1 Ho we ver, the metal (or combination of
etals) used in this expression is dependent on the system being

nalysed and, ultimately, on the accessible features. 
A typical metallicity tracer is often [Fe/H] (i.e. the relative

bundance of iron to hydrogen – which we call the Fe-metallicity);
nything that is 1000 times more Fe-poor than the Sun (i.e. [Fe/H]
 −3) is considered extremely metal-poor (EMP), while an environ-
ent that is 10 000 times more Fe-poor than the Sun (i.e. [Fe/H] <
4) is considered ultra metal-poor (UMP) (see Beers & Christlieb

005 , for the definitions used to describe different levels of metal-
aucity). As we continue to disco v er increasingly Fe-poor objects,
eculiar chemical abundance patterns become more apparent. The
owest Fe-metallicity environments are often associated with en-
anced abundances of α-elements. This is well-documented through
he analysis of metal-poor Milky Way halo stars (i.e. the stellar
elics) where a deficit of Fe is frequently identified alongside an
 v erabundance of C. These stars are known as carbon-enhanced
etal-poor stars (i.e. CEMP stars; see Beers & Christlieb 2005 ).
here have been reports of a similar carbon-enhancement in both
etal-poor DLAs (Cooke et al. 2011a ) and lower column density

as reservoirs (i.e. Lyman limit systems; LLSs – see Zou et al.
020 ; Saccardi et al. 2023 ). Though, an updated analysis of the
-enhanced DLA revealed a [C/Fe] abundance ratio that is only
odestly enhanced relative to the metal-poor DLA population (Dutta

t al. 2014 ; Welsh et al. 2020 ). Generally, we note that, when α-
lements are detected in excess alongside a minimal contribution
rom Fe, metallicity estimates based on Fe fail to describe the
 v erall metal-paucity of the system in question. This is worth
onsidering when we are searching for chemically near-pristine
as. 

We are yet to detect a chemically pristine DLA, although there are
ultiple LLSs that appear to be entirely untouched by the process of

tar formation (e.g. Fumagalli, O’Meara & Prochaska 2011 ; Robert
NRAS 525, 527–541 (2023) 

 This denotes the logarithmic number abundance ratio of elements X and 
 relative to their solar values X � and H �, i.e. [X/H] = log 10 ( N X / N H ) −

og 10 ( N X / N H ) �. 
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t al. 2019 ). There is the potential detection of an UMP DLA at
 ∼ 7 (Simcoe et al. 2012 ), but this hinges on the modelling of
he quasar emission (see Bosman & Becker 2015 , for an alternative
nterpretation of these data). Hence, we are also yet to firmly detect
n UMP DLA. Prior to the collection of the data presented here,
here have been three high-precision detections of EMP DLAs with
ssociated iron abundance errors < 0.20 dex (Ellison et al. 2010 ;
ooke et al. 2011b , 2016 ; Welsh et al. 2022 ). Rafelski et al. ( 2012 )

eport a metallicity floor across a statistical sample of DLAs that is
M/H] � −3. Thus, the detection of an UMP DLA would mark an
 xceptional environment. Future surv e ys like WEAVE, DESI, and
MOST will provide much improved statistics, necessary to reveal
here UMP DLAs lie within the population of known absorbers

Dalton et al. 2012 ; de Jong et al. 2012 ; DESI Collaboration 2016 ;
ieri et al. 2016 ). 
The DLA found towards the quasar SDSS J090333.55 + 262836.30

hereafter J0903 + 2628) is the most metal-poor DLA currently
nown (Cooke et al. 2017 ). This was determined through the analysis
f absorption from low ionic species such as C II , O I , and Si II . The
trongest Fe II feature available with those data was the weak Fe II
1260 transition; in order to observe the absorption due to the lighter
tomic number elements together with the associated H I , Cooke
t al. ( 2017 ) adopted an instrument setup that did not co v er sev eral
tronger Fe II transitions. As a result, the data presented in Cooke
t al. ( 2017 ) only provided a relatively weak upper limit on the
ron abundance, [Fe/H] < −2.81 (2 σ ). Given the extreme paucity of
oth α-elements and Fe observed for this system, we have sought
dditional high resolution observations that target the stronger Fe II
1608 and Fe II λ2382 features. These observations also target the
l II λ1670 feature – providing the first insight into the abundance
f an odd atomic number element for this DLA. In this paper, we
tilize these additional data to ree v aluate the most likely enrichment
cenario of this DLA. We also present the first stochastic chemical
nrichment analysis of this near-pristine gas cloud, and test if this
nvironment might have been enriched by the first generation of
tars. 

This paper is organized as follows. Section 2 describes our
bservations and data reduction. We present our data in Section 3 and
nvestigate the chemical enrichment history of this system in Section
 . In Section 5 , we present our discussion and draw comparisons
ith other relic environments, before drawing overall conclusions

nd suggesting future work in Section 6 . 

 OBSERVATI ONS  A N D  DATA  R E D U C T I O N  

he DLA towards the m r = 19.0 quasar J0903 + 2628 (SDSS
090333.55 + 262836.30), at z em 

= 3.22 has previously been identi-
ed as the most metal-poor DLA currently known. We have acquired
n additional 9 h of echelle spectroscopic data on the associated
uasar using the High Resolution Echelle Spectrometer (HIRES;
ogt et al. 1994 ) mounted on the 10 m Keck I telescope. These
ata were collected through 9 × 3600 s exposures across two half
ights between 2021 December 18 - 27. We utilize the red cross-
isperser to target the strongest available Fe II features that fall at red
avelengths. The data cover 5450 − 10 000 Å with small wavelength
aps due to both the detector mosaic and the configuration of the
nstrument (that results in incomplete co v erage across a small number
f the reddest echelle orders). We use the C1 decker resulting in a
litwidth = 0.861 arcsec and a nominal resolution of R = 49 000
orresponding to a velocity full-width at half-maximum v FWHM 

=
.28 km s −1 . 
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The collected data were binned 2 × 2 during readout. These 
IRES data were reduced with the Hires REDUX 

2 reduction pipeline 
Bernstein, Burles & Prochaska 2015 ). This pipeline includes the 
tandard reduction steps of subtracting the detector bias, locating 
nd tracing the echelle orders, flat-fielding, sky subtraction, optimally 
xtracting the 1D spectrum, and performing a wavelength calibration. 
he data were converted to a vacuum and heliocentric reference 

rame. 
Finally, we combined the individual exposures of this DLA using 

VES POPLER . 3 This corrects for the blaze profile, and allowed us to
anually mask cosmic rays and minor defects from the combined 

pectrum. When combining these data we adopt a pixel sampling of
.5 km s −1 . 
These new data are analysed in the following section in combi- 

ation with the original HIRES data collected in 2016 (presented 
n Cooke et al. 2017 ). These data were collected using an identical
nstrument setup barring the wavelength coverage, which instead 
panned 3700–6530 Å. The original observations were e x ecuted as
 × 3600 s exposures (resulting in a combined time on source across
oth programmes of 18 h). For further details, we refer the reader to
he original paper. Given both spectra, we co v er the optimal features
ecessary to conduct a detailed investigation of the chemistry of the 
LA towards J0903 + 2628. 

 ANA LY SIS  

sing the Absorption LIne Software ( ALIS ) package 4 – which uses
 χ -squared minimization procedure to find the model parameters 
hat best describe the input data – we simultaneously analyse the 
ull complement of high S/N and high spectral resolution data 
urrently available for the DLA towards J0903 + 2628. We model 
he absorption lines with a Voigt profile, which consists of three 
ree parameters: a column density, a redshift, and a line broadening. 

e assume that all lines of comparable ionization lev el hav e the
ame redshift, and any absorption lines that are produced by the 
ame ion all have the same column density and total broadening. 
he total broadening of the lines includes a contribution from 

oth turbulent and thermal broadening. The turbulent broadening 
s assumed to be the same for all absorption features, while the
hermal broadening depends inversely on the square root of the 
on mass; thus, heavy elements (e.g. Fe) will exhibit absorption 
rofiles that are intrinsically narrower than the profiles of lighter 
lements (e.g. C). The intrinsic model is then convolved with the 
ine spread function of the instrument; this results in an additional 
pparent broadening of the lines. We note that we simultaneously 
t the absorption and quasar continuum. We model the continuum 

round every absorption line as a low-order Legendre polynomial 
typically of the order of 3). We assume that the zero-levels of the
ky-subtracted HIRES data do not depart from zero. 5 Finally, we 
ntroduce one additional free parameter that accounts for a relative 
elocity shift in the wavelength solution between the two epochs. 
he best-fitting value ( �v = 4 ± 2 km s −1 ) is driven by Si II λ1526,
hich is the only transition in common between the two data sets. 
 Hires REDUX is available from: 
https:// www.ucolick.org/ ∼xavier/ HIRedux/ 

 UVES POPLER is available from: 
https:// github.com/MTMurphy77/ UVES popler

 ALIS is available from: 
https:// github.com/rcooke-ast/ ALIS . 

 We visually inspected the troughs of saturated absorption features to confirm 

his is the case. 
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The DLA towards J0903 + 2628 is best modelled by three
bsorption components for C II and Si II at redshifts z abs =
.077590 ± 0.000002, z abs = 3.076653 ± 0.000005, and z abs = 

.076331 ± 0.000006. The O I and Fe II features are best modelled
y the two highest redshift components only. We attempted to 
odel the intrinsically weak Al II feature solely using the highest

edshift component; we instead report an upper limit. Due to the
lending between the components, we cannot directly determine the 
emperature of the gas reservoir. We therefore assume T = 1 × 10 4 

 (this is typical for metal-poor DLAs; see Cooke, Pettini &
orgenson 2015 ; Welsh et al. 2020 ; Noterdaeme et al. 2021 ). Given
his assumed temperature, the associated turbulent broadening of 
hese components are best described by the Doppler parameters b 1 =
.8 ± 0.3 km s −1 , b 2 = 9.6 ± 0.5 km s −1 , and b 3 = 14.9 ± 0.7 km s −1 ,
espectively. The data, along with the best fitting model, are shown in
ig. 1 while the resulting column densities and relative abundances 
re presented in Table 1 . We note that, when modelling the data,
e allow the relative abundances of metals to vary from component

o component. We have repeated our analysis under the assumption 
hat the relative abundances of metals (i.e. the [O/Fe] ratio) must
e the same in all components; the resulting total abundances are
onsistent with those reported in Table 1 . Without this assumption,
he third components at z abs = 3.076331 (i.e. the bluest component)
ndicates an unusually high Si II /C II ratio. This could be due to
everal possibilities: (1) an unfortunate blend near Si II λ1260 (at
 � −90km s −1 in Fig. 1 ), that masquerades as Si II absorption; (2)
onization effects; or (3) a peculiar enrichment source. The reality 
f this Si II absorption can be tested with deeper data of the other
trong Si II absorption lines (e.g. this feature may not be detected
n Si II λ1526, but the data are of too low S/N to be confident at
his stage). The composition of this third component has a negligible
mpact on our subsequent analysis; we consider only the chemistry 
f the predominantly neutral components (i.e. those traced by O I ).
e have also repeated our analysis assuming a temperature range 

f (0.5–2.0) × 10 4 K and found that the abundances in Table 1 are
table against these changes. This is not surprising, since all of the
etected absorption lines are weak enough to be in the linear regime
f the curve of growth, and are therefore relatively insensitive to the
elative amounts of Doppler, thermal, and instrumental broadening. 
n this metallicity regime, we do not expect our observed abundances
o be impacted by any appreciable dust depletion (Pettini et al. 1997 ;
kerman et al. 2005 ; Vladilo et al. 2011 ; Rafelski et al. 2014 ). 
The reported relative abundances are consistent with those found 

sing the original HIRES data. Notably, we have improved the upper
imit on the [Fe/H] abundance determination by ∼ 1 dex from [Fe/H]
 −2.81 (2 σ ) to [Fe/H] ≤ −3.66 (2 σ ). The DLA in question is

herefore pushing towards the UMP regime at [Fe/H] < −4. We also
lace the first upper limit on the abundance of an odd-atomic number
lement, [Al/H] ≤ −3.82 (2 σ ), of this EMP gas cloud. 

We note that the data near the Fe II λ2382 feature is relatively
oisy compared to the data near features at bluer wavelengths. This
s, in part, due to the challenges associated with observing faint
argets near 9700 Å (where this feature falls) from the ground. We
ave checked for possible blending with known telluric absorption 
nd found nothing significant. This feature is the strongest Fe II line
i.e. has the largest oscillator strength) co v ered by our spectrum.
hough we do not co v er the Fe II λ2344 feature, we do additionally
bserve Fe II λ1260 and Fe II λ1608. These lines are relatively weaker,
o we v er, the y fall in regions of the spectrum that are not influenced
y telluric lines. The combined information provided by these Fe II
eatures are essential to investigate the Fe content of this DLA. 
MNRAS 525, 527–541 (2023) 
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Figure 1. Continuum normalized HIRES data (black histograms) of the absorption features produced by metal ions associated with the DLA at z abs = 3.077590 
towards the quasar J0903 + 2628. The best-fitting model is shown with the red curves. The blue dashed line indicates the position of the continuum while the 
green dashed line indicates the zero-level. Note the different scale of the y-axes of the bottom two rows. These bottom two rows correspond to the data collected 
in 2021 while the upper three rows correspond to the 2016 Keck/HIRES data. The red ticks abo v e the absorption features indicate the centre of the Voigt line 
profiles for each identified component. The dashed-red lines in the third panel highlight the components of the O I λ988 triplet. Note that the deep broadening 
seen at < −50 km s −1 in the O I 988 panel is due to unrelated blending. Below the zero-level, we show the residuals of this fit (black histogram) where the grey 
shaded band encompasses the 2 σ deviates between the model and the data. The blue-shaded regions encompass data excluded from the fit. 
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Table 1. Ion column densities of the DLA at z abs = 3.077590 towards the quasar J0903 + 2628. The quoted column density errors are the 1 σ confidence limits 
while the column densities are given by log 10 N (X)/cm 

−2 . 

Ion Transitions Solar ∗ Comp. 1 Comp. 2 Comp. 3 Total [X/H] [X/Fe] 
used ( Å) z abs = 3.077590 z abs = 3.076653 z abs = 3.076331 

H I 1215 12.00 – – – 20.32 ± 0.05 – –
C II 1036, 1334 8.43 13.07 ± 0.03 12.99 ± 0.04 12.83 ± 0.06 13.33 ± 0.02 −3.42 ± 0.06 > + 0.24 
O I 988, 1302 8.69 13.70 ± 0.02 13.55 ± 0.03 – 13.93 ± 0.02 −3.08 ± 0.05 > + 0.58 
Al II 1670 6.45 ≤10.95 a – – ≤10.95 a ≤−3.82 a –
Si II 1260, 1526 7.51 12.40 ± 0.01 12.20 ± 0.03 12.50 ± 0.02 12.61 ± 0.01 −3.22 ± 0.05 > + 0.44 
Fe II 1260, 1608, 2382 7.47 ≤11.83 a ≤11.83 a – ≤12.13 a ≤−3.66 a –

Notes. ∗We adopt the solar abundances reported in Asplund et al. ( 2009 ). These are consistent with those recommended by Lodders ( 2019 ) when considering 
the associated uncertainties. The total column densities and abundance ratios are based on the chemistry of the predominantly neutral components (i.e. Comp 1 
and 2). 
a 2 σ upper limit on column density. 
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These new data reaffirm that the DLA towards J0903 + 2628 is
he most metal-poor DLA currently known. It has the lowest C, O,
i, and Fe abundance determination of any known DLA. We also 
earched for absorption from higher ion stages, such as Si III , so
hat we can determine the ionization ratio and subsequently model 
he density of the gas reservoir. Ho we ver, the strong Si III λ1206
eature is heavily blended with unrelated absorption. In the following 
ections, we investigate the chemical enrichment history of this DLA 

sing our stochastic chemical enrichment model and the yields from 

imulations of Population III SNe. 

 C H E M I C A L  M O D E L L I N G  

.1 Chemical enrichment model 

sing the observed abundance pattern of this DLA, alongside the 
tochastic chemical enrichment model described in Welsh et al. 
 2019 ), we investigate the possible enrichment history of this DLA.
he basis of our model is described briefly below. The singular update
ince previous applications is the treatment of upper limits. When 
ccounting for the error associated with the observed data we take 
wo approaches. For abundances with known errors, this distribution 
s modelled with a Gaussian distribution function. For abundances 
ith upper limits, this distribution is modelled by a Q-function. 

.1.1 Likelihood modelling technique 

he mass distribution of Population III stars is modelled as a power
aw: ξ ( M) = k M 

−α , where α is the power-law slope, 6 and k is a
ultiplicative constant that is set by defining the number of stars, N � ,

hat form between a minimum mass M min and maximum mass M max ,
iven by: 

 � = 

∫ M max 

M min 

kM 

−αd M . (1) 

n this work, N � represents the number of stars that have contributed
o the enrichment of a system. Since the first stars are thought to form
n small multiples, this underlying mass distribution is necessarily 
tochastically sampled. We utilize the yields from simulations of 
tellar evolution to construct the expected distribution of chemical 
bundances given an underlying IMF model. These distributions can 
hen be used to assess the likelihood of the observed DLA abundances
iven an enrichment model. 
 In our formulation, α = 2.35 corresponds to a Salpeter IMF. 

m  

M
y

We utilize the yields from Heger & Woosley ( 2010 ) (hereafter
W10 ) to construct the expected distribution of chemical abundances 
iven an underlying IMF model. The HW10 simulations trace 
ucleosynthesis processes within Population III progenitors across 
heir lifetimes and calculate the ejected yields of elements following 
he eventual collapse of these stars as core-collapse SNe (CCSNe). 
hese simulations explore initial progenitor masses in the range M =

10–100) M �, explosion energies from E exp = (0.3–10) × 10 51 erg,
nd mixing parameters from f He = 0–0.25. The explosion energy 
s a measure of the final kinetic energy of the ejecta at infinity,
hile the mixing between stellar layers is parametrized as a fraction
f the helium core size. This parameter space is e v aluated across
20 masses, 10 explosion energies, and 14 mixing parameters. We 
inearly interpolate between this grid of yields during our analysis. 

e refer the reader to HW10 and Welsh et al. ( 2019 ) for further
etails and caveats related to these yield calculations. 
Our model contains six parameters: N � , α, M min , M max , E exp , and

 He . The range of model parameters we consider are: 

− 5 ≤ α ≤ 5 , 

1 ≤ N � ≤ 150 , 

0 . 3 ≤ E exp / 10 51 erg ≤ 10 , 

12 ≤ M max / M � ≤ 70 . 

n what follows, we assume that stars with masses > 10 M � are
hysically capable of undergoing core collapse. Therefore, we fix 
 min = 10 M �. We also assume that the mixing during the e xplosiv e

urning phase of the SN occurs within a region 10 per cent of the
elium core size (i.e. f He = 0.100). This is the fiducial choice from
W10 based on their comparison with the Cayrel et al. ( 2004 ) stellar

ample. These empirically moti v ated constraints reduce the number 
f free parameters to 4. This ensures the remaining model parameters
an be optimally estimated based on the number of currently known
bundance ratios. We apply uniform priors to all remaining model 
arameters. Note that the upper bound on M max corresponds to the
ass limit abo v e which pulsational pair-instability SNe are believed

o occur (Woosley 2017 ). We allow M max to be a free parameter
o account for any ‘islands of explodability’ that could influence the
ollapse of these progenitors; simulations from Sukhbold, Woosley & 

eger ( 2018 ) find that there may be a mass abo v e which the entire
tar collapses directly to a black hole. Given this possibility, our
odel utilizes the assumption that stars born with a mass abo v e
 max will collapse directly to black holes without any chemical 

ield. 
MNRAS 525, 527–541 (2023) 



532 L. Welsh et al. 

M

Figur e 2. The mar ginalized maximum likelihood distributions of our fiducial model parameters (main diagonal), and their associated 2D projections, given the 
known chemistry of the DLA towards J0903 + 2628. The dark and light contours show the 68 per cent and 95 per cent confidence regions of these projections, 
respectively. The horizontal blue dashed lines mark where the individual parameter likelihood distributions fall to zero. The grey distributions correspond to the 
analysis of the full parameter space, described in Section 4.1 . The green distributions are the result of imposing a Salpeter slope for the IMF (i.e. α = 2.35). 
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.2 Application to DLA data 

sing all available chemical abundance measurements of the DLA
owards J0903 + 2628 we run a Markov Chain Monte Carlo (MCMC)
aximum likelihood analysis to find the enrichment model that best
ts these data. The converged chains are shown in Fig. 2 for both a
alpeter IMF (green histograms and contours) and a power-law IMF
here the slope is a free parameter (grey histograms and contours).
he inferred enrichment models are broadly consistent for both the
hoice of a varying and fixed IMF slope. This is to be expected since
he maximum likelihood estimate of α for the varying IMF slope
s consistent with that of a Salpeter distribution at the 95 per cent
onfidence le vel. Ho we ver, we note there is preference towards a flat
r even top-heavy IMF slope. The inferred number of enriching stars
hows a preference towards low values of N � . The distribution of
he typical explosion energy is more clearly centred around E exp ∼
NRAS 525, 527–541 (2023) 

s  
.8 × 10 51 erg. Both the distribution of N � and E exp are stable against
hanges to the slope of the IMF. In contrast to this, the inferred
aximum mass of the enriching star is dependent on the slope of the

MF. For a Salpeter distribution, there is a preference towards M max 

 40 M �; this can be seen from the plateau in the distribution shown
y the green curve in the bottom right-hand panel of Fig. 2 . For
he case of a varying IMF slope, there is a peak in the distribution
f the maximum mass at M max ∼ 25 M �. This is driven by the
ossibility of both flat and top-heavy IMFs. This can be seen by the
orrelation between α and M max in the bottom left-hand panel of Fig.
 . These results are consistent with our previous investigations of the
nrichment of metal-poor DLAs. 

The broad distributions in Fig. 2 highlight the lack of preference
owards a particular enrichment model (e.g. both the number of
nriching stars and the maximum stellar mass are relatively uncon-
trained). To investigate the origin of this, we test how well the
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Figure 3. Left-hand panel: Modelled abundances (grey) versus observed data (red) given a stochastic enrichment model with a free IMF slope. The model 
successfully reproduces all chemical abundance measurements. The grey data show the median predicted value and the interquartile range of predicted abundances 
given the data. The modelled abundances given a Salpeter IMF are shown in green. Right-hand panel: Modelled abundances (grey) versus observed data (red) 
under the assumption that the environment has been enriched by 1 Population III SN. 
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7 Specifically, K = 2 + n , where n is the number of free model parameters. In 
the case of the stochastic model with a free IMF slope, n = 4. For the case of 
an individual Pop III enricher n = 3. 

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/525/1/527/7227357 by guest on 25 January 2024
nferred model can replicate the data. Using our stochastic enrich- 
ent model, we can reco v er the predicted abundance pattern given

he inferred parameter distributions. Fig. 3 (left-hand panel) shows 
he observed abundances (red symbols) alongside the modelled 
bundances for the case of a free IMF slope (grey symbols) and
or a Salpeter IMF (green symbols). While the observed abundance 
attern is well-reco v ered, there is a preference towards a top-heavy
MF and a low number of enriching stars. The predicted abundances 
iven a Salpeter IMF do not produce the same agreement with the
bserved abundances of the DLA. This is primarily driven by the 
redicted [Fe/O] abundance given a Salpeter IMF. The remaining 
elative abundances are predicted equally well by both scenarios. 
his highlights both the importance of considering multiple relative 
bundances simultaneously and the sensitive nature of abundance 
attern fitting. We note that, given the current associated errors, there 
ould be little distinction between the performance of either model at 

he 3 σ level of confidence. This is further moti v ation to obtain high-
recision abundance determinations for these rare gaseous relics. 
ince these data are best modelled by a low number of enriching
tars, we will now consider the possibility that this system has been
nriched by a single Population III SN. This idea was previously 
onsidered by Cooke et al. ( 2017 ), and we now reevaluate the best-
tting model parameters given the new abundance information. 

.2.1 Enrichment by one Pop III SN 

he results of considering a single Pop III progenitor are shown in
ig. 4 (and the right-hand panel of Fig. 3 ). Note that, in this scenario,
e allow the degree of mixing to vary as a free parameter with a
niform prior. Fig. 4 highlights that there is a bimodal distribution
f the inferred initial progenitor mass, concentrated in the mass 
ange M = (18–27) M �. The corresponding explosion energy of
his progenitor is in the range E exp = (0.6–1.8) × 10 51 erg (1 σ )
nd there is preference towards a low degree of mixing between 
he stellar layers, f He < 0.1 (1 σ ), though it is unconstrained at the
 σ level. The lack of information regarding the degree of mixing is
urious. To investigate this further, we have explored the combination 
f progenitor parameters best able to individually fit the data. We 
solate these models based on their log-likelihood value. Fig. 5 shows
 subset of these progenitor models and the associated predicted 
bundances. Specifically, we display the 10 progenitor models with 
he largest log-likelihood values. We find that these models are almost 
dentical barring the degree of mixing. Notably, these model span a
arge fraction of the f He parameter space and are a driving force
ehind the large spread of the predicted [Fe/O] abundance shown in
he right-hand panel of Fig. 3 . We therefore expect that the mixing
arameter can be pinned down once the Fe II column density of this
ystem is confidently measured. In Appendix A , we compare these
odel distributions to those originally inferred in Cooke et al. ( 2017 ).

n summary, we find that the latest limits on [Fe/O] and [Al/O] are
uf ficiently informati ve to rule out the pre viously inferred enrichment
cenario. 

In Fig. 3 (right panel), we show the modelled abundance ratios
iven the distributions of progenitor parameters shown in Fig. 4 .
hrough the comparison of the left and right hand panels of this
gure, it is clear that the scenario of enrichment by an individual
opulation III SN is a similarly good fit to the data as the fiducial
tochastic model. The predicted abundances in both scenarios are 
ikely being drawn from similar progenitors. The maximum likeli- 
ood parameter estimates from the stochastic model are consistent 
ith sampling an individual ∼25 M � progenitor (achieved via a 

op-heavy IMF model with N � = 1 and M max = 25 M �). To further
ompare the relative performance of these models we consider the 
kaike Information Criterion (AIC) (Akaike 1974 ). The AIC is given
y AIC = 2 K − 2 ln ( L ) where K is an indication of the number of
ree parameters 7 and L is the maximum likelihood of the model.
he AIC given the stochastic model is 14. For the individual Pop III
rogenitor model the AIC = 3; this relatively lower value indicates
hat modelling the enrichment via one Pop III SN is better able to
eproduce these data. We also note that the observed upper limit
f [Fe/O] is more easily explained given the yields of an individual
opulation III SN. Though, the true level of agreement is reserved for
efinitive [Fe/O] and [Al/O] measurements. Indeed it is possible that 
ith future data, and an increasingly e xtensiv e abundance pattern
etermination, our current model may be ruled out. At present, it is
nteresting that the known abundances of this DLA are preferably 
MNRAS 525, 527–541 (2023) 
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Figure 4. Results of our MCMC analysis of the chemical enrichment of the DLA towards J0903 + 2628 assuming the number of enriching stars N � = 1. From 

left to right, we show the progenitor star mass, the explosion energy, and the degree of mixing. The diagonal panels indicate the maximum likelihood posterior 
distributions of the model parameters while the 2D contours indicate the correlation between these parameters. The dark and light grey shaded regions indicate 
the 68 and 95 per cent confidence intervals, respectively. In the diagonal panels, the horizontal blue dashed line indicates the zero-level of each distribution. 

Figure 5. The predicted abundance patterns (coloured lines) for a selection 
of individual progenitor models that we have found are best able to model 
the data. The legend indicates the associated progenitor properties where M , 
E exp , and f He are given in units of: M �, 10 51 erg, and fraction of the He core 
size. The observed abundances are shown as red symbols. Note the similarity 
in model parameters barring the degree of mixing. The range of the predicted 
[Fe/O] abundance is responsible for the large range shown in the right panel 
of Fig. 3 . 
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odelled by the yields of an individual Population III SN rather
han a small handful of these progenitors. Furthermore, given the
est fitting models (i.e. those shown in Fig. 5 ), the predicted [C/Fe]
bundance ratio suggest that this DLA may be in the UMP regime
nd could be significantly C-enhanced. 

Another possibility is that Population II stars may have contributed
ome of the metals to this near-pristine DLA. The abundance ratios
hat are often accessible for the most metal-poor DLAs are [C/O],
Si/O], and [Fe/O]. The yields of these abundance ratios are broadly
imilar across both Population III and Population II stars (Welsh et al.
019 , fig. 1). This can make it challenging to disentangle the relative
ontributions of these populations based on yields alone. Ho we ver,
he tell-tale sign of enrichment from a primordial population of stars
ay be seen through empirical trends or, indeed, inferences of our
odel parameters – for example: a non-Salpeter IMF slope, a low

umber of enriching stars, or, an e xotic e xplosion energy . Crucially ,
e do see this preference towards a low number of enriching stars

n our analysis (Fig. 2 – top panel, second column). Further, if this
ere a Population II enriched system, we may expect the observed

bundances to be consistent with the IMF-weighted abundances
iven a Salpeter IMF. This is not the case. Particularly, the IMF-
eighted [O/Fe] abundance [O/Fe] = + 0.46 (assuming a typical

xplosion energy and mixing; E exp = 1.2 × 10 51 erg and f He = 0.1) is
nconsistent with the observed lower limit provided by our new data.
or completeness, we have also repeated our analysis under the as-
umption of enrichment by an individual Population II star and found
hat, using the yields from Woosley & Weaver ( 1995 ), the enrichment
y a Population III star still provides the best fit to the data given
he currently available yields (see Appendix B for further details).
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8 log εX ≡ log (X/H) + 12. Note, we adopt the solar scale referenced in 
Table 1 . In more recent stellar studies it is typical to assume log εFe = 7.51. 
This, like our solar scale, is drawn from Asplund et al. ( 2009 ). Though, we 
take the average solar Fe abundance reported from both photospheric and 
meteoritic determinations. On the solar scale typically used in stellar studies, 
our Fe limit would be [Fe/H] < −3.70 (2 σ ). 
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he case of enrichment by an individual Population III SN is often
eserved for the stellar relics found in the halo of the Milky Way and
urrounding dwarf galaxies. In the following section, we discuss the 
mplications of these results and draw comparisons with the chem- 
stry of other relic objects. Ultimately, the goal is to reveal the nature
f this most metal-poor DLA and its place within galaxy evolution. 

 DISCUSSION  

he nature of DLAs, especially the most metal-poor systems is still an
pen question. Various interpretations have arisen since the first DLA 

urv e y. These highest H I column density absorption line systems
ould be associated with the discs of high redshift galaxies or, indeed,
 wider range of galaxy masses and morphologies (Wolfe et al. 1986 ;
ettini, Boksenberg & Hunstead 1990 ; Haehnelt, Steinmetz & Rauch 
998 ). The latter scenario is supported by the results of both modern
ydrodynamical cosmological simulations (e.g. Pontzen et al. 2008 ; 
ird et al. 2013 ; Rahmati & Schaye 2014 ), and dedicated imaging

urv e ys (e.g. Fumagalli et al. 2015 ). Searches for the emission from
ost galaxies aim to illuminate this issue. The use of integral field
pectrographs have proven to be fruitful tools for these searches (e.g. 
 ́eroux et al. 2011 , 2012 ; Fumagalli et al. 2017 ; Mackenzie et al.
019 ; Berg et al. 2023 ; Lofthouse et al. 2023 ); as has the Atacama
arge Millimeter/submillimeter Array (ALMA) (e.g. Møller et al. 
018 ; Neeleman et al. 2018 ; Klitsch et al. 2021 ). Surv e ys with these
nstruments may tentatively indicate that there is a more complicated 
elationship between the column density of the absorbing gas and its
ssociation with the host galaxy than initially thought (e.g. Lofthouse 
t al. 2023 ). 

Specifically considering the environments of DLAs, the detection 
ate of associated galaxies has increased in recent years (e.g. 

ackenzie et al. 2019 ; Klitsch et al. 2021 ). Ho we ver, the presence of
ultiple galaxies (alongside their typically large impact parameters) 

n the observed fields make it challenging to assign a single host
alaxy to the DLA. There are further complications related to the 
raction of the DLA population associated with active star formation. 
t has been suggested that there may be a steep relationship between
he emission luminosity of the host galaxy and the metallicity of the
LA (Krogager et al. 2017 ). The true nature of this relationship is

n open question. If a mass–metallicity relation applies to galaxies 
t z = 2–3, the most metal-poor DLAs are likely to be associated
ith the faintest (and therefore most difficult to detect directly) host
alaxies. Moreo v er, there is yet to be a detection in emission of
 host galaxy associated with one of the four known EMP DLAs.
onsequently, we look to other means to understand the association 
etween the most metal-poor DLAs and galaxy evolution. 

The chemistry of these environments is an invaluable tool to link 
hese gaseous relics seen at high redshift to their local descendants. 
his is a necessary step to understand the role of near-pristine 
LAs in galaxy evolution. Furthermore, it facilitates comparisons 
ith other relic environments that may reveal similar enrichment 
istories and shared evolutionary pathways. For this reason, the 
ollowing section is dedicated to comparing the chemistry of the 
ost metal-poor DLA known to the stars within ultra-faint dwarf 

alaxies (UFDs). 

.1 Comparison with UFDs 

e now compare the chemistry of this DLA to the chemistry of
tars in the ultra faint dwarf galaxies (UFDs; M V > −7.7 from the
efinition by Simon 2019 ) that orbit the Milky Way. The lowest
ean metallicity of a confirmed UFD is that of Tucana II with
Fe / H] = −2 . 9 + 0 . 15 
−0 . 16 (Bechtol et al. 2015 ; Walker et al. 2016 ; Chiti

t al. 2018 ; Simon 2019 ). These ancient galaxies are on the borderline
f extreme metal-paucity and are considered relics of the early 
niv erse (Bo vill & Ricotti 2009 ; Mu ̃ noz et al. 2009 ; Salvadori &
errara 2009 ; Bromm & Yoshida 2011 ). 
To fairly compare the metallicity of the DLA towards J0903 + 2628

ith similar stellar relics would require the detection of the same ele-
ents in each system. Despite the wide range of element abundances

vailable for stellar relics, there is relatively little chemical abundance 
 v erlap for the most metal-poor DLAs and stars. For the purpose of
his work, we therefore reserve our analysis to comparing the relative
bundance of a light atomic number element (in this case [C/H]) and
n Fe-peak element, [Fe/H]. Fig. 6 shows [C/H] as a function of
Fe/H] for both metal-poor DLAs (grey squares) and stars within 
FDs (colour-coded circles) as reported by the SAGA data base 

Susa, Hase ga wa & Tominaga 2014 ). We restrict our comparison to
tars within UFDs with bounded [C/H] and [Fe/H] abundances. The 
MP DLA reported here is shown as the red square. From this plot,
e can see that the Fe-metallicity evolution of [C/H] reported for

he most metal-poor DLAs is consistent with that of the stars within
FDs. We note that this may be influenced by the lack of known

arbon-enhanced DLAs as well as potential observational biases due 
o the challenges of chemically characterizing the stars within the 
FDs. The faint nature of these UFDs mean that we may only be
bserving, and subsequently characterizing, the brightest stars within 
hese systems. This limitation will be drastically impro v ed with the
pcoming 4DWARFS surv e y (Sk ́ulad ́ottir et al. 2023 ). 
Interestingly, there is an EMP star within Bo ̈otes I (large purple

ircle in Fig. 6 ) that occupies a similar parameter space as the
LA reported here. This star is known as Boo −1137. The relative

bundances of mutual elements (i.e. those also detected towards 
0903 + 2628) are provided in Table 2 . These are taken from Norris
t al. ( 2010 ) who used the solar scale log εFe = 7.45 (Asplund 2005 ). 8 

After rescaling the [Fe/H] abundance to the solar values adopted 
n this paper (see Table 1 ), Fig. 7 visualizes this comparison of
imilar relative abundances. While the upper limits provide limited 
nformation, the chemical make-ups of these two environments (the 
LA and the star Boo −1137) appear to be consistent with each other.
e speculate that this common chemical abundance pattern may 

ndicate a common formation channel. In other words, the similar 
hemistry of these environments may imply they were enriched 
y a similar (possibly primordial) population of stars. We note 
hat the [Mg/C], [Fe/H], and A(C) abundances of Boo −1137 are
ndicative of enrichment via Pop III SNe given the recent analysis
y Rossi et al. ( 2023 ). We also point out that our comparison shows
he chemical abundances relative to hydrogen. Consequently, the 
bsolute abundances presented in Fig. 7 are dependent on the amount
f hydrogen that the metals hav e mix ed with. Under the assumption
hat at least some EMP stars form from EMP DLA gas, comparing the
bsolute abundances allows us to test ho w ef fecti vely the metals are
ixed in EMP DLAs. The similar trends of EMP DLAs and stars seen

n Fig. 7 supports our assumption, and the slight excess dispersion
een for the stellar sample could reflect intrinsic metallicity variations 
ithin EMP DLAs (i.e. EMP DLA gas is not entirely well-mixed) that
MNRAS 525, 527–541 (2023) 
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Figure 6. [C/H] versus [Fe/H] abundances of stars in ultra faint dwarf (UFD) galaxies alongside that of the most metal-poor DLAs. Stellar data are from the 
SAGA data base (Susa et al. 2014 ) and include the stars within these UFDs that have known [Fe/H] and [C/H] abundances with bounded errors. The stars from 

different systems are distinguished by their colour as described in the legend – sequentially: Bo ̈otes I, Bo ̈otes II, Coma Berenices, Grus I, Tucana II, Tucana III. 
The abundances of the DLA reported here are shown by the red square. For clarity, the circle of the star that occupies a similar parameter space to that of the 
DLA reported here (Boo −1137) has been enlarged. 

Table 2. Elemental abundance ratios of Boo −1137 from Nor- 
ris et al. ( 2010 ), corrected to the solar abundance scale adopted 
in our work. The quoted errors are the 1 σ confidence limits 
while the upper limits are 2 σ . 

El [X/H] DLA [X/H] � 

C −3.42 ± 0.06 −3.45 ± 0.20 
O −3.08 ± 0.05 < −1.75 
Al ≤−3.82 −4.35 ± 0.11 
Si −3.22 ± 0.05 −2.89 ± 0.16 a 

Fe ≤−3.66 −3.68 ± 0.11 

Note. a This error is given by that of [Si/Fe] which is the ratio 
used in the MCMC enrichment model analysis. 
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Figure 7. Comparisons of the [X/H] abundances of the chemical elements 
detected for both J0903 + 2628 (blue) and Boo −1137 (orange). 
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ay reflect stochastic sampling of the IMF. Another possibility is that
 single EMP DLA may comprise the gas and stars from chemically
istinct minihaloes (e.g. Welsh, Cooke & Fumagalli 2021 ). 
In order to understand the properties of the enriching population,

e need to consider the relative abundances of metals (e.g. [C/Si]
hich is consistent for these objects). Repeating our MCMC

nalysis, under the assumption of enrichment from 1 Population
II SN, the model for Boo −1137 converges on a progenitor mass
hat is remarkably similar to that found for J0903 + 2628. During
his analysis, we utilized the same chemical elements used for
0903 + 2628. Ho we ver, to accommodate the upper limit on [O/H],
e consider the abundance ratios relative to Fe instead of O. The

esults of this analysis and the corresponding model fit to the data
re shown in Figs 8 and 9 , respectively. 
NRAS 525, 527–541 (2023) 
Despite the broadly similar abundances and inferred progenitor
ass, the inferred explosion energies differ; the stellar progenitor

s well-modelled by a hypernova for Boo −1137 (i.e. > 5 × 10 51 

rg) while the DLA progenitor is well-modelled by a more typical
 < 3 × 10 51 erg) CCSN. A more striking agreement between the
nferred progenitor properties is needed to provide a compelling
rgument for a singular enrichment channel. We are currently
imited by the (lack of) information provided by the observed
pper limits. Indeed, the [O/Fe] abundance limit of Boo −1137
s relatively weak ([O/Fe] � < + 1.9) while that of J0903 + 2628 is
ot ([O/Fe] DLA > + 0.58). This is an important informant of the
 xplosion energy (He ger & Woosle y 2010 ; Limongi & Chieffi
018 , see also Appendix A ). Furthermore, we could impro v e our
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Figure 8. Same as Fig. 4 , but based on the [C/Fe], [Si/Fe], [O/Fe], and [Al/Fe] 
of Boo −1137. The distributions associated with Boo −1137 are shown in 
purple while those for J0903 + 2628 (from Fig. 4 ) are shown in grey for 
reference. 

Figure 9. Same as Fig. 3 , but based on the enrichment model inferred for 
Boo −1137 and colours match those in Fig. 8 (i.e. model results are shown in 
purple). 
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etermination of the explosion energy by analysing the relative 
bundances of the Fe-peak elements of this DLA (Cooke et al. 
013 ). Using the AIC, we have checked which model is best able to
eproduce the respective data of these objects. The model associated 
ith the DLA data has a relati vely lo wer AIC v alue (recall AIC =
) than the model associated with the stellar data (AIC = 5).
he relatively weaker performance of the Boo-1137 model can 
e seen in Fig. 9 . This figure shows that the model is not able to
eproduce the observed [Si/Fe] abundance within the 1 σ errors 
hen simultaneously reproducing the other abundance ratios. 
As things stand, we need more data to link the most metal-poor

LA currently known to local analogues. This information can be 
ained in a multitude of ways. First, deeper NIR observations from
he ground would allow the determination of the Fe column density 
hrough the Fe II λ2344 and Fe II λ2382 features (rather than the upper
imit reported here). Furthermore, within the next decade, we will 
ee the advent of the next generation of 30–40 m optical/IR ground-
ased telescopes, including the Extremely Large Telescope (ELT; 
ilmozzi & Spyromilio 2007 ), the Giant Magellan Telescope (GMT; 
ohns et al. 2012 ), and the Thirty Meter Telescope (TMT; Skidmore,
MT International Science Development Teams & Science Advisory 
ommittee 2015 ). With these facilities we will be able to study the
ost metal-poor DLAs with unprecedented sensitivity. Thus, we will 
e able to determine the abundances of elements whose features are
oo weak to efficiently observe with current facilities (e.g. the N,

g, Al, S, Cr, Fe, Ni, and Zn abundances of J0903 + 2628). Beyond
hemistry, we can use additional diagnostics (e.g. kinematics, density 
odels, host galaxy emission, environment etc.) to investigate the 

roperties of these ancient relics and their surrounding galaxy 
opulations. 

.2 Obser v ations with the JWST 

ith the JWST , it may be possible to detect light directly from the first
tars at high redshift. Ho we ver, depending on the adopted formation
ormalism, it may not be feasible to detect light from the first stellar
opulation at z > 8 without the aide of lensing (Bovill et al. 2022 );
ee also Trussler et al. ( 2022 ) for a more optimistic outlook. 

The most metal-poor DLAs, and indeed near-pristine systems with 
ower column densities, provide a signpost to some of the least
hemically polluted environments at z abs < 6. Such environments 
ight be ideal to conduct searches for Population III stars at lower,
ore accessible, redshifts. Depending on the redshift of the absorber 

e.g. 3 < z abs < 6), the strong He II λ1640 Å feature expected from
opulation III stars may be most efficiently studied from the ground
r from space (e.g. with HST/WFC3 or JWST /NIRCam). Once the
trong He II λ1640 Å emission has been identified, JWST /NIRSpec 
s the optimal instrument to confirm the Population III nature of this
mission by searching for strong H Balmer emission lines (indicative 
f an H II region), simultaneously combined with the absence of
ssociated metal emission (e.g. [O III ] λ 5007 Å). 

We have performed an initial search for exotic stellar emission 
sing the spectroscopic data presented here. Specifically, we search 
or any strong He II λ1640 Å emission at the redshift of the absorber
luminosity distance D L = 26.8 Gpc) and do not detect anything.

e model both the continuum and the potential feature using ALIS .
he resulting 3 σ upper limit on the flux density f λ < 8.5 × 10 −17 

rg cm 

−2 s −1 Å−1 can be used to calculate the limit on the He II
ine luminosity after assuming an emission line width consistent 
ith that found for local ( z < 0.01) EMP galaxies (FWHM He =
.6 Å; Senchyna et al. 2019 ) and adopting the Planck Collaboration
I ( 2020 ) cosmology ( H 0 = 67.4 ± 0.5 kms −1 Mpc −1 and 
m =
.315 ± 0.007). We place a conserv ati ve upper limit on the He II
ine luminosity of < 4.3 × 10 42 erg s −1 (3 σ ). This is o v er an order
f magnitude abo v e the predicted line luminosities from Schaerer
 2003 ). Note that, this upper limit is only applicable to possible
mission that is spatially coincident with the observed DLA. Without 
his proximity, we do not expect the stellar light to be co v ered by
he slit used during these observations. To evaluate the possible 
tar formation in the vicinity of this DLA, we would benefit from
dditional information beyond an individual sightline. 

Given the challenges associated with detecting Population III 
tars at z > 8, the most metal-poor DLAs may be invaluable
ools in the search for light from the first stars. Over the coming
ears, observational surv e ys are necessary to e xplore ho w ef ficient
hese DLAs are as beacons for the first stars and galaxies, and

ore generally, to study the most metal barren environments in the
niverse. Furthermore, the firm detection of a Population III stellar 

ignature associated with these DLA host galaxies would confirm 

he relic nature of these environments. 
MNRAS 525, 527–541 (2023) 
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 C O N C L U S I O N S  

e present the updated chemical abundances of the DLA towards
0903 + 2628 based on data collected with Keck I/HIRES. These data
eaffirm that this gas reservoir is the most metal-poor DLA currently
nown. Our main conclusions are as follows: 

(i) The latest data provide an upper limit on the iron abundance,
Fe/H] ≤−3.66 (2 σ ). This is a 0.85 dex improvement on the previous
pper limit and confirms that this DLA is indeed EMP, and could
ossibly be the first UMP DLA. To secure the first firm detection
f Fe in this system will require further observations. This would
equire a significant time investment on 8–10 m class telescopes.
lternati vely, the required sensiti vity will be ef ficiently achie ved
ith the next generation of 30–40 m telescopes. 
(ii) The current data indicate that all of the detected α-elements (C,

, and Si) are enhanced relative to iron, compared to a typical very
etal-poor DLA. We speculate that this intriguing gas cloud may

ave an iron abundance considerably below the current detection
imit. Such an Fe-deficient abundance pattern is reminiscent of the
-enhanced (or , rather , Fe-deficient) stars in the halo of the Milky
ay. 
(iii) We apply a stochastic chemical enrichment model to inves-

igate the properties of the stars that have enriched this gaseous
elic. The results of this analysis suggest that the chemistry of
his environment is best modelled by a low number of enriching
tars. The observed abundance pattern is well-modelled by an
ndividual Population III SN with an initial progenitor mass M =
18–27)M � (2 σ ). 

(iv) We compare the chemistry of this DLA to the abundances of
he most metal-poor stars in the UFDs orbiting the Milky Way. The
tar closest in chemistry to that of the DLA towards J0903 + 2628 is
oo −1137 in Bo ̈otes I with [Fe/H] = −3.68 ± 0.11 (registered onto
ur adopted solar scale; Norris et al. 2010 ). The [X/H] abundances
hat are measured in both relics are broadly consistent (though we are
ften restricted to upper limits). This may indicate that Boo −1137
ormed from gas that was enriched through a similar mechanism
o that of J0903 + 2628. Indeed, our analysis tentatively supports
he scenario in which these relics have been enriched by a single
opulation III progenitor with similar mass properties but with
otably distinct explosion properties. 

Our work highlights that, while rare, near-pristine DLAs are an
nvaluable probe of the metals produced by some of the earliest stars
n the Universe. These gaseous relics may also provide a signpost to
ome of the least polluted environments of the Universe and thus act
s beacons to search for light from the first stars directly using the
WST . 
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PPENDI X  A :  C O M PA R I S O N  WI TH  C O O K E  ET  

L .  (  2 0 1 7  )  

n this appendix, we compare the results of our MCMC model
nalysis to that determined using the original data reported in Cooke
t al. ( 2017 ) (hereafter C17 ). Specifically, we compare the inferred
roperties of an individual Pop III progenitor that may have enriched
his gas cloud. The data presented in C17 facilitated the high-
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M

Figure A1. Same as Fig. 4 (grey contours) overplotted with the parameter distributions presented in C17 (blue contours). 

Figure A2. The predicted distribution of [Fe/O] (blue histogram) based 
on the model parameters inferred from the C17 analysis of J0903 + 2628 
compared to the limit given the latest observational data (red line and arrow). 
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recision determination of both the [C/O] and [Si/O] abundances
f J0903 + 2628: [C/O] =−0.38 ± 0.03 and [Si/O] =−0.16 ± 0.02.
hese data also provided the first limit on the [Fe/O] abundance

atio: [Fe/O] < + 0.23. Given that the typical [Fe/O] abundance of
ery metal-poor DLAs (i.e. −3 < [Fe/H] < −2) is [Fe/O] ∼−0.40,
NRAS 525, 527–541 (2023) 
his limit is not particularly informative (Cooke et al. 2011a ; Welsh
t al. 2022 ). As discussed in the introduction, the original analysis
as constrained by the original wavelength coverage of the data.
he data presented in this work allow us to impro v e the constraint
n [O/Fe] by ∼1 dex and further provide the abundance limit of
n additional element [Al/O]. As such, it is illuminating to explore
ow the information contained in these additional abundance ratio
eterminations inform our inferred enrichment model parameters;
his comparison is shown in Fig. A1 . The grey contours are identical
o those presented in Fig. 4 while the blue contours correspond to
hose presented in fig. 3 of C17 . Note that the MCMC modelling
rocedure adopted for both models is consistent. Explicitly, the
bundance ratios used to inform the blue contours are [C/O] and
Si/O]. These are also used to inform the grey contours with the
dditional lower limits placed on [Fe/O] and [Al/O]. 

Analysing the full complement of data, alongside a technique
hat utilizes abundance ratios with lower limits, we infer different

odel parameters to those of C17 . The inferred progenitor masses
re not too dissimilar. The most notable distinction is the preference
o wards lo w explosion energies when using the latest data and the
reference towards a hypernova when e xclusiv ely considering the
17 data. Fig. A2 may explain a driving force behind this difference.
his figure showcases the expected distribution of [Fe/O] based on

he Pop III progenitor properties inferred by C17 alongside the
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those calculated from our analysis using Population III yields (grey 
symbols). From this figure, we can see that the Population III yields 
are a better fit to the data than that provided by the Population 
II yields. A caveat to note is that the Population II yields are 
comparatively limited given the fixed explosion energy and mixing 
parameter adopted during the Woosley & Weaver ( 1995 ) simulations. 
It would be interesting to see whether Population II yields that explore 
a similar parameter space as the HW10 yields could produce a 
better fitting model. Ho we ver, gi ven the publicly available yields, 
we conclude that a Population III progenitor is best able to replicate 
the observed relative abundances. 

Figure B1. Same as Fig. 3 , but shows the enrichment model inferred for a 
Population II progenitor (orange) alongside those inferred for a Population 
III progenitor (grey). The red symbols indicate the current observationally 
measured abundances. 

This paper has been typeset from a T E 

X/L 

A T E 

X file prepared by the author. 

©
P

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/525/1/527
imit based on the observational data reported here. From this, it
s clear that the observed limit on [Fe/O] is not reproducible given
he C17 progenitor properties. As mentioned in Section 5 , [Fe/O] 
s an important informant of an enriching progenitor’s explosion 
roperties. Indeed, this can be seen by the marked impro v ement on
he constraints of E exp . 

Ultimately, this comparison highlights that these new data provide 
ritical information on the heavy elements and odd-atomic number 
lements present in this gas cloud that allow us to better study the
otential enrichment history of this most metal-poor DLA. The latest 
odel represents the progenitor properties best able to reproduce the 

urrent data. The power of our enrichment model analysis comes 
rom simultaneously reproducing the observed abundances of relic 
bjects. As this comparison highlights, these progenitor properties 
re influenced by the available abundance ratios and much can be 
nferred from a few key additional elements. As such, it is exciting to
hink what will be achieved with the next generation of ground-based 
elescopes (e.g. ELT/ANDES) and the detection of elements like Cr, 
i, and Zn. 

PPEN D IX  B:  E N R I C H M E N T  BY  POPULATI ON  

I  STARS  

n this appendix, we repeat our MCMC analysis to find the properties
f 1 Population II SN that best match the abundances of the DLA
eported here. For this analysis we utilize a subset of the yields
rom Woosley & Weaver ( 1995 ) whose progenitor metallicities are 
 = 0.0001 Z �. These yields span a mass range of M = (12–
0) M �; this is the same region explored during our analysis. The
ields are calculated using a fix ed e xplosion energy and mixing
arameter; therefore the only free parameter in this analysis is the 
rogenitor mass. We find the yields are best modelled by a star will
 mass of M ∼ 27 M �. The relative abundances estimated given
he inferred Population II properties (orange symbols) are shown 
n Fig. B1 alongside the observed abundances (red symbols) and 
MNRAS 525, 527–541 (2023) 
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