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a b s t r a c t

Background: Technological advances in the smart home have created new opportunities for support-
ing digital citizens’ well-being and facilitating their empowerment but have enabled new types of
complex online harms to develop. Recent statistics have indicated that ‘smart’ technology ownership
increases yearly, driven by lower costs and increased accessibility. Research on smart homes has also
grown, focusing on technology perspectives at the expense of a user-centric approach sensitive to the
smart home’s harms, risks, and vulnerabilities.
Objective: This scoping review addresses the information gap by underscoring the scope of literature
that exists regarding complex online harms, vulnerabilities, and risks associated with smart home tech-
nologies and citizens’ agency. The goal is to understand the state of knowledge, gaps in the literature,
and areas for future study. The importance and originality of this paper lie in its interdisciplinary
review and approach. It is hoped that this research will contribute to a deeper understanding of
complex online harms in the smart home.
Design: Three online databases were utilised to identify papers published between 2017 and 2022,
from which we selected 235 publications written in English that addressed harms, risks, vulnerabilities,
and agency in the smart home context. This allowed us to map contemporary literature to reveal
significant gaps in our understanding of the complex online harms affecting smart home users and
identify opportunities for further research.
Results: This review identified emerging themes of ‘risks’, ‘vulnerabilities’, and ‘harms’ in that order
of frequency within the literature on smart homes. The usage of terms is skewed towards com-
puting science and information security, which comprised the majority of the literature at 54.6%.
Human–computer interaction papers contributed 24.4%, while social sciences accounted for 16.2%.
Conclusion: Risks, harms and vulnerabilities within smart home ecosystems and IoTs are ongoing
issues with complexities that necessitate research. Privacy, security, and well-being are key themes
that embody the scope of complex harms affecting smart home devices in the broad literature. This
review establishes disciplinary research gaps, especially in user-centred perspectives, due to a heavy
technology focus in the existing literature. Therefore, further research is needed to address emergent
risks, harms and vulnerabilities of smart home devices and understand how user agency and autonomy
can complement the design, interface, and socio-technical aspects of smart home systems.

© 2023 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).
1. Introduction

The digital world offers fresh opportunities to develop inno-
ative technologies that can enhance the wellness of citizens
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and contribute to the construction of healthy, happy lives [1,2].
The development of Internet of Things (IoT) connected devices
has increased across various aspects of our personal and pro-
fessional lives [3] and led to the growth of the smart home
industry and the diversification of smart technology [4]. Through-
out this paper, we utilise the term smart home to indicate a
digital technology-equipped domestic residence whose occupants
rticle under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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xperience conveniences, entertainment, and securities within
he home and with the outside world via direct or indirect in-
eractions and management of the technologies and systems [5].
esearch indicates that the low cost and increased accessibility
ave dramatically increased ownership of smart home devices
cross various demographics [6]. It is forecast that by 2027 there
ill be 29.7 million smart home households in the UK, 93.6 mil-

ion in the US and 164.9 million in China.1 Whilst this technology
as the potential to benefit society, it may also increase exposure
o new and complex online harms, risks and vulnerabilities that
igital citizens lack the agency to navigate [7,8].
This paper defines digital citizen agency as the key attribute

f an individual who actively engages in awareness and their
bility to initiate causal actions, produce effects and control
heir consequences in the smart home context [9,10]. The cur-
ent design of technologies has empowered IoT devices with
ncreasing autonomy and online agency to decide their actions
hen interacting with human users [10,11]. The outcome is
hat interconnected smart home devices collect a wide range of
ata from end users’ homes, forming a complex environment
here people may lack technical understanding of data storage,
haring, and collection [12]. This digital illiteracy can lead to
igital citizens being unable to mitigate complex online harms.
herefore, by adopting the concept of ‘agency’ as an analytical
ool to assess smart-home-based harms, risks, and vulnerabilities
ddressed in existing literature, this paper guides future artic-
lations of the agency’s role in empowering citizens as digital
gents and promoting responsible digital social innovation of
mart home-related technology.
Against this backdrop, this scoping review aims to uncover the

nintended consequences of smart homes’ risks, vulnerabilities
nd complex harms. This paper approaches the spectrum of risks,
ulnerabilities and complex harms by framing the smart home
ser as a digital citizen in a complex adaptive system where the
mpact of unintended consequences is fluid [13–15]. From this
erspective, risk represents the potential negative consequences
r threats to the system or human users in the smart home
etting due to the low resilience to privacy and security per-
ormances or capabilities [16]. In comparison, vulnerabilities are
ssues that pose threats or attacks to smart home technologies or
ystems [17]. This study also utilises the term ‘complex harms’ to
ncapsulate the multifaceted nature of harm, which transcends
he traditional perpetrator/victim model to incorporate multiple
takeholders. This terminological choice was inspired by the UK
overnment’s White Paper on Online Harm and the correspond-
ng Online Harms Bill. As such, it recognises the intersectional
ature of harm and the diverse nature of user experiences [18].
A scoping review is recognised as one of the most appropri-

te tools for evaluating literature that covers an emerging and
road field of work [19]. It is a practical evidence synthesis ap-
roach that adopts rigorous and transparent methods to identify
nowledge gaps, scopes a body of literature and investigates
esearch techniques [20]. Hence, this approach is particularly ap-
ropriate to examine a technologically adaptable area like smart
omes. According to Wang, MacGill and Klobas [21], the potential
isks surrounding adopting smart home devices are understudied.
here is also a need for a comprehensive synthesis of the risks,
arms and vulnerabilities in the field of Smart Home technolo-
ies [22]. This scoping review revealed a growing area of study in
omputing Science and Information Security, Human-Computer
nteraction, Law and Policy, Social Sciences, and Business Studies.
he review identified emerging themes of ‘risks’, ‘vulnerabilities’,
nd ‘harms’, in that order of frequency, which are prevalent
cross these fields and require attention from researchers and

1 https://www.statista.com/outlook/dmo/smart-home/worldwide
665
practitioners alike. Due to common terminology across areas, this
scoping review aims to unpack these multidisciplinary perspec-
tives on complex online harms and outline the opportunities for
these approaches to learn from one another and work together.
A scoping review on complex online harms (risks, vulnerabilities,
harms) of smart homes allows digital social innovation to be
evaluated responsibly and facilitates the fulfilment of the UN Sus-
tainable Development Goal 10, which aims to reduce inequalities.
It has previously been found that a shared language classifica-
tion around smart homes is a core starting point for reducing
inequalities, as smart homes tend to ‘draw on multiple social and
technical disciplines that share a broad vision. However, there is
a lack of interpretational consistency due to the terminology used
which creates ambiguity and limits the usefulness of the evidence
base in determining optimal ways to integrate technologies and
housing design to meet diverse needs [23].

Contemporary literature indicates a notable lack of studies
investigating the multifaceted nature of user interaction and ex-
periences within the smart home [24]. As a result, it remains
unclear what information is available about these complex on-
line harms and their relationship to smart home technology.
Addressing this gap provides the opportunity to give agency to
smart home users by reducing risks and inequalities through the
empowerment from passive recipients of technological services
to enable digital citizens to become aware and actively engage
in the decision-making processes of the smart home industry
and the government [13]. This paper provides a scoping review
of research on risks, harms and vulnerabilities in the context of
smart homes that conforms with the Preferred Reporting Items
for Systematic reviews and Meta-Analyses Extension for Scoping
Reviews (PRISMA-ScR) guidelines [25]. Its primary objective is
to map existing literature from a multidisciplinary perspective,
identify gaps within the literature and explore opportunities for
future research. This review aims to provide the foundations
for a more detailed systematic review of smart home literature
and form the basis of future outputs that inform the design of
smart home technologies and guide technology-conscious policy-
making. The following research questions guided this review:

1. How are smart home harms/risks/vulnerabilities conceived
and investigated in different disciplines of literature?

2. How is digital agency undermined and obtained in the smart
home environment?

This paper is organised into five main sections. Section 2 pro-
vides an overview of the methods employed for conducting the
scoping review, outlining the five stages (guided by the method-
ological framework developed by Arksey and O’Malley [26]) in-
volved in paper collection, selection and analysis of results. Sec-
tion 3 describes the results of papers analysis using statistical,
data science and analytical methods. Following this, Section 4
discusses the findings, including research limitations and recom-
mendations for future research. Finally, in Section 5, the paper
concludes with concluding remarks.

2. Research methodology

The main focus of the scoping review is to research the
literature to understand the state of knowledge, methods, gaps
and future research directions on the risks, vulnerabilities and
harms associated with the smart home from a multidisciplinary
background.

Several research methods systematically review the existing
literature, including state-of-the-art and systematic reviews of
contextual and more traditional approaches. However, given the
aim of this paper, a scoping review represents a suitable method-
ology as it offers a window into the extent of research on a

https://www.statista.com/outlook/dmo/smart-home/worldwide
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iven subject. In particular, scoping reviews are often deployed
o establish the depth of knowledge about a subject, existing
aps, and possibilities for future research [27,28]. In the present
ontext, we set out to understand the key vulnerabilities, harms,
nd risks emergent within the smart home’s ecosystems through
multidisciplinary perspective. This is a novel area, with develop-
ents in the complexities of smart home systems complementing
merging research about the phenomenon. This review offers a
latform for a broad overview of the subject across diverse fields
esearching the subject. Its goal is to map research concepts,
deas, definitions, sources, and categories of evidence charac-
eristic of the multidisciplinary nature of smart home research.
otably, scoping reviews allow us to produce an overall map of
hat evidence has been produced as opposed to the approach
ssociated with systematic reviewing where the best evidence
vailable is sought to answer a tightly defined question related to
olicy and/or practice [28]. The subject of enquiry can be novel
r long-standing with complexities or continuities in innovation.
lthough an in-depth examination focus goes beyond the empha-
is of scoping reviews, the approach’s capacity to systematically
ap the literature on a subject or field helps unveil trends that
ould inform new lines of inquiry drawing on broadly framed
esearch questions and objectives. The five-step methodological
ramework developed by Arksey and O’Malley [26] guided this
coping review and informed every stage of the process:

1. Identifying the Research Question;
2. Identifying Relevant Studies;
3. Selecting Studies to Be Included in the Review;
4. Charting the Data;
5. Collating, Summarising, and Reporting the Results.

The design and methods for this scoping review comply with
he PRISMA-ScR reporting guidance [25]. In addition, eligibility
riteria were informed using the SPIDER guidelines [29]. Below is
n overview of each stage involved in the review process.

.1. Stage 1 – identifying the research question

The protocol was drafted using the Preferred Reporting Items
or Systematic Review and Meta-Analysis Protocols (PRISMA-P)
tatement to comply with the Preferred Reporting Items for Sys-
ematic Reviews and Meta-Analyses Extension for Scoping Re-
iews (PRISMA-ScR). It was developed and revised with a team
f researchers with expertise in social science and humanities,
uman–computer interaction, business, and law. This team of
esearch associates was drawn from a broader multidisciplinary
esearch group, AGENCY: Assuring Citizen Agency in a World with
omplex Online Harms, which aims to investigate online harms
nd agency. Alongside the research associates, the broader group
dvised on the objectives and research questions to guide the
coping review process, including search terms and keywords,
ynthesising and reporting findings, and databases.
The first stage of the review involved designing and identifying

esearch questions following rigorous discussions, seminars, and
orkshops on smart homes across disciplinary boundaries. This
rocess helped contextualise the research by connecting field-
pecific discourse about smart homes to the broader themes
f agency and online harm. As a result of those deliberations
ith experts, research questions were identified in line with the
tudy’s objective. This is a crucial stage of the scoping review
ince the process of conducting a scoping review is often iterative,
equiring a reflexive approach to each stage as the researcher
ecomes increasingly familiar with the literature, there is a possi-
ility that revisions may be made to the research questions [28].
s part of this process, a smart home research protocol was
666
developed and registered with the Open Science Framework on
December 11, 2022.

Following multidisciplinary discussions during a series of work-
shops, five research questions were identified, and then two were
later conscripted to inform the scoping review. These are:

1. How are smart home harms/risks/vulnerabilities conceived
and investigated in different disciplines of literature?

2. How is digital agency undermined and obtained in the
smart home environment?

2.2. Stage 2 – identifying relevant studies: key themes, instruments,
studies, data sources and search strategy

With these research questions in mind, the researchers on
the project, through workshops and seminars, deliberated on the
objectives and research questions and identified the keywords
that informed the search strategy and identification of relevant
literature on smart homes. Initial search tests using the term
online harms yielded few results. Hence the deployment of risks
and vulnerabilities, as our findings support, are used fluidly to
depict complex online harms in the broader literature. These
keywords/ themes also reflect the multidisciplinary specificities
to be drawn from searches and allow for using the concepts
interchangeably especially given the diverse disciplinary lenses
on smart homes.

Before proceeding with the database search, we consulted
with a librarian at Newcastle University to review our search pro-
tocol and approach. Following their suggestions, they formulated
a comprehensive search strategy for identifying key literature
on complex online harms and smart homes. Agreed inclusion
and exclusion criteria also guided the framework for the search
strategy. To streamline the data management process, we used
Rayyan,2 a reliable tool for effectively organising and handling the
ata obtained through our search [30]. This facilitated collabora-
ive working across our multidisciplinary research team, allowing
everal researchers in this study to synchronously map studies
fter importing the extracted research data into the software.
Following identifying key themes, the researchers agreed on

hoosing research databases to extract data relevant to smart
omes. Three electronic databases: Scopus, Web of Science, and
estlaw, were identified as the relatively comprehensive infor-
ation sources and data collection platforms considering the
roject’s interdisciplinary nature. These platforms have some of
he world’s largest emerging research, archived historical and
ngoing research, conference proceedings and grey literature.
To narrow down our data scope, we conducted a comprehen-

ive review of the latest literature on smart homes, focusing on
ublications between 2017 and 2022. This time frame allows us
o capture the most recent developments in the field over the
ast demi-decade. Since the subject of smart systems and their
ssociated online harms is still emerging, we specifically sought
ut contemporary literature that delves into these complexities
nd their impact on users.
Initial steps undertaken involved a restricted search of one

nline database relevant to the topic to refine our methodological
pproach. This search resulted in 676 studies. It was determined
hat the advanced search must include the year of publication

2016, the term ‘smart home’ and one of the terms ‘vulnera-
bility’, ‘harm’, ‘risk’ or ‘agency’ mentioned in the title, abstract or
eywords.

2 https://www.rayyan.ai/

https://www.rayyan.ai/
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.3. Stage 3 – selecting studies: eligibility criteria and study selection
rocess

In this research, we leverage the following criteria based on
PIDER Tool [29] to select papers for further analysis:

• (S) Sample: All human and non-human elements involved
in the interactions of the smart home context.

• (PI) Phenomenon: The phenomenon of Interest: the agency,
vulnerabilities, risks, and harms resulting from developing
smart home technologies.

• (D) Design: Published literature of any research design and
grey literature whose quality will be evaluated by
researchers.

• (E) Evaluation: Characteristics, experiences, discussions/
representations of risk, vulnerabilities, and harms, aims of
the paper, methods employed, key contributions of the
paper and opportunities for future research.

• (R) Research type: Qualitative, quantitative, and mixed meth-
ods peer-reviewed studies. Grey literature, including third-
sector and government reports and briefings, educational
theses, and conference proceedings.

Thus, to be included in the scoping review, papers needed to
easure or focus on specific dimensions of vulnerabilities, risks,
arms, and smart homes (ecosystem, devices, technology, policy,
takeholders, users, perceptions, attitudes, adoption intentions).
lso, the focus was on papers published between 2017–2022 and
ritten in English. Studies were not limited to research meth-
ds and included quantitative, qualitative, mixed-method studies,
xperiments, and simulations to encompass a multidisciplinary
nderstanding of contemporary literature.
The focus of selected smart home papers included those which

ddressed ‘vulnerability/ies’, ‘risk(s)’, and ‘harm(s)’, within the
mart homes ecosystem. Smart homes also served as the bound-
ry, and papers on domestic smart homes and assisted living fa-
ilities for the elderly were included. In contrast, papers on wear-
bles and smart health devices were excluded, as were studies
ocusing on minors.

The diagram in Fig. 1 demonstrates the different mapping
tages of the scoping review and is further explained below.
Three reviewers (SO, RO, and VNZ) searched information

ources independently, facilitated by grading each eligibility cri-
erion as eligible/not eligible/potentially eligible. Once the initial
ligibility criteria were decided, the research articles were im-
orted into the Rayyan database. The three lead reviewers and
he data analysis team excluded articles unrelated to PI based on
heir titles and abstracts.

At least three team members at this stage voted to decide
hether to include an article. In instances of conflict, all team
embers discussed if it should be included, excluded, or marked
s ‘maybe’ for the following selection round. For studies con-
idered potentially relevant when they cannot be excluded, the
ull text of a research paper was reviewed independently by
t least two team members and decided based on its abstract
nd keywords. An article was included when both reviewers
ndependently assessed it as satisfying the inclusion criteria from
he text. The third reviewer of the data analysis team mediated
n the event of disagreement following the discussion.

.4. Stage 4 – charting the data: Categories of papers

To take advantage of the multidisciplinary expertise offered
y the team conducting this review, the full-text analysis of
he articles was divided on a disciplinary basis and led by a
esearcher with expertise relating to the subject matter discussed
667
within the literature. For example, the Law Research Associate as-
sessed papers with a legal focus, and Computing Science Research
Associates assessed papers with a computer science focus.

To achieve this, we labelled the category of each paper based
on the scope of the journal/conference where it is published.
The category labels were Information Security, Human-Computer
Interaction, Social Science, and Law. The papers in each category
are sorted by reviewing priorities. Generally, the most recent
papers published in top journals/conferences were prioritised
and reviewed first. This decision was made considering the time
limitation and ecological distribution of labour.

The data extracted included:

1. Articles that explore discussions about smart home vulner-
abilities.

2. Articles that engage with themes of risks and harms in a
smart home context.

3. Multidisciplinary studies and cross-comparative country
case studies.

The abstracted data on article characteristics were
aims/purpose, methods, research participant demographics, how
outcomes were measured, research object (e.g., smart speaker,
smart meter, user attitudes and perceptions), key contributions,
opportunities for future research, representations of vulnerabili-
ties, risks, and harms. Data on the country of the study was also
abstracted based on information provided on research partici-
pant nationalities, country of policy, or country origin of smart
home company/industry. However, this was only appropriate
for social sciences, law, and some Human-Computer Interaction
(HCI) studies and was not a meaningful category for information
security as this information was often not included. As such, this
characteristic was not utilised for the scoping review analysis. The
objective of the rigorous procedure followed in this study was
to ensure that the potential outcome synthesised the unidenti-
fied vulnerabilities, risks, and harms in the smart home context
in order to understand how these complexities are construed,
represented, and articulated in the literature.

We also address the Risk of Bias in Individual Studies. The in-
ternal peer review process is set to limit bias in the inclusion and
exclusion of study selections. At least two of the initial reviewers
independently assessed the risks of bias for each included article.
A third or fourth reviewer from the data analysis team mediates
in a conflict marked by Rayyan. To ensure reliability, we selected
ten papers to be piloted before use to reach a consensus within
the group regarding the selection criteria.

2.5. Stage 5 – collating, summarising, and reporting the results

Based on the selected papers, we analyse the results from
three different perspectives:

1. Quality of paper selection: We utilise data science meth-
ods to estimate paper selection and labelling accuracy and
quality. This ensures that screening and identifying rele-
vant papers is conducted with precision.

2. Interdisciplinarity and characteristics of the selected papers:
Through the application of data science and statistical
methods, we present key numerical characteristics that
reflect the multidisciplinary nature of the selected papers.
This analysis provides insights into the agreement and
distribution of papers across various research areas.

3. Analysis of complex online harms: We examine how risks,
vulnerabilities, and harms are represented in different dis-
ciplines. By scrutinising the papers, we gain an under-
standing of the diverse perspectives and approaches to
addressing these issues in the literature.
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Fig. 1. Our process within this scoping review followed Arksey and O’Malley’s five-stage methodological framework [26]. Additionally, the review followed the
PRISMA Extension for Scoping Reviews (PRISMA-ScR) checklist (http://www.prisma-statement.org/Extensions/ScopingReviews) (accessed on 27 Feb 2023).
Fig. 2. Graphical representation of used pipeline for visualisation of articles inclusion/exclusion.
.5.1. Quality of paper selection
To analyse the quality of the paper selection step, we utilised

Natural Language Processing technique to visualise text embed-
ings. The concept of this technique is that the researched articles
an be plotted in a 2D scatterplot using a neural network, so the
istance between each pair of articles reflects their difference. In
his plot, more distant articles have different topics, while closer
rticles are more similar.
668
The technique included several steps depicted in Fig. 2:

1. For each article, we combined the title and abstract into
a single string. We used these strings as input for the
visualisation technique.

2. For each string, we clean the text by removing stopwords
that were taken from the NTLK [31] stopwords list for the
English language (removing common words like ‘the’ or

http://www.prisma-statement.org/Extensions/ScopingReviews
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‘and’), removing punctuation and non-alphanumeric sym-
bols with regular expressions and converting the text to
lowercase.

3. Each string is encoded into a vector using the HuggingFace
implementation [32] of the Specter [33] document-encoder
model. We used an untuned version of the Specter model
as it is already trained on scientific publications.

4. For the resulting vectors, we used UMAP [34] dimension
reduction to reduce the multidimensional vector space into
a 2D space that is suitable for the scatterplot. In this step,
we also iterate over UMAP hyperparameters in the range
[2:20] for the n_neighbors hyperparameter, and set {0.0001,
0.01, 0.1} for the min_dist hyperparameter while leaving
other hyperparameters with default values. We save the re-
sulting scatterplot for each iteration and manually select a
scatterplot with a more visually structured representation.

5. Each paper is assigned an ‘‘exc/inc’’ metric, which is calcu-
lated by subtracting the number of votes ‘‘to exclude’’ from
the number of votes ‘‘to include’’ the paper in the analysis
(see stage 4).

6. The results are plotted with Plotly [35] in a scatterplot
where each paper corresponds to a dot. The X and Y axes
represent a 2D projection of the multidimensional space
according to a UMAP algorithm and SPECTER encoder, re-
spectively. The colour of each dot represents the ‘‘exc/inc’’
metric – the number of votes ‘‘to include’’ minus the num-
ber of votes ‘‘to exclude’’ from the analysis.

.5.2. Interdisciplinarity and characteristics of the selected papers
For each included paper, we assigned a research area to an-

wer the research questions from the perspective of each research
irection (results of individual sources of evidence according to
RISMA). To do that, we compare the abstracts and titles of the
apers with the research areas of the participating RAs in stage
.
To summarise these data (synthesis of results according to

RISMA), we calculated the statistics of studies included in the
eview and depicted them in charts.

We also used two data science methods to estimate multidis-
iplinarity.
The first method measures the number of the same papers for

ach pair of research areas (security, HCI, social and law studies).
ormally, we define an intersection as a cardinality of a set of
apers |S|, such as S = R1 ∩R2, where the R∗ is one of the defined
esearch areas.

The second method is based on the distances between papers
n sets. To find the closeness of the two disciplines, we used the
ollowing algorithm:

1. We used the papers’ vector-space generated earlier through
HuggingFace Specter (see embedding projection in Fig. 5
in the results section) to calculate the cosine distance di =

cosine(pi, pj) for each pair of papers, where first paper pi is
the paper from one research area such as pi ∈ R1, while
the second paper is from another area pj ∈ R2 and is the
nearest to the first paper pj = nearest(pi, R2).

2. We calculated the distance between areas dR1,R2 as an

average of di such as dR1,R2 =

∑|R1|
1 di
|R1|

.
3. As the numbers of papers in different research areas are

not the same, their distances are not symmetric, !∀ |R1| =

|R2| ⇒!∀dR1,R2 = dR2,R1 . Therefore, to make it symmetric,
we took an average one again as dR1/R2 =

dR1,R2+dR2,R1
2 , so

∀d = d .
R1/R2 R2/R1 p

669
Table 1
Research areas of participated RAs.
Research area Researcher

Information Security MK, HW
Human-Computer Interaction (HCI) SM (focus on voice assistants), VNZ
Social Sciences SO, KM, JCA (focus on business studies)
Law RO

Fig. 3. Distribution of votes.

4. After this, we created a MinMax scale to calculate dis-
tances between areas and reverse them so that they can
express similarity instead of dissimilarity sR1/R2 = 1 −

MinMax(dR2/R1 ,D), dR2/R1 ∈ D.

These methodologies allowed us to gain insights into the
ultidisciplinary nature of the research areas and provide a com-
rehensive understanding of the relationships between them.

.5.3. Complex online harms: Representations of risks, vulnerabili-
ies, harms in different disciplines

The last methodology involves a manual analysis of selected
apers obtained in stage 4, and is aimed at estimating how
isks, vulnerabilities, and harms are represented across various
isciplines. Through this analysis, we examine the themes asso-
iated with complex online harms, specifically focusing on risks,
ulnerabilities, and harms within the fields of information secu-
ity, human–computer interaction, social sciences, and law. It is
iscussed discipline-wise in more detail in Section 3.3

. Results

A total of 8 research associates (RA) participated in the paper
creening and identification (stages 1–4). The research areas of
articipants are presented in Table 1.

.1. Quality of paper selection

After identifying relevant studies (stage 2), there were 1750
apers, while in stage 3, just 235 were included in the review.
he result of each step of stage 3 is depicted in Fig. 1. These
apers and ‘inclusion’ and ‘exclusion’ decisions are used as input
ata to estimate the quality of paper selection (see methodology
resented in Section 2.5.1).
The distributions of the number of votes and ‘‘exc/inc’’ metric

re presented in Figs. 3 and 4, respectively.
The final scatterplot, which indicates the similarity between
apers, is shown in Fig. 5.
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Fig. 4. Distribution of ‘‘exc/inc’’ metric.

One can notice on it that included papers have ‘‘exc/inc’’ met-
ic > 0 and form a red pattern. The presence of a pattern in our
election indicates agreement between participated annotators
nd suggests that selected papers are not evenly distributed.
herefore, this means that this area corresponds to articles re-
ated to the vulnerabilities, risks, and harms of smart homes, and
e can use them in Stage 5 in further research.

.2. Interdisciplinarity and characteristics of the selected papers

The resulting set of papers (after stage 4) can be described
ith the following characteristics (characteristics of sources of
vidence according to PRISMA ScR Reporting Guidelines):

1. Years published: in the range [2017-2022]
2. Language: English
3. Paper availability: full access version is available
4. Paper relevance: the relevance of the paper’s content with

the scoping review topic

We calculated the statistics of studies included in the re-
iew to summarise these data (synthesis of results according
o PRISMA). We depicted it in Fig. 6 with Plotly [35]. The left
ide is the area chart of papers distribution over the year and
esearch direction - the height of the whole area represents the
otal amount of papers, and the colour represents the fraction
f a specific research direction. The right side is a pie chart of
apers per research area. Each article was associated with one or
ultiple scientific areas: Security, Human-Computer Interaction,
ocial Sciences, and Law. Note that the total number of articles on
he pie chart is more than 235 since scientific fields can overlap
s some papers are interdisciplinary.
As one can see, most of the papers belong to Information

ecurity. This is followed by HCI and Social Sciences, with just
few articles considering the Law.
A critical moment is that this plot does not explain how

esearch areas intersect in the selected studies. Thus, we used
wo methods presented in Section 2.5.2 to measure the interdis-
iplinary of selected papers.
The result interdisciplinarity plots are depicted in Figs. 7 and

, where columns and rows correspond to research areas and the
ell to a number of same papers (Fig. 7) or similarity measure s
Fig. 8).

Figs. 7 and 8 indicates that the most significant gap between
esearch areas is between information security and all other
isciplinary areas. The highest similarity value gives the pair of
ocial/law studies. Furthermore, for HCI, Social & Law are closer
han information security.
670
3.3. Complex online harms: Representations of risks, vulnerabilities,
harms in different disciplines

This scoping review identified emerging themes of ‘risks’, ‘vul-
nerabilities’, and ‘harms’ in that order of frequency for research
on smart homes. It is worth noting that the frequency of terms
used would be skewed towards computing science and informa-
tion security literature as that comprised most of the literature.
Threats also emerged as a common term accompanying those
risks, harms, and vulnerabilities in the literature. They can there-
fore be included as a keyword in future research on complex
online harms.

This section proceeds with a discussion of the themes related
to the complex online harms of risks, vulnerabilities, and harms
by field of literature; information security, human–computer in-
teraction, social sciences, and law.

3.3.1. Information security
From an information security perspective, harm, vulnerability,

and risk are formalised using different standards. Researchers
typically mention harm to confidentiality, integrity, availabil-
ity,3 and privacy. Vulnerabilities in smart home devices are of-
ten described using standards such as the Common Vulnerabili-
ties and Exposures (CVE) [36], Common Weakness Enumeration
(CWE) [37], and the OWASP IoT TOP 10 [38]. Some researchers de-
fine vulnerabilities using the STRIDE model [39] and CAPEC [40],
which focus on common attack vectors and patterns.

To describe risks, most researchers use the Common Vulner-
ability Scoring System (CVSS) [41] to prioritise defence mecha-
nisms and the DREAD [42] model to analyse and evaluate risks.

Smart homes are typically analysed on three levels: (1) smart
home devices and their components, (2) the smart home network,
and (3) security protocols.

Research on smart home security focuses on developing novel
approaches to detect and prevent information attacks specific
to IoT environments. This includes developing firewalls, access
control and authentication systems, and intrusion detection and
prevention systems. Additionally, researchers work on develop-
ing novel risk analysis techniques to prioritise defence mecha-
nisms and increase user awareness. Standardisation and review
of existing vulnerabilities and trends are also important research
areas.

The common limitation of the found research is the lack of
support of their results by the ‘real life experiments’ and incident
reports provided by commercial security companies.

In summary, frameworks like the CIA triad, vulnerability stan-
dards like CVE and CWE, and risk assessment models like CVSS
and DREAD help researchers and practitioners identify and ad-
dress weaknesses in smart home devices and networks. Devel-
oping new approaches for detecting and preventing attacks, risk
analysis techniques, and standardisation and review of vulnera-
bilities are key research areas.

3.3.2. Human-computer interaction
From the Human-Computer Interaction (HCI) perspective, un-

derstanding the behaviours, perceptions, and attitudes of related
stakeholders such as end users, gatekeepers, and entrepreneurs
on smart home devices has been a necessary activity before
identifying potential design solutions to the end users’ concerns
(e.g., [43,44]). Qualitative research methods such as surveys, in-
terviews, focus groups, as well as other user-centred co-design
methods employed by engaging with target users directly, are
commonly adopted to engage with the target population closely
(e.g., [44–50]). Across the scope of the research examined, HCI

3 a.k.a. CIA triad.
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Fig. 5. Each paper is a dot with its colour indicating the ‘‘exc/inc’’ metric, and the X and Y are abstract projections of multidimensional axes indicating the similarity
between papers.
researchers obtained an understanding of the users’ experience
(e.g.,[51–53]), attitudes of smart home devices towards everyday
use and engagement with smart home devices, (e.g., [54,55]),
explored and evaluated design ideations to promote an effort-
less user-centred digital household (e.g., [50]), or depicted and
assessed the internal threats brought by smart home devices and
how it may affect different users (e.g., [47,49]).

The specificity of such a focus unveiled the vulnerabilities,
harms, and risks that users experience. Vulnerability is a key
component for HCI designers to consider when defining research
questions and allocating target groups when identifying and eval-
uating risks and harms, as well as leveraging agency in the smart
home context (e.g., [56]). We highlighted two categories of ‘vul-
nerabilities’: the first indicates the users who are potentially
vulnerable to malicious technologies (e.g., [57,58]); the second
refers to the identified security issues existing in the Internet of
Things (IoT) with or without a patch (e.g., [17,59]). In the first
perspective, existing literature has specifically explored popula-
tion groups, including older people, individuals with disabilities,
671
and children (e.g., [57,58,60]). Other related literature identified
whoever may be influenced by risks and harms in the smart home
context as ‘vulnerabilities’ (e.g., [17,59]). Existing research has
also proposed various design implications and policy considera-
tions regarding how much information should be controlled by
and shared with users that can benefit both the development of
smart home technologies and the privacy concerns of end users
(e.g., [61]). Power dynamics within the digital household, which
led to an investigation of vulnerable groups have been given
arising attention (e.g., [47,58]). Risk assessment models, safety
messaging systems, authentication mechanisms, AR-based inter-
action systems, and new speaker and robot designs have been
deployed, tested, and analysed to protect people against cyberse-
curity infringement within the smart home ecosystem (e.g., [62,
63]). Existing empirical work shares similar limitations, including
limited sample size, short observation time, and simplified survey
instruments (e.g., [64]). In addition, more vulnerabilities call for
attention, such as the population who may experience social
isolation and marginalisation. A broader scenario within the IoT
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Fig. 6. Distributions of selected paper per year and research area.

Fig. 7. Research areas similarity based on method 1 (similarity based on set
ardinality – each number in the matrix is a number of same papers for each
air of research areas).
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Fig. 8. Research areas similarity based on method 2 (similarity based on
distances between papers encoded with NLP methods and SPECTER model in
sets – each number in the matrix is a MinMax normalised and reversed cosine
distance).

environment, a more diverse inclusion of technologies, and a
higher level of ethical principles must be situated, adopted, and
operationalised in future work.

Several themes emerged across the literature that broadly
revolve around concepts of agency and autonomy. For one, the
literature highlights privacy and cyber security issue as key risks
and vulnerabilities in smart home systems, delimiting the user’s
experience but also as perceived causes of direct and indirect
harm.

Correspondingly, the lack of awareness, knowledge, and per-
haps digital literacy more broadly escalates the problem of vul-
nerabilities, risks, and harms encountered in smart home con-
texts. [65] noted that cybersecurity exploitation mostly occurs
without the victim’s knowledge of the scenario. This has been
explicitly demonstrated in cyber-abuse cases involving domestic
violence. [55] states that smart home environments are affected
by knowledge, awareness, trust, and risk tolerance. These dig-
ital literacy gaps reinforce offline inequalities. For instance, in
cyber abuse cases, coercive control deployed within smart sys-
tems largely reflects the gaps in the digital literacy of users.
Research shows that smart home users do not pay keen atten-
tion to perceived privacy risks when providing privacy data for
a better bespoke service in smart home contexts [66]. From a
user perspective, the research shows that users generally cede
their agency, independence, and autonomy in the smart home in
favour of increased benefits of technology, which then augments
risks and vulnerabilities. More so, smart home users are depicted
as generally ’unaware of privacy risks from inference algorithms
operating on data from non-audio/visual devices’ [67].

The use of digital voice assistants has grown rapidly in the
last decade. It is forecasted that, by 2024, the number of digital
voice assistants will reach 8.4 billion units – a number higher
than the world’s population.4 A similar trend is followed in the
field of Smart Home Personal Assistants (SPA). But the users are
concerned about these devices’ security and privacy [68,69] as
they mostly rely on the voice communication channel, which is
known to be vulnerable, lacking proper authentication. Despite

4 https://www.statista.com/statistics/973815/worldwide-digital-voice-
ssistant-in-use/

https://www.statista.com/statistics/973815/worldwide-digital-voice-assistant-in-use/
https://www.statista.com/statistics/973815/worldwide-digital-voice-assistant-in-use/
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he fast-growing research on SPA’s security and privacy issues,
he literature lacks a detailed characterisation. We observed that
hile security and privacy attacks over SPA are distinctly broad,
he researchers have focused only on a smart part of it. Notably,
he recent works are mostly related to the issues of direct in-
eraction between a user, and their SPA [70–72]. However, those
roblems are indeed important and require further research to
ind effective countermeasures. Further attention should also be
aid to issues related to authorisation, speech recognition, pro-
iling, and the technologies integrated with SPA (e.g., the cloud,
hird-party skills, and other smart devices).

The evidence suggests that the SPA research community re-
uires robust methods for practical evaluation of existing attacks
nd countermeasures [72,73]. We noted that the interaction be-
ween the users and the SPA devices needs to be improved. SPA
ith always on, always listening features is more vulnerable if
hey do not have robust authentication criteria [74]. Currently,
he authentication mechanisms in smart homes are mostly de-
entralised. Incorporating a centralised mechanism would enable
user to access multiple integrated technologies by lessening the
uthentication burden and improving security measures. How-
ver, this must be implemented carefully to avoid creating a
ingle point of failure. Hence, future research focuses on how
ommunication protocols may improve current authentication
echanisms in SPA.
The next challenge of personal assistants in smart homes is

o control and manage authorisation, as the literature suggests
hat the authorisation mechanism should be able to dynami-
ally authorise and adapt permissions to users based on the
urrent context and their preferences [75,76]. It is shown that
PA requires a more fine-grained authorisation mechanism. We
bserve no formal security and privacy mechanisms for SPA that
onsider multi-user environment issues [77]. The lack of proper
uthorisation measures can cause insider misuse or lead to legal
ssues, e.g. intimate partner abuse. Moreover, the smart home it-
elf refers to a group of technologies collectively. Future research
equires novel authorisation mechanisms that provide secure ac-
ess authorisation and allow users to specify, monitor and control
hat data can be shared with those that have no direct access
o the SPA architecture, under what conditions and for what
urpose.
SPA is involved with many Natural Language Processing (NLP)

nd Machine Learning (ML) for speech recognition to sound more
atural and realistic [78,79]. Manipulation in these models can
gain cause severe security and privacy issues [80]. To handle
his, SPA providers must check for adversarial examples with
obust AI-based countermeasures. In addition, most existing SPAs
rocesses users’ voices in the cloud, making it difficult again to
nsure privacy issues [81,82]. Therefore, there is a need for future
fforts on how to make voice processing privacy-preserving with-
ut hindering SPA’s capabilities effectively. Future work should
lso look at the best, and most systematic way to conduct privacy
ssessments in SPA [83].
The investigations relating to smart home devices with the

roader literature in the HCI broadly employ qualitative meth-
ds and principally conduct interviews, focus group discussions,
nd participatory approaches. Across the scope of the research
xamined, two dynamics are examined in the literature: one
efers to the experience [51–53] and attitudes of smart home
sers towards everyday use and engagement with smart home
evices, and the other to their perception of such devices [54,55].
he specificity of such a focus helps us to unveil the vulnerabil-
ties, harms, and risks that users experience from a user-centred
erspective.
673
3.3.3. Social sciences
The taxonomy of the vulnerabilities, risks, and harms relevant

to smart home contexts are increasingly becoming established,
with complexities in the security and privacy architecture of
such devices being the focal point of debate, digital literacy,
knowledge gaps and awareness, adversarial and malicious at-
tacks and surveillance and control. Accompanying corresponding
risks to users are imbalances in understanding how these ills
operate, therefore, in understanding the scope and scale of the
problem. Cyber security, privacy, and literacy escalate legal con-
cerns, access and social exclusion issues, inequality, performance,
abuse, and data breaches within smart homes and require further
research. In the United Kingdom, with increasingly developing
attention to cyber abuse and deficits in agency and autonomy of
users within the home context.

Much of the smart-home literature in the domain of social sci-
ences focused on enhancing understanding of the perceived ben-
efits and risks surrounding and influencing acceptance and adop-
tion of smart-home systems from the perspectives of prospective
and current users, industry and policymakers to identify the dis-
crepancies among these multi-stakeholders [4]. The research aims
to provide insight into dismantling barriers to support and fur-
ther shape the market development and adoption of smart-home
technologies. For this purpose, many studies employed surveys
to conduct statistical analysis generating the results which, in
contribution to the field, are then (captured and) built into a
conceptual framework to determine and hence advance the un-
derstanding of the motivating and demotivating factors to use
smart-home systems. Much of this work constructs a conceptual
framework by combining the key elements of the extant theories.
For instance, [84] incorporate constructs from the Technology
Acceptance Model (TAM), which predicts and explains users’ ac-
ceptance of technology, the Innovation Diffusion Theory (IDT),
which explains the diffusion of the innovation process, passing
from innovation development to shaping the user attitudes and
then to the final decision whether to adopt or reject, and the Per-
ceived Risk Theory (PRT) postulated to impact the user adoption
decision of technical innovations.

In contrast, Mulcahy et al. [85] draw from a different set of
the major frameworks and concepts in the literature, namely, the
Technology Readiness Index (TRI). This examines whether con-
sumers wish to engage, the Consumer Engagement, which shows
how consumers see themselves engaging, and Trust and Risk,
which examine factors motivating or demotivating for adoption
and engagement. Whilst relying on a systematic literature review
of smart-home technologies, Li et al. [86] also develop a concep-
tual framework to understand the motivations, barriers, and risks
associated with the choice to adopt smart-home systems from a
consumer perspective.

Within the business studies literature, a socio-technological per-
spective was taken in relation to smart homes, where users were
often viewed from the standpoint of consumers and users of
smart home devices and IoT. As it relates to complex online
harms, the term risk appeared the most frequently, followed by
harm and vulnerability. Themes of risk were found to be linked
to the commercial success of consumers adopting smart home
devices and IoT [87], user anxiety and perceptions of risks around
privacy and security such as the sharing of their data with third
parties [88–90], and risks of smart homes exacerbating societal
inequalities through furthering exclusion of already marginalised
groups [23]. Similar to societal risks were the themes of incur-
ring societal harm through social divides experienced by differ-
ent demographics using smart home technology [91]. Harms to
consumers were also considered, such as the manipulation of
consumer behaviour, profiling, price discrimination, and targeted
predatory advertising [92]. Other general harms were those of
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hreats to the security and privacy of smart home devices [93].
he term ‘vulnerability’ was found to take two different mean-
ngs. Firstly, it parallelled the findings for computing science
nd information security literature, where vulnerability was also
sed in business literature to refer to smart devices with poor
ybersecurity [94]. Secondly, there was a socio-technical under-
tanding of vulnerability, which meant user mis-perceptions and
ack of knowledge around smart home technologies [95]. The
articipants in the studies conducted by the business literature
panned business use cases within the smart home industry [92],
nterviews with IoT experts, smart home designers, and persons
orking in the smart home industry [87,93], as well as surveys
nd focus groups of smart home customers [85,88,89,91].
Future research should establish a responsible digital inno-

ation agenda to safeguard consumer privacy and establish a
oundation of trust within the smart home industry [88].

.3.4. Law
From a legal point of view, contemporary literature is ex-

remely limited regarding the risks, harms, and vulnerabilities
f smart homes. This scoping review identified 4.8% of papers
atching our legal literature criteria.
Our analysis shows that, under a legal framework, harms are

lassified as situational or informational based on the risks posed
y cybercrime activity or privacy and data concerns [96]. Much
f the literature adopts a legal doctrinal approach to evaluate the
egulation of smart home devices in terms of existing legal stan-
ards such as data protection law and the UK’s Code of Practice
or Consumer IoT Security [96–98]. An exception is the work of
hen and Urquhart [94], who employ a social-technical analysis
f barriers to securing IoT devices. From a legal perspective, smart
ome users are assumed to lack agency resulting from informa-
ion asymmetries between stakeholders controlling the device
nd a lack of technical capabilities [96,97]. This has led to calls
o reassign legal responsibility and accountability to smart home
evice manufacturers to protect stakeholders adequately [94,97].
However, given the lack of literature in this area, it is clear

hat further research is needed to inform the legal understanding
f the risk, harms and vulnerabilities of smart home devices
nd to explore ways in which policy can be utilised to support
esponsible smart home innovation.

. Discussion

This section provides an overall assessment of the litera-
ure and discusses how it relates to the research questions. An
verview of the limitations of this study and suggestions for
uture research follow this.

.1. Assessment of literature

This work highlighted the existing literature on smart homes
as had a heavy technology focus. This huge imbalance in the
iterature is also reflected in the dataset deployed in this work,
here the balance between papers in the broad areas of human-

ties and social science is far fewer than those with a technical
ocus of computer science.

Regarding research question one (how are smart home
arms/risks/vulnerabilities conceived, encountered, addressed,
nd tackled in the literature?), it was found that the computing
cience/information security general premise of vulnerability as
oor cyber security of smart devices has infiltrated the social
ciences understanding of vulnerability as well. However, social
ciences literature approaches complex online harms from a
ocio-technical perspective by considering the impact on smart
ome users’ perceptions and intention to adopt smart home
674
technology and the societal consequences. The differences in
the understandings and uses of the terms risks, vulnerabilities,
and harms emphasise the importance of an all-encompassing
concept, such as complex online harms, to foster insights through
a collaboration of multidisciplinary perspectives. This finding
indicates that to empower users in the smart home environment,
perspectives of HCI and social sciences need to be included in
cyber security designs of smart home technologies, and they also
need to be phrased in ways that can be easily understood by any
user [93].

In terms of the second research question, which investigated
how digital agency is undermined and obtained in the smart
home environment, the scoping review found that the literature
did not explicitly address agency in the specific context of users
and that themes surrounding agency tended to be implied, except
for one paper, i.e.[11]. Therefore, at the moment, it is difficult
to engage the concept of user agency within the smart home.
However, considering digital social innovation, it is clear that
user agency can serve as an evaluative tool for complex online
harms. This paper previously outlined the above agency as the
control and autonomy of digital citizens in the smart home [9,10].
Thus, a human-controlled ‘agency re-adjustment’ of autonomous
and proactive smart home technologies is necessary to benefit
users sustainably [11]. A scenario where human users’ motives
and needs cannot be prioritised when they expect the tech-
nologies to be a ‘collaborator’ and provide recommendations for
decision-making may turn human users into ‘vulnerables’ and
bring potential risks and harm to people [11].

Moreover, a scenario where smart home devices fail to take
the role of ‘executor’ when human users expect the full con-
veniences also fails to engage with human users in the long
term. The values, including efficiency, emotional bonding, and
privacy, that end users appropriate for these technologies define
the agency that smart home devices should possess. These values
defining agency should form part of the reference criteria for
driving the digital innovation of the market.

4.2. Limitations

This scoping review concentrated on the risks, harms, and vul-
nerabilities in the smart home context from a multidisciplinary
approach. Therefore, some limitations to this review are worth
noting. Firstly, the inherent nature of a scoping review itself
decides the breadth rather than the depth of the review. As
such, this study could not provide an in-depth analysis of how
different demographics become empowered and disempowered
during interactions with smart home technologies. However, this
work fulfilled our objective of identifying and examining studies’
key concepts and characteristics and the knowledge gaps across
disciplines. In addition, we limited our work selection to pub-
lished and written in English. This was a pragmatic decision based
on accessibility and the need to standardise our approach. A fur-
ther limitation is that our analysis is limited to papers published
between 2017 and 2022, which may restrict the scope of our
findings. However, given the capacity of IoT smart home devices
for technological change, this decision to limit our findings to
contemporary literature is justified.

4.3. Future research

This scoping review aimed to provide insights into the land-
scape of literature on complex online harms and smart homes.
While this provided some summative context as to the different
demographics that become empowered (e.g. affluent, educated)
and, respectively, disempowered (e.g., elderly, lacking in digital
literacy, societally marginalised) by smart home technologies [8,
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3,91]. A systematic literature review is needed to understand
ow different user demographics may be empowered and disem-
owered by smart homes. Furthermore, policymakers have aimed
o cultivate safe online experiences (e.g., the Online Safety Bill
nd The Code of Practice for Consumer IoT Security). This scop-
ng review revealed a considerable disparity in legal academic
nterest in harm within the smart home compared with other
isciplines. As a result, there is a clear need to undertake further
onceptual and empirical research in this area. Future research
ould also be undertaken to engage with issues around the eth-
cal use of smart homes. This could be achieved by employing
nnovative methodological approaches such as case studies that
re largely absent from the literature, including multi-modal and
articipatory design approaches with a user-centric focus.

. Conclusion

This study is a scoping review of emergent conceptualisations
f risks, harms, and vulnerabilities in the literature on smart
omes. The main strength of this paper lies in its interdisciplinary
eview and approach, which draws on a multidisciplinary lens, in-
luding human–computer interaction, information security, social
ciences, and law. Resolving the human and social dimensions of
echnology design, adoption, and usage are implicit components
f the intersection between human–computer interaction (HCI)
nd social science. Concerning the research questions and the
eveloping literature, this review identified emerging themes of
risks’, ‘vulnerabilities’, and ‘harms’ in that order of frequency
ithin the literature on smart homes. The usage of terms is
kewed towards computing science and information security as
hat comprised the majority of the literature at 54.6%.

Regarding the second research question about how digital
gency is undermined and obtained in the smart home environ-
ent, the literature brings up issues with privacy, monitoring,
nd consent as lapses in the design of smart home technologies.
s a contribution, it is argued that human–computer interaction
ay draw from social science research by gaining knowledge
bout the societal effects of these technologies and the ethical
onsiderations for design so they can develop technologies that
espect user privacy, deal with power inequalities, and safe-
uard informed consent. The paucity of research in the social
ciences indicates a need for research focusing on user-centred
erspectives. Studies on user attitudes and behaviour can shape
nderstanding of how users perceive and respond to the harms
ssociated with the smart home, likewise the stimulus for adop-
ion or refusal of smart home systems. In these areas, more
tudies are needed to bridge the literature gap and complement
esearch in human–computer interaction. Social science and legal
esearch can seek ways to empower users by giving them agency
nd more autonomy within the smart home ecosystem through
olicies and educational interfaces that provide insight to users
bout the scale and scope of harms, risks, and vulnerabilities and
ays to mitigate them. As a result, further research is needed
o develop a technology-conscious, citizen-centred approach to
nderstanding and combating smart homes’ risks, harms and
ulnerabilities.
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