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ABSTRACT
The fierce competition among brands on online marketplaces makes 
the optimization of offerings within this context a significant chal-
lenge. To address this challenge, we draw upon network theory and 
model the degree of competition through consumers’ consideration 
sets. We use a large empirical dataset from one of the biggest online 
marketplaces to explore the dynamic relationship between network 
position and the degree of competition, and we depict the redistribu-
tion of market share of related offerings after adjusting their array. In 
doing so, we provide a theoretical reference on when and how brands 
should optimize their product offerings on online marketplaces. We 
further demonstrate that intra-brand cannibalization relations have a 
significantly greater impact on the degree of competition compared to 
inter-brand ones, while intra-brand cannibalization relations represent 
the main reason for fluctuations in the degree of competition. Hence, 
contrary to existing theoretical insights and practical intuitions, our 
findings demonstrate that brands should minimize the number and 
heterogeneity of their offerings within a market segment to increase 
their sales on online marketplaces.
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Introduction

The recent pandemic has drastically changed contemporary social and economic life, while 
the related implemented policies around the globe have put enormous pressure on the e- 
commerce resilience [62]. The resulting uncertainties have, thus, increasingly led brands to 
migrate their business endeavors to online marketplaces; for instance, the largest retailer in 
the United States has currently more than 150,000 brands in its online marketplace, almost 
four times more than before the pandemic.1 Such an aggregation of brands has naturally led 
to fiercer competition on online marketplaces. To improve their degree of competition on 
online marketplaces, therefore, brands broadly adopt the competitive strategy of product 
proliferation [52, 57], which can attract consumers from rivals and increase revenue as well 
as market share, leading to a further increase in the degree of competition amongst brands 
(inter-brand competition) [52]. Product proliferation, however, can also result in a 
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cannibalization effect, where products of a brand can be perceived as substitutes by 
consumers (intra-brand cannibalization) [42]. A stronger cannibalization effect can lead 
to a long tail in the sales distribution of a brand [15], increasing production and inventory 
costs, while also affecting the degree of inter-brand competition. Consequently, optimizing 
product offerings to enhance the degree of competition on online marketplaces is becoming 
increasingly vital for brands. Concurrently, rapid technological progress enables brands to 
shorten the cycle of product renewal. For example, Zara—a fast fashion brand—renews its 
product line twice a week.2 Therefore, if the decision support aids of online marketplaces 
continue to follow traditional approaches for analyzing the degree of competition of a brand 
[54], they might misadjust production plans, which can lead to increased operational risks 
and a reduction in sales [21]. To address the tensions of that phenomenon, we specifically 
explore:

Research Question: How can brands dynamically balance intra-brand cannibalization and inter- 
brand competition in product offerings to enhance their degree of competition on online 
marketplaces?

To answer the research question of our study and ensure the generalizability, and 
applicability of our findings, we draw upon network theory, and we use product considera-
tion sets of consumers from multiple product categories. The literature to date has mostly 
used supply-side information to assess the degree of competition between brands, such as 
the market share [39] or performance [97]. For instance, Li et al. [52] used data from the 
industry of personal computers and adopted an econometric approach to balance the effects 
of intra-brand cannibalization and inter-brand competition. Such approaches, however, are 
not consistent with the contemporary needs of brands on online marketplaces, as the time 
and economic cost of obtaining information on the supply side are relatively high, and such 
information is often outdated, not reflecting the real-time degree of competition of brands. 
Recent work has used the product consideration sets of consumers to identify competitive 
structures for brands and products from a market demand perspective. For example, Ringel 
and Skiera [75] used product consideration sets of consumers to explore asymmetric 
competitive networks and identify distinct submarkets. An asymmetric competition net-
work is defined according to the direction of competition between brands [1, 27, 58]. For 
instance, when the competition between brands B1 and B2 is not equal to the competition 
between brands B2 and B1, then they have an asymmetric competitive relationship [75]. We 
extend the line of research on product consideration sets of consumers through an asym-
metric competitive network perspective, by focusing on the dynamic change of the market 
segment to which a brand or a product belongs, and specifically addressing how the 
network position of brands can dynamically affect their degree of competition.

The extant information system (IS) literature to date has used product consideration sets 
of consumers to 1) model their time-variant clicking behavior from a single- [41] or 
multiple-website perspective [60], 2) demonstrate the relation between the browsing beha-
vior and purchase intention of consumers [60, 78, 96], and 3) analyze the market structure 
and competition [27, 32]. This line of research treats product consideration sets of con-
sumers as static [30, 52, 75]. The temporal dimension of consumers’ behavior, however, can 
reflect changes in their shopping process and provide a more consistent perspective on 
brand competition, thereby providing novel insights for optimizing product offerings, 
enhancing the degree of competition and unearthing factors that influence them over 
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time. We use the product consideration sets of consumers in different periods to measure 
the temporal dimension of their behavior on online marketplaces. In doing so, we extend 
the relevant discussions on IS literature [30, 52, 75] by using consideration sets of con-
sumers over time to dynamically balance intra-brand cannibalization and inter-brand 
competition, as well as to show the dynamic change of the market segment to which the 
brand and product belongs.

To explore how the market position of brands can dynamically affect their degree of 
competition on online marketplaces, we draw upon network theory; specifically, we use the 
network measures of structural holes and centrality indexes. According to network theory, a 
structural hole is a nonredundant connection between two nodes [17, 18] and describes a 
specific node that has direct connections with some nodes, but no connection or discontinuity 
with others. A brand in a structural hole refers to its position between other brands on an 
online marketplace, indicating that consumers rarely search for it at the same time along with 
others in a focal market segment; however, they do search for it at the same time along with 
others in other segments. Consequently, although the focal brand is less threatened by 
competition in a specific market segment, it can be threatened in others. Prior studies on 
structural holes have shown that nodes can gain advantages through brokerage opportunities 
created by the lack of ties among nodes [77, 88]. Other studies, however, show that nodes can 
benefit from a confidential relationship with others, and the degree of such confidentiality is 
often measured by centrality indexes. The most commonly used centrality indexes are degree 
centrality and betweenness centrality [34, 35, 92]. Degree centrality measures the control 
range of nodes; nodes with a higher degree centrality have a stronger influence. Since degree 
centrality represents the direct connection with a specific node, it reflects the impact of nodes 
on the local market [69], which refers to the market of a brand and its direct competitors in 
which a consumer navigates from one to the other. Betweenness centrality represents the 
positioning of a node as an intermediary and measures the number of shortest paths passing 
through a focal node, without necessarily having direct ties [35]. Betweenness centrality 
measures the impact of nodes on the global market, which refers to the network of direct 
and indirect competitors. High centrality indexes show that consumers often search for a 
brand along with other brands, indicating its popularity in the market; degree centrality 
reflects the local market and betweenness centrality reflects the global one.

We use the span of structural holes, betweenness centrality, and degree centrality as 
independent variables (IV) on a dataset of 6,549,484 records over a period of 10 weeks from 
one of the biggest online marketplaces in Asia. We explore the degree of brand competitive 
dynamics through the time-variant clicking behavior of consumers, using clickstream data 
[43, 87], which can objectively reflect the underlying interests and preferences of consumers 
on online marketplaces [41, 60]. To address the issue of interdependence in the network [73], 
we used a spatial auto-regressive (SAR) model [91], and we developed a unified framework to 
assess intra- and inter-brand competition. We further focus on how the position of a brand in 
a competitive network can dynamically affect its degree of competition by modeling the 
degree of inter-brand competition as a function of network attributes. Contrary to established 
theoretical insights as well as current practical intuitions and market practices [85], we 
demonstrate that brands should minimize heterogeneity in product offerings on online 
marketplaces to increase sales. We find that intra-brand product relations have a greater 
impact on sales, and they are the main reason for competition fluctuations. Consequently, our 
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findings bear novel insights into dynamic brand competition and the positioning of brands on 
online marketplaces.

The rest of our paper is organized as follows. In the second section, we first present the 
theoretical background of our study on asymmetric competition, implicit consumers’ 
preferences, consumers’ clicking behavior, networks, and the relationships among them. 
Second, in this section, we then present the theoretical background of our study on 
networks, as well as the relationships between networks and asymmetric competition. In 
the third section, we proceed to present the construction of the dynamic networks of our 
study, where we use consideration sets of consumers to quantify intra- and inter-brand 
competition. In the fourth section, we discuss the reduction of the intra-brand cannibaliza-
tion effect. In the fifth section, we demonstrate how the network position of brands can 
dynamically affect their degree of competition in the context of online marketplaces. In the 
sixth section, we discuss the findings and contributions of our study, while in the seventh 
section, we conclude the paper with the implications of our study for both theory as well as 
practice and we delineate an agenda for future research on the topic.

Theoretical Background

Clicking Behavior and Implicit Preferences

Online marketplaces enable consumers to simultaneously compare the offerings of multiple 
brands, leading to more intense competition than in offline settings [98]. In this context, the 
shopping process can be defined as the period between the initial searches for a product and 
the final purchase [44]. Consequently, brands within the same product category that co- 
occur within a shopping process can be perceived as competitors [24, 46, 65, 67, 75, 98]. Such 
a shopping process leaves behind trails in the form of clickstream data, which can be an 
effective resource for studying brand competition along with the interests and implicit 
preferences of consumers [12, 16]. Clickstream data represent electronic records of con-
sumers’ objective activities [16] and reflect their online browsing behavior without the need 
for introspection. Therefore, consumers’ online browsing behavior can indirectly reflect 
their implicit preferences. The implicit preferences of consumers refer to those they do not 
need to introspect [56]; that is, consumers are not aware of their implicit preferences, or 
cannot accurately express them. The implicit preference of consumers can reveal more 
accurately their interests [33, 56], which can enhance the degree of competition for brands 
[20, 21].

The literature has broadly explored the heterogeneity and degree of competition between 
pairs of brands [89], with only a few studies focused on optimizing the product offerings of 
brands in competitive environments [52], such as online marketplaces. This line of research 
shows that: 1) it is necessary to optimize product offerings in competitive environments 
[31] such as online marketplaces, 2) there is a consistent inverse U-shaped relationship 
between the degree of competition and the length of the product line of a brand [38], and 3) 
the degree of brand competition differs based on the category of products [75]. One of the 
key challenges in analyzing brand competition on online marketplaces is the increasing 
number of competing products since traditional methods such as scanner panels are not 
practically feasible for product categories containing thousands of products [67]. Prior 
studies have measured the implicit preferences of consumers by surveying the average 
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number of their searches for each product before a purchase [52]. Such data, however, can 
be limited due to the cognitive abilities of consumers, as it can be difficult to recall what they 
have searched for in the past during their online shopping sessions. Especially when the 
number of products searched for is large, the accuracy of surveys gradually decreases [75]. 
In addition, the collection of survey data can be costly as well as time-consuming and 
cannot reflect the real-time preferences of consumers.

Data about the online clicking behavior of consumers can reflect their implicit preferences 
and can be used to construct their consideration sets before completing a purchase [65]. Since 
consideration sets are the arbiters of competitive relationships [72], they can enable the 
discovery of competitive market structures [70]. Clickstream data can capture the instanta-
neous actual behavior of consumers, which is more reliable than survey and panel scan data 
[68]. Consequently, the implicit preference of consumers that are captured by clickstream data 
is the most direct, effective, and objective reflection of potential asymmetric competitive 
relationships amongst brands. Prior studies have used online searching, clicking, browsing, 
and reviewing behaviors to reflect the implicit preferences of consumers, and to represent the 
potential competition relations of brands [28, 46, 51, 52, 67]. Among them, Ringel and Skiera 
[75] used data of consumer search from product- and price-comparison websites to analyze 
asymmetric intra- and inter-brand competition based on such consideration sets and to 
identify different submarkets. Less explored within this line of research, however, remain 
the dynamic identification of asymmetric intra- and inter-brand competition, as well as the in- 
depth analysis of their influencing factors for product positioning on online marketplaces. In 
further clarifying this lacuna, we present the similarities and differences of our study with the 
relevant prior ones in the literature on intra- and inter-brand competition networks, in the 
Online Supplemental Appendix 1. We, therefore, approach intra- and inter-brand competi-
tion networks in line with Ringel and Skiera [75], while we further contribute to this line of 
research through the consideration of the dynamic asymmetric competition in various time- 
windows, and by further capturing the network-related factors that can influence the degree of 
asymmetric competition on online marketplaces. Such contributions are timely and metho-
dologically vital for IS research, especially in the context of online marketplaces, as novel 
insights on these long-standing issues could lead to the reduction of production and inventory 
costs for brands, which is conducive to enhancing their degree of competition.

Asymmetric Competition Networks

We draw upon the foundations of network theory to explore the competing relations 
among brands, and to capture the factors influencing their degree of asymmetric competi-
tion. Network theory provides a robust way to measure the positional advantages of nodes 
within a network [73], and has been widely adopted for studying organizations [12, 25, 47], 
their strategy [37], their innovation processes [36, 40], as well as their operations manage-
ment [19]. In the context of our study, for the inter-brand network, brands represent the 
nodes of the network, while the ties indicate that the corresponding brands have been 
considered by consumers within a shopping process. The weight of the ties indicates the 
probability of brands being jointly considered by consumers. For the intra-brand networks, 
the products represent the nodes, while the ties indicate that the corresponding product has 
been considered by consumers within a shopping process. The weight of the ties indicates 
the probability of products being jointly considered by consumers.
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For the inter-brand competition network, a brand in a structural hole refers to its 
bridging position between distinct groups of brands on an online marketplace, which 
indicates that consumers rarely consider a focal brand along with others in this market 
segment at the same time, but they consider this brand along with others in other market 
segments. This means that although the focal brand is less threatened by competition in the 
market segment, it is threatened by competition in other market segments. Thus, opposing 
to the bridging role of structural holes in organizations for social relationships [17, 18], their 
role in the context of our study is expected to be negative. Consequently, brands residing in 
many structural holes are rarely considered with others, attracting fewer consumers, and as 
a result, achieving a lower volume of sales. Centrality is one of the most established network 
measures [34, 35], as it reveals the structural advantages of the position of a node [59]. For 
the inter-brand competition network, high centrality indicates that consumers consider the 
specific brand along with others with a high frequency, which means that the specific brand 
is well-known in the market segment. Thus, the combined use of structural holes and 
centrality measures can enable us to identify which brands are more competitive and to study 
the impact of their position in the inter-brand competition network on their degree of 
competition over time. We, thus, argue that brands residing close to each other in such 
networks have stronger competing relations, due to a higher number of consumers that 
concurrently compare the utility of their offerings during the shopping process.

To explore local and global market influence, we use betweenness and degree centrality 
[69]. Betweenness centrality measures the number of shortest paths passing through a focal 
node, which do not necessarily have direct ties connected to it [34, 35]. In the inter-brand 
network, such a focal node indicates that the brand is relatively close to the target brand, 
that is, consumers need to refer to attributes of the focal brand when searching for the target 
one. Although consumers do not make comparisons with target brands in a certain market 
segment frequently, they do refer to them in the global market. Betweenness, therefore, 
delineates the centrality of the entire market of related offerings. We argue, therefore, that a 
brand with high betweenness centrality is more closely linked to the target brand, suggesting a 
higher exposure of the brand and, therefore, higher sales volume.

Concurrently, degree centrality represents the number of nodes directly connected to a 
focal node [69]. In contrast to betweenness centrality, therefore, the degree of a node 
describes its local centrality within a certain market segment. In the context of our study, 
therefore, we argue that the greater the value of a focal brand, the more traffic it generates, 
acquiring, thus, higher sales volume.

Dynamic Network Constructions

To construct the dynamic networks of our study, we first identify the intra- and inter- 
brand competition relations based on the clickstream data, and then we model the 
degree of dynamic competition for each brand, as visually depicted in Figure 1. In 
doing so, our approach consists of four steps, as visually depicted in Figure 2: 1) 
obtain data on consumers’ sequential clicking and purchasing behavior for a certain 
category of products within a fixed period; 2) aggregate the data for each consumer in 
a shopping process to form a consideration set; 3) construct the asymmetric competi-
tion matrix by combining all the consideration sets of consumers; the matrix repre-
sents the probability that a particular brand is considered by consumers; and 4) model 
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the asymmetric intra-brand relationships at the product level as well as the asymmetric 
inter-brand competition relationships at the brand level.

Data Collection

We obtained data on the online clicking and purchasing behavior of consumers for a period 
of 10 weeks from one of the biggest integrated online retail marketplaces in Asia, which has 
more than 300 million consumers and its core categories are electrical appliances, compu-
ters, and mobile phones. The longitudinal dataset contained: 1) consumer sequential 
clicking behavior in the same product category; 2) the log value of each brand’s purchasing 
data; 3) consumer demographics (see Table 1), and 4) the attributes of clicked or purchased 
product (i.e., product name, brand name, and product category). With privacy in mind, the 
dataset was pseudonymized with the use of a coding system.

Figure 1. Research process. Abbreviations: IV, independent variables; CV, control variables; DV, depen-
dent variable.

Figure 2. Identification steps for asymmetric relationships.
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The dataset consists of 6,554,984 records of 54,269 consumers, 2,688 products, and 86 
brands, where 6,982 purchases were made by 6,202 consumers, and covering 529 purchased 
products from 52 brands. The average number of products for each brand is 31.26 with a 
maximum of 198. The average number of purchases by a consumer is 1.13, with a maximum 
of 17. The average number of products purchased by a consumer is 1.08, with a maximum of 
15; the average number of brands purchased by a consumer is 1.05, with a maximum of 8 
(Table 1). To reflect the dynamic variability of asymmetric intra- and inter-brand competi-
tion, we first determined a suitable duration to define the time-windows. In doing so, the 
duration should not be set too short [48, 49], otherwise, the selection behavior within a 
shopping process will be regarded as the next cycle, resulting inaccurate analysis and sparse 
data, which is not conducive to the analysis of asymmetric intra- and inter-brand competi-
tion. The duration should also not be too long either [48, 49], otherwise useful information 
might be disregarded, resulting in the changing process of asymmetric intra- and inter-brand 
competition not being fully reflected. Since the change cycle is determined by the shopping 
process of consumers, the average duration between search and brand selection within the 
same shopping process is approximately 15 days, and the duration that consumers search for 
purchases is related to the product category [13]. In line with this, we also find that 85 percent 
of consumers in our dataset had shopping cycles of 14 days (see the Online Supplemental 
Appendix 2). Considering such behavioral characteristics, we choose 2 weeks as the duration 
of time-windows, which is also in line with the relevant literature [2, 13].

We use a sliding window filter [2, 48, 66], which is a widely used approach in the analysis 
of dynamic social networks, [1, 2, 48]. Sliding window filters are used to divide continuous 
data by time-windows of a fixed size, which can be either overlapping or non-overlapping. 
The use of overlapping sliding time-windows can improve the accuracy of analysis, as they 
are less prone to missing important events [2, 48]. Considering the periodicity of consumer 
behavior, as well as the average purchase cycle of 6.17 days in our dataset, we overlap each 

Table 1. Descriptive statistics of demographic and products.
Characteristic Number

Demographic Gender Male 50,071
Female 4,198

Age Under 25 years old 5,985
26-35 26,530
36-45 16,640

46 years old or older 5,114
Membership level Level 1 4,548

Level 2 10,647
Level 3 16,701
Level 4 22,373

Product Products included in each brand Max 198
Min 1

Mean 31.26
Purchases by consumers Max 17

Min 1
Mean 1.13

Products purchased by consumers Max 15
Min 1

Mean 1.08
Brands purchased by consumers Max 8

Min 1
Mean 1.05
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consecutive period by one week to reflect the continuous process of changes in brand 
competition and consequently divide the 10 weeks into 9 windows. For each time-window, 
we construct consideration sets, while to ensure that brands are competitive, we use only 
data from consumers in products of the same category [1].

Prior studies often use duration analysis to confirm the relationship between brands 
based on the purchasing and clicking behavior of consumers [24, 98]. We also use these 
pieces of information from duration analysis to build a network of competitive relationships 
between brands. For instance, when a consumer clicks on brands B1, B2, B3 and B4 within a 
time-window, and purchases brand B4, this means that B4 has a competing relationship with 
B1, B2, and B3. Accordingly, we filter the clicking behavior of consumers with purchase 
behavior in each time-window. We employ a modular optimization-based heuristic 
approach to cluster and visualize communities, which outperforms all other known com-
munity detection methods in terms of computational time and community quality [9].

In doing so, we constructed the undirected competition network of Figure 3, which 
consists of 52 nodes representing the brands, and 916 ties representing competing dyads. 
We calculated that its density is 0.69, revealing that 69 percent of the brands have a 
competitive relationship. The average degree of the undirected competition network is 
35.23, and the average path length is 1.35, indicating that the brands within a product 
category are very closely related. These values indicate that the degree of competition for the 
brands in our study is particularly fierce, compared to prior relevant studies that have used 
datasets demonstrating that consumers only click on an average of 2.8 brands before 
purchasing [13]. The attributes of the competition network between brands, therefore, 
can indirectly explain the strong competitive relationship among the selected brands in 
our study.

Figure 3. Network graph of competition between any two brands. Note: The nodes represent 52 brands, 
and their size indicates sales volume. The ties indicate a competitive relationship between brands; the 
color of the ties represents the market segments. The color version of the figure is provided in the Online 
Supplemental Appendix 3, Figure 2.

1336 ZUO ET AL.



Constructing Consideration Sets

After identifying the competing brands, we establish consideration sets in different time- 
windows based on individual consumers (Figure 2, second step), and then a joint con-
sideration set is constructed for each brand (Figure 2, third step). The joint consideration set 
is a combination of all consumers in units of brands, and the cell of the joint consideration 
set is the number of consumers who consider those brands at the same time-window. 
Specifically, in the matrix, the cell Njkt represents at time-window t, the number of 
consumers who consider the brands j and k together, and its mathematical expression is 
shown in the following Eq. (1): 

where I represents the set of consumers who click on the brands j and k together in time- 
window t, and I represents one particular consumer. If the consideration set of consumer i 
includes brand j in the time-window t, then we have Lijt = 1; otherwise Lijt = 0. Similarly, if 
the brand k is included in the brand consideration set of the consumer i in time-window t, 
then we have Likt = 1; otherwise Lik t= 0.

Establishing Asymmetric Binary Matrix

The degree of competition between any two brands is asymmetric [75], but this cannot be 
reflected in Eq. (1). To illustrate the construction of an asymmetric relations matrix, we take 
as an example the behavior of the three imaginary consumers presented in Figure 2. Let us 
assume that during a shopping process, consumer i1 clicks consecutively on brands B1 and 
B2, consumer i2 clicks on B1, B2 and B3, and consumer i3 clicks on B1, B2 and B3. We present 
these relations in Tables 2, 3, and 4. According to the values in the 4th and 6th columns of 
Table 2, there is a difference between the consideration sizes. To reflect this difference, we 
use Eq. (2) to transform a symmetric matrix into an asymmetric one: 

where N*jkt is the degree of relations between brands j and k in time-window t and the other 
parameters are as in Eq. (1).

Table 2. Constructing Individual Consideration Sets.
Consumer Click Consideration set Consideration set size Brand Considered size

i1 B1, B2 B1, B2 2 B1 3
i2 B1, B2, B3 B1, B2, B3 3 B2 3
i3 B1, B2, B3 B1, B2, B3 3 B3 2
Mean 2.67 Mean 2.67

Note: The column of consideration sets indicates the number of brands considered by consumers. The column of considered 
size represents the number of consumers the by which the brand is considered.
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Visualizing Asymmetric Competition

We use Louvain community detection [33] with resolution parameters to cluster the 
competition relations among brands and products, and we use the in-degree centrality to 
indicate the degree of competition in the first time-window. While it is possible to form 
nine such network graphs, one for each time-window of our study, for brevity we present 
the first time-window in Figure 4. Each node in Figure 4 represents a brand, and its size 
indicates sales volume. Colors indicate market segment, while ties indicate that brands are 
in a consumer’s consideration set within a time-window. We use two-way ties to indicate 
asymmetric competition: the degree of competition for B1 to B2 is indicated by the edge 
weight of B2 to B1. Conversely, the degree of competition for B2 to B1 is indicated by the edge 
weight of B1 to B2, the weight of ties indicates the degree of competition. In different time 
windows, the number of any two brands considered by consumers at the same time is 
inconsistent. When any two brands are not considered by any consumers, they are not 
competitive and do not appear connected.

Figure 4. Network graph of asymmetric competition between brands in the first time-window. Note: Each 
node represents a brand, and their size indicates sales volume. The ties indicate a competitive relation-
ship between brands; the color of the ties represents the market segments. The color version of the figure 
is provided in the Online Supplemental Appendix 3, Figure 3.
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Intra-Brand Cannibalization Analysis

By observing the asymmetric competition network in the nine time-windows, we find that 
the degree of competition fluctuates, which can pose risks to the operations and market 
positioning of brands. Therefore, it is necessary to conduct a further in-depth analysis of the 
underlying reasons for such fluctuations. To further explore such root causes, we take the 
products of brands as a unit of analysis and construct asymmetric competition networks 
amongst them, similar to the process for the asymmetric competition networks amongst 
brands, as we describe in the following section.

Dynamic Competition Process among Brands

To better portray the dynamics of competition among brands, we first identify the top 18 
brands that account for 90 percent of the overall market share (see the Online Supplemental 
Appendix 4), and then calculate their degree of competition over time, as we demonstrate in 
Figure 5. We use in-degree centrality in the inter-brand network to indicate the degree of 
competition. Although the degree of competition fluctuates within time-windows, the 
fluctuation ranges and can be divided into two phases; the fluctuation range of most brands 
is within five points of scale and a small number of brands have larger fluctuations (see 
details within the dashed box in Figure 5). Taking the brand with code ‘165’ as an example, 
in Figure 5 we can observe that in the third time-window its degree of competition is near 
40, while in the fifth time-window its degree of competition is below 5. When the degree of 
competition fluctuates greatly, it can cause risks to the operations of a brand, which brings 

Figure 5. The cegree of competition of each brand in the period of nine time-windows. Note: The 
different colors represent different brands as indicated in the upper right corner. The color version of the 
figure is provided in the Online Supplemental Appendix 5, Figure 5.
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challenges to its production and market positioning. There is merit, thus, in further 
exploring the reasons behind such fluctuations over time.

Reasons for Dynamic Competition

In the context of online marketplaces, 10 percent of products account for 90 percent of the 
market share of a brand [90, 98], similar to the Pareto principle [14, 86]. We, thus, select the 
products with the top 90 percent sales volume for each brand and analyze the intra- and 
inter-brand competition in different time-windows.

The results are shown in Figure 6, which consists of five directed network graphs that 
represent intra- and inter-brand competition in different time-windows. Each node repre-
sents a product, the numbers in the first graph represent the product code, and the products 
represented by the nodes in the subsequent graphs are the same as the first one. Nodes of the 
same color belong to the same brand, as shown in Figure 6a. Bilateral ties show the existence 
of intra- and inter-brand competition, while unilateral ties represent that one product poses 
a competitive threat to the others, but the reverse is not true. The weight of ties represents 
the degree of intra- and inter-brand competition. The number of ties between products 
within a brand and their weight is significantly higher than that between brands. This shows 
that intra-brand competition is much higher than inter-brand one and that consumers tend 
to consider products within the same brand rather than across different brands. By 
examining the competition network in different time windows, we can see that the ties 
and their thickness change over time, which demonstrates that the degree of intra- and 
inter-brand competition changes dynamically.

a: First Time-window

b: Third Time-window c: Fift Time-window

d: Seventh Time-window e: Ninth Time-window

Figure 6. Intra- and Inter-brand competition in different time-windows. The color version of the figure is 
provided in the Online Supplemental Appendix 6, Figure 6.
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To verify the aforementioned inference, we divided the 52 brands into three categories 
based on their sales volume (high, medium, low) and randomly selected one brand from 
each category. The intra-brand relations among products are divided into nine asymmetric 
networks. We calculate the indicators of each product and analyze the relationship between 
the indicators and the sales volume with a mixed regression. We find that 83.9 percent of 
sales fluctuations are contributed by intra-brand competition (Online Supplemental 
Appendix 7, Table 2). The main reason for intra-brand competition is the high substitut-
ability of products. Thus, optimizing product offerings is conducive to enhancing the degree 
of competition between brands. We can, thus, conclude that the main reason for fluctua-
tions in the degree of brand competition is the interaction among products within the 
brand. The analysis of six brands with larger fluctuations of competitive relation shows that 
intra-brand competition is more intense than intra-brand one, which is in line with the 
extant literature on the topic [52, 75]. We can, thus, infer that internal production-line 
adjustments are needed to optimize offerings within the brand, and we can calculate in 
advance how the market share of related products will change after such an adjustment.

Reduce Intra-Brand Cannibalization

Product proliferation can result in an increase in production cost, and consequently a 
decrease in profit margins. Brands, therefore, need to decide whether to adjust the original 
production line and estimate the loss/gain of market share when doing so. In the context of 
online marketplaces, the sales distribution of brands is considered fat-tailed [11, 57]. Based 
on the asymmetric networks, we can model sales after adjusting the production line. 
Subsequently, we randomly select the brand with code ‘235’ as an example to illustrate 
the market-share redistribution when its production line is adjusted.

As we depict in Table 5, before production line adjustment, the market share of this 
brand in the first time-window was 29.09 percent, of which the market share of the top 
(i.e., best-seller) six products was 23.77 percent, and of the bottom (i.e., least sold) ten 
products was 5.32 percent. To further illustrate, let us assume the possibility of stopping 
producing the products with sales volume ranking of the bottom ten products for the 
brand with code ‘235’, and also assume that in the consumers’ consideration set each 
product has an equal probability of being considered. If consumer A considers four 
products at the same time-window, the probability of each product being considered is 
25 percent, while if the number of products in the market decreases by one, the 
possibility of consumers considering other products increases. We use the consumers’ 
consideration set, by considering the idea that the probability of each product being 
considered is equal and we calculate the adjustment of market share after the brand 
reduces the production of the bottom ten products for the brand with code ‘235’. 
According to the result, we find that the adjusted market share does not decrease by 
5.32 percent, but only by 3.08 percent. To the extreme, assuming that the production 
cost of each product is equal, producing six products only requires 37.5 percent of the 
overall production cost for 16 products, and hence removing the bottom ten products 
can save 62.5 percent of the original production costs. Thus, the inter- and intra-brand 
asymmetric competition network can also provide a strong reference for the production 
line adjustment.
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Inter-Brand Competition Analysis

The degree of brand competition is a manifestation of market power, and it can be 
measured through the sales volume [79]. To capture competition dynamics between brands, 
we use the frequency of consumers’ conditional considerations to measure the degree of 
competition [75]; the process is shown in Table 3 and Table 4. According to network theory 
[5, 73, 76], different structural characteristics represent different consumers’ consideration 
sets, indicating that preference for a brand varies, having the potential to model sales. In line 
with this, therefore, we use the span of structural holes, betweenness centrality, and degree 
centrality as IV to model sales. To solve the auto-correlation problem, we use SAR models 
for parameter estimation [95].

Variable Selection

We consider the frequency of consumers’ conditional considerations as directly proportional 
to their actual purchase [64] and use brand sales to measure the degree of competition. Due to 
the significant difference in sales volume of brands, we take the log of sales logyjt as DV, where j 
indicates a brand and t the time-window. We use structural constraint indicators [23, 93], and 
for each time-window the indicators are estimated by Eq. (3) and Eq. (4): 

where Cjt represents the network constraint of brand j in the time t, where the larger the 
value, the greater the constraint and the fewer structural holes a brand would have. Since 
structural constraint is negatively related to the degree of structure holes, we use 
1 � Constraint to represent structural holes index; K represents a brand directly adjacent 

Table 3. Constructing joint symmetric consideration sets.
Symmetric consideration sets B1 B2 B3

B1 - 3 2
B2 3 - 2
B3 2 2 -

Note: The columns represent the number of consumers that consider both brands at 
the same time.

Table 4. Constructing joint asymmetric consideration sets.
asymmetric consideration sets B1 B2 B3

B1 - 1 0.67
B2 1 - 0.67
B3 1 1 -

Note: Values are symmetrical along the diagonal. To convert them into an asymmetric 
relationship, it is necessary to divide the values in each row in Table 3 by the values 
corresponding to each row in the sixth column in Table 2. For example, the number 
1 in row 2, column 3 in Table 4 is equal to the value 3 in the corresponding position 
in Table 3 divided by the value 3 in row 2, column 6 in Table 2.
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to j; Cjkt indicates the degree of constraint of brand k directly adjacent to brand j at time t; q 
represents a common adjacent point for brand j; and k. pjkt represents the proportion of 
brand j in the neighboring nodes of brand k at time t. 

P

q
pjqtpqktindicates the indirect 

proportion of brand k on brand j. Considering that the network is asymmetric, pjkt is not 
equal to pkjt. Betweenness centrality is calculated according to Eq. (5) [34]: 

where gklt is the number of shortest paths between nodes k and l in time t, and gklt(j) 
represents the number of shortest paths through node j. Therefore, Eq. (5) shows how often 
node j is located on the shortest path between nodes k and l in time t. The equation for 
degree centrality is [34, 35]: 

where j is a focal node, k is a node other than j, N is the number of all nodes, x is the 
adjacency matrix, and the cell xjkt indicates the direct adjacency between nodes j and k in 
time t. When the value is 1, there is adjacency between nodes; otherwise, the value is 0. 
Degree and betweenness centrality measure the importance of a structural position of a 
node in a network; specifically, degree centrality measures the local influence of a node, 
while betweenness centrality measures the global impact of a node [92]. In Table 6 we 
summarize the descriptive statistics of the network indicators in our study.

Table 5. Market-share distribution with product-line adjustment.
Changing the overall market share of brand #235 before and after product adjustment

Brand ID Old share (percent) New share (percent) Share gain (percent)

Top six products 235 23.77 26.01 2.24
Bottom ten products 235 5.32 0.00 −5.32
All 235 29.09 26.01 −3.08

Products with the largest share changes after the product adjustment

Brand ID Product ID Old share (percent) New share (percent) Share gain (percent)

235 44 3.84 4.53 0.69
235 46 3.08 3.57 0.49
235 45 4.00 4.43 0.43
235 43 1.99 2.35 0.36
232 66 0.35 0.64 0.29

Table 6. Descriptive statistics of variables.
Variables Sample size Mean SD Min Max

DV Log-sales 468(52*9) 1.45 1.48 0.00 5.33
IV 1-Constrain 468(52*9) 0.91 0.17 0.71 0.93

Degree 468(52*9) 71.68 5.33 15.00 78.00
Betweenness 468(52*9) 28.03 27.40 0.00 175.04

CV Gender 468(52*9) 0.09 0.20 0.00 1.00
Membership level 468(52*9) 0.12 0.19 0.00 0.87
Age 468(52*9) 0.37 0.31 0.00 1.00
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Abbreviations: SD, standard deviation; DV, dependent variable; IV, independent vari-
able; CV, control variable.

Control Variables

Since the intra-brand asymmetric competition network is constructed by consideration sets 
on the brand level, the demographics of consumers are considered to have an impact on 
sales [55]. We, thus, control for the effects of gender, age, and membership level of 
consumers in our models. As females tend to have a higher purchase intention and a 
more positive attitude toward brands [81], we control for gender on sales using the 
percentage of female in the dataset. Age is also a key factor of individual motivation [29], 
as consumers of different ages have different purchasing motives, and options.

The consumers that completed a purchase in our dataset are between 26 and 45 years old. 
Therefore, we use the median value of 36 years and the percentage of consumers above 36 
years of age to analyze the impact of age on the volume of sales. The membership level can 
explain the purchase and consumption experience of consumers, as the higher the member-
ship level, the richer their shopping experience. Consumers with different experiences have 
different clicking behaviors and purchase possibilities. Thus, the membership level can 
impact brands sales. There are four levels of memberships in our dataset, according to the 
descriptive statistics, most of the purchasers are above level 4. Thus, we use the percentage 
of consumers on level 4 in our dataset to measure the effect of membership level. The 
correlations for all variables of interest are presented in Online Supplemental Appendix 8 
(Table 3).

Estimation and Results

An extreme strategy in parameter estimation is to treat panel data as cross-sectional—since 
there is no individual effect—and perform pooled regression. We use a pooled regression 
model as baseline and a population-averaged (PA) estimator for the parameters. To avoid 
potential endogeneity issues, we lag the IV by one period [7, 10, 74]. Considering the effects 
of IV and CV on the log of sales volume, our model is shown in Eq. (7), in which uj is the 
influence of the brand, and εjt is the error term: 

The estimation results of the baseline model are shown in Table 8 (models 1 and 2). To 
test multicollinearity among IV and CV, we performed a variance inflation factor (VIF) test 
[80]. We present the results in the Online Supplemental Appendix 9, where the maximum 
value of VIF for all variable is 2.01, far less than its threshold of 10 [80], indicating that 
multicollinearity among IV and CV is not an issue. However, the basic assumption of using 
ordinary least-squares (OLS) model for parameter estimation is that there is no auto- 
correlation among DV. Since the ties in the inter-brand network are derived from a clicking 
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behavior in which consumers can be the same or overlapping, an auto-correlation between 
the individuals of a brand in different time-windows is possible. We use the global spatial 
auto-correlation Moran detection [53] to test for auto-correlation among DV. According to 
the results in Table 7, the Moran index among the DV is -0.096, and the p value shows that 
the exponential relationship is significant, indicating a strict auto-correlation between DV. 
The negative value of the Moran index indicates a negative correlation in the sales of each 
brand, which is consistent with their competitive relationship.

SAR models come from spatial econometrics and have recently been widely adopted in 
neighboring management disciplines, mainly due to the increasing attention paid to the 
interaction between economic factors, such as peer effect, neighborhood effect, and spil-
lover effect, as well as the rapid development of geographic IS, and the wide availability of 
spatial data. Whilst SAR was originally introduced for spatial data [6], it has been increas-
ingly gaining popularity in all variances of network analysis [22, 26, 56], as well as for 
modeling interdependent consumer preferences [94], since network data share many 
similarities with spatial data. For our study, the main reason for the existence of auto- 
correlation between the sales of each brand is that the ties in the inter-brand competition 
network are interdependent [73]. Any two different brands in our dataset are related to each 
other through a series of shared consumers. For each brand in the same product category, 
since the total number of consumers is fixed, the overall market demand remains 
unchanged, and there is a negative correlation between the sales of each brand. Since 
there are three types of SAR models, we detail our selection in the Online Supplemental 
Appendix 10, considering DV as shown in Eq. (8): 

where the parameters are consistent with the previous statements; Wjk is the 52 x 52- 
dimensional spatial weight matrix, in which cell values are the mean of all the brand 
asymmetric matrices; Ykt indicates the sales volume of other brands at the same time- 
window; Xjt-1 is the IV and CV of brand j lagging one period; and Δt is the time effect, 
referring to the nine time-windows. The estimations of Model 3 and 4 in Table 8 are the 
corresponding results of the SAR model, and the influences of the three network measures 
on sales are significant. In addition, among the CV, only gender has a significant impact on 
sales. Meanwhile, according to the value of R square, we can conclude that the SAR model 
has a better fitting effect on the actual sales (0.687 > 0.539) compared to the baseline model.

Abbreviations: OLS, ordinary least-squares; CV, control variable, IV, independent vari-
able; SAR, spatial auto-regressive; AIC, Akaike Information Criterion.

Table 7. Result of global spatial auto-correlation test.
Variable Moran index E (index) SD (index) z p

Log sales -0.096 -0.002 0.011 -8.494 0.000

Notes: Moran index is a comprehensive evaluation used to measure the degree of spatial auto-correlation. E (index) 
represents the mean of Moran index; SD (index) represents the variance of Moran index; z represents the test method. 
When the z value is positive and significant, it indicates that there is a positive spatial auto-correlation; when the z value is 
negative and significant, it indicates that there is a negative spatial auto-correlation. The p value is the result of a two-sided 
test.
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Robustness Check

Different product categories have different attributes, and the behavior of consumers varies 
per category [50]. To test the robustness of our results, we use the clicking and purchasing 
behavior in different product categories. In Table 9, we compare the structures of the 
original and the test dataset. Compared to the original product category data, the product 
category selected in the test-set differs in three ways: 1) the number of purchased brands (in 
the test-set is about half of the original); 2) the number of consumers with click and 
purchase records (it is double, while the number of clicks is roughly equal); and 3) the 
purchase amount of the test-set (it is nearly double that of the original).

The comparative analysis shows that the number of clicks on each product in the original 
dataset is almost twice that of the test-set, which indicates that brand’s attributes of the two 
types are considerably different, and there is a large difference in the identification process 
of consumers before the purchase. Concurrently, in the test-set, the average purchase 
amount of each consumer is 1.3 times that of the original dataset, indicating that products 
in the test-set are more aligned with the characteristics of daily consumables than the 

Table 8. Estimation results for OLS and SAR (DV = log sales).
Variables Model 1 Model 2 Model 3 Model 4

OLS OLS SAR SAR
CV Gender 0.998*** 

(0.323)
0.879*** 
(0.246)

0.395** 
(0.166)

0.393** 
(0.160)

Membership level 3.259*** 
(0.331)

2.040*** 
(0.262)

0.165 
(0.185)

0.185 
(0.175)

Age 0.308 
(0.201)

0.323** 
(0.153)

0.07 
(0.187)

0.083 
(0.184)

IV 1-Constrain -53.905*** 
(3.788)

-4.244* 
(2.337)

Degree Centrality 0.157*** 
(0.012)

0.017** 
(0.007)

Betweenness 
Centrality

0.022*** 
(0.002)

0.002** 
(0.001)

Network Rho 0.602*** 
(0.06)

0.589*** 
(0.063)

Constant 0.850*** 
(0.115)

38.099*** 
(3.032)

0.779*** 
(0.197)

3.306* 
(1.721)

R square 0.200 0.539 0.160 0.687
AIC 794.026 791.847

Note: Standard errors are in parentheses. Path coefficients are outside parentheses. Rho represents the correlation of a 
competitive relation between a neighbor and a focal brand. R square represents the fitting effect of the corresponding 
model on actual sales. AIC represents the goodness-of-fit of the SAR model, and the lower the value the better the 
goodness-of-fit. 

*p < 0.1. **0.01 < p < 0.05. ***p < 0.01.

Table 9. Comparison of the original dataset and the test dataset.
Original dataset Test dataset

The number of clicks 6554984 6787974
Purchases 6982 13281
Users 54405 104740
Purchasers 6202 12921
Products 2688 3938
Purchased Products 529 859
Brands 86 40
Purchased Brands 52 30
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products in the original dataset. The comparison of the two data structures shows that the 
two products categories have greater heterogeneity. Heterogeneity refers to the degree of 
variance in the attributes of the focal network [61] and captures the degree of differences in 
consumers’ browsing records and repurchases, as well as their consumption frequency.

Since the product characteristics of the two datasets are different, to reduce the dimen-
sionality impact we standardized dataset indexes before comparing the product network. If 
the test-set results are consistent with the original, our findings can be considered robust. 
Thus, we re-analyze the test dataset according to the aforementioned process, and the 
results (Online Supplemental Appendix 11, Table 7) show that the three network measures 
affect the brand sales in the same way as the original dataset. Specifically, the results of all IV 
are significant. Structural holes have a negative impact on brand sales, while degree 
centrality and betweenness centrality have positive impacts on brand sales, thus successfully 
demonstrating the robustness of our findings. Furthermore, prior research shows that 
consumers’ consideration sets are influenced by weekends and weekdays [8]. Thus, to 
further verify the robustness of our findings, we divide consumers’ weekly consideration 
sets in the test-set into two-time windows: weekend and weekdays. The transformation 
process between consumers’ consideration sets and brand dynamic competition network in 
different time windows, and the analysis of the influencing factors of brand dynamic degree 
of competition are consistent with the analysis of the original data. The results (Online 
Supplemental Appendix 11, Tables 7-11), show that structural holes have a negative impact 
on sales, in-degree centrality has a positive impact on sales, and betweenness centrality has 
no significant effect on sales. These results further verify the robustness of our findings.

Endogeneity Test

While the lagging of variables by one period can effectively alleviate the endogeneity issues 
of mutual causality, we still account for the two-way relation between sales of different 
brands within a time-window. We use the lagging log sales volume of competing brands 
within a time-window as an instrumental variable because the previous sales of competing 
brands affect their current sales, and the sales of competing brands at the same time- 
window affect each other. To further analyze the influence of the network measures on the 
volume of sales, we use a 2-stage least square (2SLS) regression to address the endogeneity 
issues in line with Perera and Tan [71]. We follow the same approach for parameter 
analysis, showing the results of the endogeneity test in Table 10. Subsequently, we carried 
out a Sargan’s Test, showing that the instrumental variable is not used excessively (p = .94). 
The influence of network measures on sales is still consistent with the SAR model and, 
therefore, suggests that endogeneity is not an issue in our analysis.

Abbreviations: 2SLS, 2-stage least square; SAR, spatial auto-regressive; CV, control 
variable; IV, independent variable; AIC, Akaike Information Criterion.

Discussion

Key Findings

Research on brand competition in the context of online marketplaces from the perspective 
of product offerings has timely reference value [30, 52, 75]. Prior studies have identified the 
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market segments and static asymmetric competition relations of brands by using consu-
mers’ consideration sets. Brands on online marketplaces, however, compete for consumers’ 
attention in real-time, and consequently, being able to identify asymmetric competition in 
such a context is more challenging than in traditional ones. As the preferences and attention 
span of consumers constantly change, capturing their clickstream data and dynamically 
modeling the degree of competition can effectively reduce the potential risks for brands of 
losing market share. We propose a novel approach to identify brand product cannibaliza-
tion and market competition relations through consumers’ consideration sets and use the 
volume of sales to verify this. Subsequently, we first analyze how brands should adjust their 
production lines to reduce intra-brand cannibalization. We further explore the factors that 
affect future sales of brands from the perspective of inter-brand competition. We use the 
span of structural holes, betweenness centrality, and degree centrality to analyze the volume 
of sales. Finally, regarding future sales, we handle the interdependence among brands, using 
SAR models for parameter estimation.

In doing so, our study brings forward three key findings. First, we find that intra-brand 
competition has a greater impact on the degree of dynamic competition than inter-brand. 
Considering the importance of intra- and inter-brand competition in optimizing product 
offerings, our findings underscore the need for brands to balance these two effects when 
offering products on online marketplaces. If the impact of intra-brand competition on the 
degree of dynamic competition is more pronounced, brands on online marketplaces are 
better off when reducing the number of their offerings, which addresses the research 
question of our study. This finding may be counterintuitive, as in practice online market-
places are not limited by capacity or physical shelf space. In addition, our work can also 
predict in advance how the market share will change after product line adjustment.

Second, our findings show that products residing in structural holes serve as an out-
bound agent and hence create negative effects on sales volume, which broadly contradicts 

Table 10. Endogeneity test (DV = log sales).
Variables 2SLS Model SAR Model

CV Gender 0.446*** 
(0.166)

0.393** 
(0.160)

Membership level 0.423** 
(0.185)

0.185 
(0.175)

Age 0.135 
(0.187)

0.083 
(0.184)

IV 1-Constrain -7.370*** 
(2.564)

-4.244* 
(2.337)

Degree Centrality 0.025*** 
(0.008)

0.017** 
(0.007)

Betweenness Centrality 0.004*** 
(0.001)

0.002** 
(0.001)

Network Rho 0.589*** 
(0.063)

Constant 4.925** 
(1.927)

3.306* 
(1.721)

R square 0.687
AIC 791.847

Note: Standard errors are listed in parentheses. Path coefficients are listed outside the parentheses. Rho represents the 
correlation of competitive relations between a neighbor brand and a focal brand. R square represents the fitting effect of 
the corresponding model on actual sales. AIC represents the goodness-of-fit of the spatial auto-regressive model, and the 
lower the value the better the goodness-of-fit. 

*p < 0.1. **0.01 < p < 0.05. ***p < 0.01.
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the insights from the extant management literature on the positive effects of the span of 
structural holes on organizational performance. When a brand is in a structural hole, this 
indicates that fewer consumers consider it at the same time along with other brands. For 
such brands, however, the degree of competition in a product category is relatively weak. 
Therefore, our findings demonstrate that in the context of online marketplaces, brands 
should minimize heterogeneity in their product offerings within their market segment to 
increase sales, which also contradicts intuitive current practices for pursuing individualiza-
tion in product offerings to become more competitive [28].

Third, our findings show the positive impact of degree centrality and betweenness 
centrality on the volume of brand sales on online marketplaces, which validates the two 
initial assumptions of our study. We find that the influence of degree centrality is higher 
than betweenness centrality, which means that intra-brand cannibalization is more intense 
than inter-brand competition. Thus, when brands consider their product design and 
marketing strategies for online marketplaces, they should give a higher reference weight 
to the characteristics of each brand in their market segments.

Theoretical Implications

Our work brings forward four key theoretical contributions. First, we consider an asym-
metric competition relationship amongst brands, which is more consistent with contem-
porary reality, and provides better theoretical foundations for competition on online 
marketplaces. In addition, we balance intra-brand cannibalization and inter-brand compe-
tition to reduce the market risk of product offerings in this context. Second, we use 
consumers’ time-variant implicit preferences to unearth the dynamics of intra- and inter- 
brand asymmetric competition and provide a theoretical reference on when and how brands 
should optimize their offerings on online marketplaces to increase their sales volume. In 
addition, we integrate demand information of consumers’ implicit preferences with supply- 
side sales insights to increase the robustness of our findings. By doing so, we extend the 
literature on the use of consumers’ time-variant implicit preference information from the 
consumer level [41, 60] to the brand level. Online marketplaces, due to their high product 
aggregation and fast updates on offerings, can result in constantly changing consumers’ 
preferences and attention spans. Capturing the dynamics of intra- and inter-brand asym-
metric competition can provide a sorely needed theoretical reference on when and how 
brands should optimize their offerings on online marketplaces, thereby reducing the market 
risk. Third, we combine the span of structural holes with centrality measures to model the 
sales of brands on online marketplaces. In doing so, we evaluate the effects of structural 
holes and centrality measures and distinguish their impact on sales from the local and global 
markets. In addition, we expound the attributes of the brand competition network from the 
perspective of consumers’ consideration sets, expanding the applications of network theory 
to capture brand competition. Finally, we use consumers’ behavioral information reflecting 
their implicit preferences to consider the dynamics of asymmetric competition. In doing so, 
we explore the competition between brands and demonstrate the complex dynamics of 
product cannibalization. Our work, thus, shifts the discussions on asymmetric competition 
from a static to a dynamic paradigm. Consequently, the findings of our study provide a 
novel theoretical standpoint for brands on online marketplaces to predict sales volume 
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based on their position in the global and local markets, which ultimately can provide 
information reference for product design as well as marketing strategies in this context.

Practical Implications

Our work also provides valuable insights for practice. Our findings demonstrate that in the 
context of online marketplaces the degree of inter-brand product cannibalization is higher 
than the degree of external competition among brands. Therefore, brands operating in this 
context need to adjust the length of the production line to optimize their offerings and 
increase their sales. Our findings, thus, suggest that to enhance the degree of competition on 
online marketplaces, brands must adjust their product line in ways fundamentally different 
from the contemporary industry practices. To this end, our work can provide brands with 
insights for predicting the redistribution of market shares, identify market risks, improve 
decision-making, and ultimately increase their sales. We show that to increase sales, brands 
should increase the number of ties with others in their asymmetric competition network 
and minimize heterogeneity in product offerings within their market segment. In practical 
terms, this finding means that brands should identify products with similar attributes to 
those with high sales in their target market segment when offering products on online 
marketplaces. Consumables and newly entered products usually take sales volume as the 
main goal, therefore, brands should consider the homogeneity of related products in the 
market segment, since most of online consumers have a lower level of perceived differences 
in such products [75]. Our work, therefore, provides brands that operate on online market-
places with novel insights that contradict contemporary practices. Our practical insights, 
thus, provide a bedrock for novel business models and enable brands to increase their sales.

Limitations and Future Research

Whilst we followed a thorough and structured research design, there are limitations that we 
need to acknowledge, which concurrently open future research avenues. The clicking 
behavior of consumers includes actions such as browsing, clicking, adding, or removing 
goods to the shopping cart, as well as purchasing. While such actions might stand for the 
preferences of consumers toward a brand, they share a uniform weight in our estimations. 
Future research, therefore, could assign different weights to the various actions of con-
sumers, and reflect on the strength of sales. Moreover, in our study, we only consider the 
spatial auto-correlation problem when using network measures to reflect the future sales of 
brands. Due to the cumulative effect of brand sales, however, there is also a possible 
temporal correlation problem, and we encourage future research endeavors to reflect on 
the possibility of such an issue. Third, we only consider the volume of sales as a measure of 
brand competition, but we do not consider the impact of profit on the degree of competi-
tion. Our conclusions, thus, may be different from other profit-oriented studies, and future 
research endeavors could use brand sales along with profit for comparative analysis 
according to the strategic goals of brands. Additionally, when analyzing the dataset of our 
study, we considered the sequence of consumers’ behaviors in different time-windows, but 
we did not consider the sequence of their clicking behaviors within the same time-window, 
as this was beyond the scope of our paper. In addition, all our conclusions are based on the 
analysis of empirical data, and no additional experiments have been conducted. We 
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encourage future research endeavors, therefore, to consider the sequence of consumers’ 
consideration sets within the same time-window when exploring the competition amongst 
brands, as well as to consider conducting field experiments. Finally, our work highlights the 
importance of access to information for extracting actionable insights, which makes para-
mount the quality of such information [82, 84], especially for datasets of high volume, 
variety, and veracity [3, 4, 45, 63]. Future research endeavors on the topic, thus, should 
further contribute to the extant IS research agenda [83] by focusing on the challenges 
surrounding information quality in the use of large datasets for extracting actionable 
insights.

Conclusions

By examining market dynamics and the influence of network positions, we shed light on 
how brands can balance intra-brand cannibalization and inter-brand competition in their 
product offerings, ultimately enhancing their degree of competition on online marketplaces. 
The findings of our study offer a theoretical reference for brands seeking to optimize their 
offerings on online marketplaces. Specifically, if the impact of intra-brand competition on 
the degree of dynamic competition is more pronounced, brands would benefit from 
reducing the number of their offerings on online marketplaces. We further suggest that 
brands should strive to minimize heterogeneity in their product offerings within their 
market segment to increase sales. Moreover, brands should assign greater weight to the 
unique characteristics of each brand within their market segment. By considering these 
factors, brands can better position themselves to thrive in highly competitive online 
marketplaces.

Notes

1 https://www.statista.com/topics/4827/online-marketplaces
2 https://www.henryharvin.com/blog/5-hidden-facts-about-zara-the-six-sigma-process
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