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Abstract

Matching games naturally generalize assignment games, a well-known class of coop-
erative games. Interest in matching games has grown recently due to some breakthrough
results and new applications. This state-of-the-art survey provides an overview of matching
games and extensions, such as b-matching games and partitioned matching games; the lat-
ter originating from the emerging area of international kidney exchange. In this survey we
focus on computational complexity aspects of various game-theoretical solution concepts,
such as the core, nucleolus and Shapley value, when the input is restricted to a matching
game or one of its variants.

1. Introduction

We consider a wide range of matching problems that involve monetary payments. In order
to illustrate this, we start with an artificial but simple example where the payments come in
the form of prize money. This example has its origins in a paper of Eriksson and Karlander
(2001).

1.1 An Initial Example

Suppose a group N of tennis players play a doubles tennis tournament. Each pair of players
estimates the expected prize money when they form a doubles partnership. Two players
that are not matched to each other may leave their partner if together they can win more
prize money. Eriksson and Karlander (2001) studied the question of whether the players
can be matched in pairs in such a way that this situation does not occur. A wider question
is whether the players can be matched together such that no group of players expects to
be awarded more prize money by playing an event on their own. This situation describes a
matching game; see Section 3 for a formal definition.
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Figure 1: Left: a pool of patient-donor pairs, where an arc from a pair ¢ = (p, d) to a pair j = (p/,d’)
indicates that donor d is compatible with patient p’. Right: the corresponding compatibility graph.

1.2 A Second Example: International Kidney Exchange

Our next example is more elaborate and leads to the notion of a partitioned matching game,
which we also formally define in Section 3. This example is related to an emerging applica-
tion area, namely that of international kidney exchange. This application area formed the
main motivation for us to write our survey and below we discuss it in detail.

Chronic kidney disease can lead to kidney failure, which can have a devastating impact
on patients’ lives. Currently, the most effective treatment for kidney failure is transplanta-
tion, which could be either from a deceased or living donor. The long-term outcomes of the
latter type of donation are best. However, one major obstacle that prevents a living donor
from donating a kidney to a family member or friend is medical incompatibility between
patient and donor. Namely, with high probability the donor’s kidney would be rejected by
the patient’s body.

To circumvent medical incompatibility, national Kidney Exchange Programmes (KEPs)
have been established in many countries in the last 30 years (Bir6 et al., 2019a). In a KEP,
a patient and their willing but incompatible donor are placed in a pool with other patient-
donor pairs. Now, if donor d of patient p is compatible with patient p’ and simultaneously,
donor d’ of p’ is compatible with p, then a pairwise exchange can be made, that is, d and d’
can be “swapped”. In this way, both p and p’ can now receive treatment. Hence, the problem
is to find a solution in a given pool of patient-donor pairs that helps as many patients as
possible. Such a solution corresponds to a maximum matching in the compatibility graph,
which is obtained by introducing a vertex for each patient-donor pair in the pool and adding
an edge between two vertices (p,d) and (p/,d’) if and only if d is compatible with p’ and d’
is compatible with p; see Figure 1 for an example.!

1. Countries may also allow cycles, e.g. di donates to p2, d2 to p3 and ds to pi; or paths, e.g. an altruistic
donor d* donates to p1, di to p2, da to ps and ds to the deceased donor waiting list. More patients now
receive treatment. However, in many countries altruistic donors are forbidden. Moreover, cycles must be
kept small to prevent them from breaking. Therefore, in several countries only pairwise exchanges are
allowed, such as in France and Hungary (Biré et al., 2019a). If the upper bound on the cycle length is
larger than 2 or if altruistic donors are allowed, then we can no longer model the problem of maximizing
the number of transplants as a matching problem; the problem also becomes NP-hard (Abraham et al.,
2007).
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KEPs operate in regular rounds, each time considering an updated pool, where some
patient-donor pairs have left and new ones have come in. In each round, the primary goal
of a KEP is to maximize the number of kidney transplants. However, KEPs may also take
other factors into account, such as the quality of the transplants. Transplant qualities can
be represented by assigning weights to the edges of the compatibility graph. The goal is
then to find a matching of maximum weight in the compatibility graph.

As merging pools of national KEPs could lead to even more patients being treated,
international KEPs are now starting to be formed. The problem now is not just to treat
many patients, but to do so in such a way that each country believes they are being treated
fairly. If some countries receive fewer kidneys than they could receive by forming a smaller
international KEP or by running their own KEP again, then the international KEP may
fall apart. Thus we must focus on the stability of international KEPs.

Klimentova et al. (2021) introduced a credit system to ensure stability of international
KEPs. In their model, the number of kidney transplants for a country ¢ is specified by a
“fair” target number for 7. The differences between the actual number of transplants for ¢
and this target number is given as credits for ¢ in the next round. Simulations using their
model have also been performed, with different parameters, by Biré et al. (2020), and for
international KEPs with pairwise exchanges only, but with a larger number of countries
than the two previous studies, by Benedek et al. (2022). One of the central considerations
in this model is to decide what target numbers are fair. Bir6 et al. (2019b) modelled an
international KEP with pairwise exchanges only as a partitioned matching game, in which
each country is a player. This makes it possible to use solution concepts from Cooperative
Game Theory for finding fair target allocations. We will explain this in more detail in
Section 3.

1.3 Overview of the Survey

In Section 2 we introduce some background information on Cooperative Game Theory and
Graph Theory. This enables us to formally define the concept of a matching game, its special
case of an assignment game and two closely related generalizations of matching games in
Section 3, one of which is the notion of a partitioned matching game and the other is known
as the b-matching game. In the same section, we also define the fractional matching game,
a known relaxation of a matching game. In Section 4 we discuss the well-known network
bargaining games, which have a close relationship with matching games.

In Sections 5-7 we survey known computational complexity results of the core, nucle-
olus and Shapley value, respectively, for assignment games, b-assignment games, matching
games, b-matching games and partitioned matching games. Unless specified otherwise, run-
ning times of algorithms are expressed in the input size n + m of the underlying (weighted)
graph G = (V, E) where n = |V| and m = |E|. In Section 5 we explain in particular to
what extent solutions for network bargaining games correspond to finding core allocations
of matching games and their variants. In the same section we also present complexity re-
sults on core stabilizers. Stabilizers allow for making small modifications to the underlying
graph, such that the adjusted game has a non-empty core.

Throughout our survey we list relevant open problems, and in Section 8 we conclude
our survey by listing some more.
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2. Background

In Section 2.1 we give some basic cooperative game theory terminology and notation; see
also the textbooks of Owen (2013) and Chalkiadakis, Elkind, and Wooldridge (2011). In
Section 2.2 we give the necessary graph theory terminology and notation; see also the
textbooks of Diestel (2012) and Bondy and Murty (2008).

2.1 Cooperative Game Theory

A (cooperative) game is a pair (N,v), where N = {1,...,|N|} is a set of players (agents)
and v : 2V — R, is a value function (or chacteristic function) with v(()) = 0; here, R,
denotes the set of non-negative real numbers. A coalition is a subset of N. For a coalition
S C N, the value v(S) describes the joint profit or costs if the players in S collaborate
with each other. In line with the type of game we consider in this survey, we let v be a
profit function in the remainder of the paper. Then, assuming that v(NN) is maximum over
all partitions of N, the central problem is how to keep the grand coalition N stable by
distributing the total value v(N) amongst the players of N in a fair way.

An allocation (or pre-imputation) for a game (N,v) is a vector x € RV with z(N) =
v(N); here, for S C N, we write x(S) = > ,cgxi. A solution concept prescribes a set
of allocations for every game. Each solution concept has its own fairness properties and
computational complexities; the choice of a certain solution concept depends on context.
In this survey we focus on computational complexity aspects of solution concepts.

The core was formally introduced by Gillies (1959) and is the best-known solution con-
cept. It consists of all allocations » € RY with z(S) > v(S) for every S C N. Core
allocations (that is, allocations that belong to the core) ensure stability, as no group of
players has any incentive to leave the grand coalition N. However, the core of a game might
be empty. In Section 3 we illustrate by an example that this may happen even for matching
games with only three players.

Should the core be empty we might seek for an allocation x that satisfies all core con-
straints “as much as possible” by solving the following linear program:

(LC) &1 := maxe
z(S) > v(S) +¢ forall S € 2NV\{0, N}
z(N) =v(N).

The set of allocations x for which (z, ;) is an optimum solution of (LC) has been introduced
by Maschler et al. (1979) as the least core of (N,v). The least core belongs to the core if
the core is non-empty, which is the case if and only if €1 > 0. Note that by excluding the
sets ) and N in the definition of (LC), the least core might be a proper subset of the core,
should the core be non-empty.

In contrast to the core, the Shapley value (N, v) always exists. It is the unique singleton
solution concept that satisfies some set of desirable fairness properties (Shapley, 1953). It
assigns every player ¢ € N:

o= 3 BHEZSED s o - o)),

SCN\{i}

462



THE COMPLEXITY OF MATCHING GAMES: A SURVEY

The Shapley value might be negative but not for the games we consider. Moreover, the
Shapley value might not be in the core even if the core is non-empty. This may happen
even for matching games, as we will demonstrate in Section 5.1 with an example.

We now define another well-known solution concept, namely the nucleolus. In contrast
to the Shapley value, the nucleolus is always in the core if the core is non-empty. The
excess of a non-empty coalition S C N for an allocation x is given by e(S, z) = z(S) —v(S).
Ordering the 21V -2 excesses non-decreasingly gives us the ezcess vector e(z). The nucleolus
n(N,v) is the unique allocation (Schmeidler, 1969) that lexicographically maximizes e(x)
over the set of imputations I(N,v), which consists of all allocations x with z; > v({i}) for
i € N; the nucleolus is only defined if I(NV,v) is non-empty. In Sections 3 and 5.1 we give
some examples of matching games, for which we computed the nucleolus.

An alternative definition of the nucleolus is given by Maschler et al. (1979); solve for
r > 1, the following sequence of linear programs until a unique solution, which gives us the
nucleolus, remains:

(LP,) &, := maxe

z(S) = v(S)
z(S) = v(9)
x € I(N,v),

+¢e forall§e2M\{SpuU...US, 1}
+eg forallSes;, (0<i<r-—1)

where g9 = —00, So = () and for ¢ > 1, S; consists of all coalitions S with z(S) = v(S) + ¢;
for every optimal solution (z,e;) of (LP;). From this definition and the definition of the
least core, it follows that if the core is non-empty, then the nucleolus exists and even belongs
to the least core.

Finally, we define the pre-kernel, introduced by Maschler et al. (1971). We let

sij(z) = min{e(S,z) | S C N withi e S,j ¢ S}.

The pre-kernel of a game (N, v) is the set of all allocations x € RY with s;;(z) = s;;(z) for
every pair of distinct players ¢,j € N.

2.2 Graph Theory

Throughout this section, the graph G is an undirected graph with no self-loops and no
multiple edges. Let V' be the vertex set of G, and let E be the edge set of G. We denote
an edge between two vertices i and j as ij (or ji). For a subset S C V, we let G[S] denote
the subgraph of G induced by S, that is, G[S] is the graph obtained from G after deleting
all vertices that are not in S (and their incident edges). We say that G is bipartite if there
exist two disjoint vertex subsets A and B such that V = AU B and every edge in E joins
a vertex in A to a vertex in B.

A function f that maps some set X to R is positive if f(z) > 0 for every z € X. For
an integer t, we write f =t if f(x) =t for every x € X, and we write f <t if f(x) <t for
every ¢ € X.

Now, let M C E be some subset of edges. For a positive edge weighting w of G, the
weight of M is defined as w(M) = > .5, w(e). For a positive vertex capacity function b,
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Figure 2: An example of a half-b-matching f in a graph G with w = 1 and where b is given by
b(3) = b(5) = b(6) = 1; b(1) = b(4) = 2; and b(2) = 3, as illustrated by the [z] labels in the figure.
Note that f(12) = f(25) = 3; f(23) = f(26) = 1; f(34) = 0; and w(f) = 3.

we say that M is a b-matching of G if each i € V' is incident to at most b(i) edges in M. If
b =1, then M is a matching.

A fractional b-matching of G is an edge mapping f : E — [0, 1] such that > ... f(e)
b(i) for each ¢ € V. The weight of a fractional b-matching f is defined as w(f)
Y ecpw(e)f(e). If b =1, then f is a fractional matching. Note that f is a b-matching
of G if and only if f(e) € {0,1} for every e € E. We say that f is a half-b-matching of G
if f(e) € {0, %, 1} for every e € E. If b = 1, then a half-b-matching of G is also called a
half-matching. See Figure 2 for an example of a half-b-matching.

lIIA

3. Matching Games and Generalizations

In this section, we define matching games, assignment games, b-matching games, b-assignment
games and partitioned matching games. We also show how the two examples from Section 1
can be seen as matching games and partitioned matching games, respectively.

Definition 1. (Deng et al., 1999) A matching game on a graph G = (V| E) with a positive
edge weighting w is the game (N,v) where N = V and for S C N, the value v(S) is the
maximum weight w(M) over all matchings M of G[S].

Matching games on bipartite graphs are commonly known as assignment games (Shapley
& Shubik, 1971). In the example of Section 1.1, the tennis players form the vertices of a
graph such that there exists an edge between two vertices ¢ and j if and only if ¢ and j can
form a doubles pair together, with expected prize money w(ij). A game on a graph G with
edge weighting w is uniform (or simple) if w = 1.

Already uniform matching games may have an empty core. For example, consider the
uniform matching game (N, v) defined on a graph G that is a triangle with vertices h, i, j
and edges hi, ij and jh; see also Figure 3. The reason for core-emptiness for matching games
is that every imputation = has a so-called blocking pair. That is, a pair of adjacent players
{i,7} in a matching game (N, v) is a blocking pair for an imputation x if z; + z; < w(ij)
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holds. The blocking value of {i,j} for x is defined as
ea(if)* = max{0,w(if) — (z: + ;).

If {4, j} is not blocking z, then e, (ij)* = 0; otherwise, e, (ij)" expresses the extent to which
{i,7} blocks z. We let B(z) =3 ,.cp e.(i7)T be the total blocking value for z. Deng et al.
(1999) showed that an imputation x is in the core of a matching game (NV,v) defined on a
graph G with positive edge weighting w if and only if for every ij € F,

z; + x5 > w(ij),

so if and only if B(x) = 0 and = has no blocking pairs. This follows as if there is a blocking
pair then x is not in the core, and, for the other direction, suppose that S is a blocking
coalition. Let M be a maximum weight matching in G[S]. Then z(S) < v(S) = w(M) =
> e;en W(ei), and so for at least one of the edges ij € M, z; +x; < w(ij) must hold; hence
x not in the core. For a (larger) example of a matching game with a non-empty core, we
refer to Example 2 in Section 5.1.

Definition 2. (Biré et al., 2018) A b-matching game on a graph G = (V, E) with a positive
vertex capacity function b and a positive edge weighting w is the game (N, v) where N =V

and for S C N, the value v(S) is the maximum weight w(M) over all b-matchings M of
GIS].

We refer to Figure 4 for an example. If b = 1, then we have a matching game. If G
is bipartite, then we speak of a b-assignment game. These games were introduced by
Sotomayor (1992) as multiple partner assignment games. If b = ¢ for some integer ¢, then
we speaks of a t-matching game or a t-assignment game. Note that l-assignment games
correspond to assignment games. A b-matching game is called a multiple partners matching
game in the paper of Biré et al. (2018).

In the next definition, the sets N (of players) and V (of vertices) are different, as we
now associate each player i € N with a distinct subset V; of the vertex set V.

Definition 3. A partitioned matching game (Biré et al., 2019b) on a graph G = (V, E)
with a positive edge weighting w and partition (V1,...,V|y|) of V is the game (N, v), where
N ={1,...,|N|}, and for § C N, the value v(S5) is the maximum weight w(M) over all
matchings M of G[J;cq Vil

Partitioned matching games were introduced as generalized matching games by Bir6 et al.
(2019b) and are also known as international matching games (Kirdly & Mészdros-Karkus,
2019). We say that

¢ —max{|Vil | 1< < [N}

AN

Figure 3: The graph K3, whose corresponding uniform matching game has an empty core.
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Figure 4: A b-matching game (N, v) with six players, where b = 1 except b(2) = 2 and b(5) = 3, so
b* = 3. Note that v(N) = 10 (take M = {12,35,45,56}).

Figure 5: A partitioned matching game (N,v) of width ¢ = 3 defined on a graph G = (V, E)
with an edge weighting w. Note that N consists of three players and that V is partitioned into
{1,2,3},{4,5}, {6}, as indicated by the dotted circles. Also note that v(N) =T7.

is the width of (N,v). Note that if V; = {i} for every ¢ € N, then we obtain a matching
game (which has width 1). We refer to Figure 5 for an example of a partitioned matching
game with width 3.

We can now model an international KEP with pairwise exchanges only as a partitioned
matching game (N, v) that is defined on a compatibility graph G = (V, E) where

e the set N={1,...,|N]|} is a set of countries participating in the international KEP;

e the set V is partitioned into subsets V1, ..., V|y|, where V; consists of the patient-donor
pairs of country ¢ for every ¢ € N; and

e the set £ may have an edge weighting w, where w(uv) expresses the utility of a
transplant exchange between patient-donor pairs u and v (if the aim is to maximize
the number of transplants we can set w = 1).

To compute the target numbers for each of the countries, Benedek et al. (2022) used two
solution concepts, the benefit value and the contribution value, which can be computed
in linear time,? and two solution concepts, the Shapley value and the nucleolus, which in

2. This follows immediately from their definitions, see Benedek et al. (2022).
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general take exponential time to compute; in particular, they employed the state-of-the-art
method (Benedek et al., 2021) for computing the nucleolus. From their simulations, the
Shapley value yielded the best results. This is in line with the findings of Klimentova et al.
(2021) and Bir6 et al. (2020), who considered international KEPs that allowed cycles of
length 3, but for simulations involving fewer countries than in the study of Benedek et al.
(2022) (see also Section 1.2).

Apart from international KEPs, partitioned matching games can also be used to model
economic settings where multi-organizations own pools of clients (Gourves et al., 2013). As
we will discuss further in Section 5, Bird et al. (2019b) performed a theoretical study for
partitioned matching games and showed how b-matching games and partitioned matching
games are related to each other.

We finish this section by defining a known relaxation of matching games. A fractional
matching game on a graph G = (V, E) with a positive edge weighting w is the game (N, v)
where N = V and for § C N, the value v(S) is the maximum weight w(M) over all
fractional matchings M of G[S]. We can define the notions of a fractional b-assignment
game and fractional b-matching game analogously. These notions have been less studied
than their non-fractional counterparts and are not the focus of our survey. Nevertheless,
we will mention relevant complexity results for these games as well.

4. Network Bargaining Games

Some economic situations involve only preferences of players. These situations are beyond
the scope of this survey. The economic setting that is described in this section includes
payments. As we will explain in Section 5, this setting is closely related to the setting of
b-matching games.

Let G be a graph with a positive edge weighting w and a positive vertex capacity
function b. Previously we defined a b-matching game (N,v) on (G,b,w), but the triple
(G,b,w) is also known as a network bargaining game. Again, the vertices are players, but
now an edge ij represents a possible contract between players i and j. The weight w(ij)
represents the value of the contract, while the capacity b(i) is the maximum number of
contracts player ¢ can commit to. A b-matching M can now be viewed as a set of pairwise
contracts between players. However, M might be blocked by two players ¢ and j. To define
the notion of a blocking pair in this context we need some further terminology.

If ij € M, we distribute the value w(ij) of the contract ij by defining pay-offs p(i,7) > 0
and p(7,7) > 0 to ¢ and j, respectively, such that

p(i, ) + p(j, i) = w(ij).

If ij ¢ M, then we set p(i,7) = p(j,4) = 0. The vector p with entries p(,7) is a pay-off
and the pair (M,p) is a solution for (G,b,w). The total pay-off vector p' is defined by
pl(i) = > jijen (i, j) for every i € N. The utility uy,(i) is equal to min{p(i, j) | ij € M}
if ¢ is incident to b(i) edges of M; otherwise uy(i) = 0. We can now define a blocking pair
with respect to (M, p) as a pair {i,j} with ij € E'\ M such that

up (i) + up(7) < w(iy).
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The goal is to decide if (G, b, w) has a (pairwise) stable solution, that is, a solution with
no blocking pairs. This problem is called the STABLE FIXTURES WITH PAYMENTS (SFP)
problem (Bir6 et al., 2018). Restrictions of SFP are called:

e MULTIPLE PARTNERS ASSIGNMENT (MPA) if G is bipartite (Sotomayor, 1992);
e STABLE ROOMMATES WITH PAYMENTS (SRP) if b = 1 (Eriksson & Karlander, 2001);

e STABLE MARRIAGE WITH PAYMENTS (SMP) if G is bipartite, b = 1 (Koopmans &
Beckmann, 1957).

We denote instances of SRP and SMP by (G, w) instead of (G, 1,w).

It is known that SFP (and thus MPA, SMP, SRP) is polynomial-time solvable (Bir6
et al., 2018; Farczadi et al., 2013).

The main reason for discussing network bargaining games in our survey is due to their
insightful relationship with the core of b-matching games (see Section 5). However, we also
note the well-known result of Kleinberg and Tardos (2008) who gave a polynomial-time
algorithm for finding a balanced stable solution (M, p) for SRP. Afterwards, Bateni et al.
(2010) proved that a solution (M, p) for an instance (G, w) of SRP is stable and balanced if
and only if p! belongs to the intersection of the core and the pre-kernel of the matching game
(N, v) defined on (G, w). Balanced stable solutions are beyond the scope of our survey; for
the sake of completeness, we include their definition below.

Farczadi et al. (2013) extended the original definition of a balanced stable solution from
SPR to SFP. Given a stable solution (M, p) for an instance (G,b,w) of SFP, we let

ap(i) = max(0, max{w;; — u,(7) | ij € E(G)\ M})

be the outside gain, which is the maximum that player ¢ can gain on top of its total payoff
p'(i)) from any neighbour j with ij ¢ M. A stable solution (M, p) is balanced if for every
ij € M,

p(is ) — ap(i) = p(j, i) — ap(j)-
Intuitively, this means that the value w;; is shared between 7 and j in a balanced way: the
outside gain of player ¢ is equal to the outside gain of player j. We discuss the paper of
Farczadi et al. (2013) in more detail in the next section.

5. Complexity Aspects of the Core
In Section 5.1 we survey complexity results for the problems of core membership, core non-
emptiness and finding core allocations for matching games and the variants of matching

games defined in Section 3. In Section 5.2 we survey the known results for core stabilizers
for matching games.

5.1 Testing Core Membership, Non-Emptiness and Finding Core Allocations

We consider three natural problems, which have also been studied for other games and with
respect to other solution concepts. Each of these problems takes as input a game (N, v).
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| bipartite graphs | general graphs

b=1 SMP SRP
assignment game matching game
stable solution | exists' may not exist
core always non-empty® | may be empty
any b MPA SFP
b-assignment game | b-matching game
stable solution | exists’ may not exist
core always non-empty® | may be empty

Table 1: The four variants of network bargaining games and their counterpart matching games.
Recall that SFP (and thus MPA, SMP, SRP) is polynomial-time solvable (Biré et al., 2018; Farczadi
et al., 2013). The references for the statements on the existence of a stable solution and on the
core are 'Koopmans and Beckmann (1957), 2Shapley and Shubik (1971), 3Sotomayor (1992). See
Table 2 for a summary of the complexity results for matching games.

P1. (core membership) decide if a given allocation x belongs to the core, or else find a
coalition S with z(S) < v(95);

P2. (core non-emptiness) decide if the core is non-empty; and
P3. (core allocation computation) find an allocation in the core (if it is non-empty).

We note that if P1 is polynomial-time solvable for some class of games G, then by using the
ellipsoid method (Gréotschel et al., 1981; Khachiyan, 1979), it follows that P2 and P3 are
also polynomial-time solvable for G.

In the remainder we explain that the problems SMP, MPA, SRP and SFP are closely related
to problems P1-P3 for the corresponding matching game variant. To help the reader keeping
track of this we refer to Table 1 for an overview (below we will explain the results in this
table as part of our discussion).

We start by considering the assignment games and b-assignment games. The problems SMP
and MPA are closely related to problems P2 and P3 for assignment games and b-assignment
games, respectively. Namely, Shapley and Shubik (1971) proved that every core allocation
of an assignment game corresponds to a pay-off vector in a stable solution for SMP and vice
versa. Moreover, Koopmans and Beckmann (1957) proved that SMP, and thus P2, only
has yes-instances and that a stable solution, and thus a core allocation of every assignment
game, can be found in polynomial time. Finally, Sotomayor (1992) extended all these results
to MPA and b-assignment games; recall that p’ denotes the total pay-off vector.

Theorem 1 (Sotomayor, 1992) FEvery instance (G,b,w) of MPA has a stable solution,
which can be found in polynomial time. Moreover, if (M, p) is a stable solution for (G,b,w),
then M is a maximum weight b-matching of G and p' is a core allocation of the b-assignment

game defined on (G, b,w).

The converse of the second statement of Theorem 1 does not hold, as there may exist an
allocation in the core which does not correspond to a stable solution (Sotomayor, 1992).

469



BENEDEK, BIRO, JOHNSON, PAULUSMA, & YE

In contrast to the situation for assignment games, the core of a matching game defined
on a non-bipartite graph may be empty; just recall the example from Section 3 where G
is the triangle and w = 1. Problem P1 is linear-time solvable for matching games, and
thus also for assignment games. Recall from Section 3 that it suffices to check if for an
allocation x, we have for every ij € E,

x; + x5 > w(ij).

As P1 is polynomial-time solvable, we immediately have that P2 and P3 are also polynomial-
time solvable for matching games. In particular, the following connection with SRP is well
known; note that for SRP, total pay-off vectors and pay-off vectors are in 1-1-correspondence
(see also Example 1).

Theorem 2 (Eriksson & Karlander, 2001) A solution (M,p) for an instance (G,w)
of SRP is stable if and only if M is a mazimum weight matching of G and p' is a core
allocation of the matching game defined on (G, w).

Deng et al. (1999) followed a more direct approach for solving P2 and P3 for matching
games. Later, a faster algorithm for P2 and P3 was given by Biré et al. (2012). This
algorithm runs in O(nm + n?logn) time and is based on an alternative characterization of
the core of a matching game, which follows from a result of Balinski (1965).

Theorem 3 (Biré et al., 2012) The core of a matching game (N,v), on a graph G with
positive edge weighting w, is non-empty if and only if the mazimum weight of a matching
in G equals the mazximum weight of a half-matching in G.

In order to use Theorem 3 algorithmically, Biré et al. (2012) used the duplication technique
of Nemhauser and Trotter Jr. (1975), as illustrated in Figure 6. That is, for an input
graph G with edge weighting w, first construct in polynomial-time the so-called duplicate
G with edge weighting w?, as follows. For every vertex i € V, we introduce two vertices 4’
and i’ in G?. For every edge ij € E, we introduce the edges i'j" and i”j’, each of weight
wi(i'§") = wi(i"j') = $w(ij), in G4 It is not difficult to see that the maximum weight of a
half-matching in G equals the maximum weight of a matching in G%. Hence, it remains to
compare the latter weight with the maximum weight of a matching in G. One can compute
both these values in O(n?) time by using Edmonds’ algorithm (Edmonds, 1965).

We now give two examples. The goal of Example 1 is to illustrate the working of
Theorems 2 and 3, whereas Example 2 gives another illustration of the power of Theorem 3.

Example 1. Consider the graph G and its duplicate G% in Figure 6. The matching
M = {12,36,45} is a maximum weight matching of G with maximum weight 7. The
maximum weight of a matching in G? is also equal to 7. Hence, by Theorem 3, we find
that the core is non-empty and thus the nucleolus n = (%, %, %, 1,2, %) is a core allocation,
as can be readily verified. Moreover, the pair (M, p), where p is defined by p(1,2) = %,
p(2,1) = %, p(3,6) = %, p(4,5) =1, p(5,4) = 2 and p(6,3) = % and else p(i,7) = 0, is a
stable solution for the corresponding instance (G, w) of SRP, in line with Theorem 2. On
the other hand, the Shapley value ¢ = (E 4L 736 31 55 %) is not a core allocation, as

@ 307307 307 307 307 30
v({4,5}) =3 > 55 = ¢({4,5}). °
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Figure 6: Left: an example of a matching game on a graph G. Right: the duplicate G¢ of G; note
that, for instance, w?(3'5”) = 2. See also Examples 1 and 2.

Example 2. Let G’ be the graph obtained from the graph G in Figure 6 after removing
vertex 6. Unlike the matching game on G, the matching game on G’ has an empty core. The
reason is that the maximum weight (51) of a matching in G’? is larger than the maximum
weight (5) of a matching in G, and we can apply Theorem 3 again. o

By Theorem 1, every b-assignment game is a yes-instance for P2 and P3 is polynomial-
time solvable for b-assignment games. In contrast, Biré et al. (2018) proved that P1 is
coNP-complete even for uniform 3-assignment games.

On the positive side, Bir6 et al. (2018) also showed that for b < 2, P1 (and thus P2 and
P3) is polynomial-time solvable even for b-matching games. They did this by a reduction to
the polynomial-time solvable tramp steamer problem. The latter problem is that of finding
a cycle C' in a graph G with maximum profit-to-cost ratio

where p and w represent profit and cost functions, respectively, that are defined on E(G).

Before considering partitioned matching games, it remains to discuss P2 and P3 for
b-matching games for which b £ 2. Theorem 2 implies that besides the aforementioned
direct algorithms, any polynomial-time algorithm for SRP can also be used for immediately
solving P2 and P3 for the corresponding matching game. As such, the following theorem
for SFP, shown independently by Biré et al. (2018) and Farczadi et al. (2013)3, is initially
promising for b-matching games.

Theorem 4 (Biré et al., 2018; Farczadi et al., 2013) SFP can be solved in polyno-
mial time. Moreover, if (M,p) is a stable solution for an instance (G,b,w) of SEP, then

M is a mazimum weight b-matching of G and p' is a core allocation of the b-matching game
defined on (G,b,w).

3. The algorithm of Farczadi et al. (2013) even computes a balanced stable solution by mapping an instance
of the problem to an instance of SRP where each vertex i has as many copies as its original capacity b(7),
and then applying the result of Kleinberg and Tardos (2008) on finding balanced stable solutions for
SRP (see Section 4). The O(n?mlog(n?/m))-time algorithm of Biré et al. (2018) is faster, as it makes
use of an analogue of Theorem 3 for SFP.
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Figure 7: The graph G with b(1) = b(2) = b(3) = 2; b(4) = 1; and w = 1 from Example 3.

P1 P2 P3
assignment game poly yes! poly
matching game | poly (trivial) | poly? poly
b-assignment game
ifb<2 poly yes poly
ifb<3 coNPc3 yes® poly?
b-matching game
ifb<2 poly? poly poly
ifb<3 coNPc? coNPh® | coNPh
partitioned matching game
ife<2 poly® poly” poly
ife<3 coNPc? coNPh® | coNPh

Table 2: Complexity dichotomies for the core (P1-P3), with the following short-hand notations,
yes: all instances are yes-instances; poly: polynomial-time; coNPc: coNP-complete; and coNPh:
coNP-hard. The seven hardness results in the table hold even if w = 1. The references are 'Shapley
and Shubik (1971), ?Deng et al. (1999), Biré et al. (2018), *Sotomayor (1992), Biré et al. (2019b).
The unreferenced results follow from the referenced results.

By Theorem 4 we can first solve SFP for a given instance (G, b, w) and if a stable solution
is found, then we immediately obtain a core allocation for the b-matching game defined on
(G, b,w). However, Theorem 4 does not give us anything if (G, b, w) has no stable solutions.
The following example given by Bir6 et al. (2018) shows that the corresponding b-matching
game may still have a core allocation, even if b < 2. Farczadi et al. (2013) gave a different
example for b < 2, where the core allocation even belongs to the pre-kernel.

Example 3. Consider the graph G with vertex capacity function b from Figure 7. We have
v(N) = 3 in the corresponding uniform b-matching game; take M = {12,23,34}. Note that
(1,1,1,0) is a core allocation. Biré et al. (2018) proved that an instance of SFP has a stable
solution if and only if the maximum weight of a b-matching in the underlying graph equals
the maximum weight of a half-b-matching. Now, the maximum weight of a half b-matching
in G is 33; take f(12) = f(23) = 1 and f(13) = f(14) = f(34) = 3, while the maximum
weight of a b-matching is v(N) = 3. So no stable solution for (G, b, w) exists. o

From Example 3 we find that Theorem 2 cannot be generalized to SFP. Indeed, some time
later, Biré et al. (2019b) proved that P2 and thus P3 are in fact coNP-hard even for uniform
b-matching games if b < 3.

All the results for P1-P3 are summarized in Table 2. This table also displays a dichotomy
for partitioned matching games. This dichotomy is obtained after establishing a close
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Figure 8: Left: the example from Figure 5: a partitioned matching game (N, v) with three players
and with width ¢ = 3. Recall that v(N) = 7. Right: the reduction to the b-matching game (N, 7).
Note that |N| =9 and that for every i € N, b; < c.

relationship between the core of partitioned matching game and the core of a b-assignment
game, which we discuss below.

First, let (N, v) be a partitioned matching game of width ¢ defined on a graph G = (V| E)
with a positive edge weighting w and with a partition (V4,...,V|y|) of V. We assume that
c > 2, as otherwise we obtain a matching game. Construct a graph G = (N, E) with a
positive vertex capacity function b and a positive edge weighting w as follows.

e Put the vertices of V into N and the edges of E into E.

e For each Vj, add a new vertex r; to N that is adjacent to all vertices of V; and to no
other vertices in G.

e Let w be the extension of w to E by giving each new edge weight 2v(IV).
e In N, give every u € V, capacity b(u) = 2 and every r; capacity b(r;) = |V;|.

We denote the b-matching game defined on (G, b,w) by (N,v). See Figure 8 for an example
(based on Figure 5), and note that, by construction, we have b < ¢. Bir6 et al. (2019b) used
the above construction to show the following theorem.?

Theorem 5 (Biré et al., 2019b) P1-P3 can be reduced in polynomial time from parti-
tioned matching games of width ¢ to b-matching games with b < c.

As a consequence, P1-P3 are polynomial-time solvable for partitioned matching games of
width ¢ < 2; see also Table 2.

Now, let (V,v) be a b-matching game defined on a graph G = (V, E) with a positive
vertex capacity function b and a positive edge weighting w. Construct a graph G = (V, E)
with a positive edge weighting w and partition V of V by applying the aforementioned
construction of Tutte (1954).

4. In the paper of Biré et al. (2019b), Theorems 5 and 6 are explicitly proven for P2. The fact that they
hold for P1 and P3 as well is implicit in their proofs; see the work of Benedek et al. (2023) for the details.
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{36,63} "~ -

Figure 9: Left: the example from Figure 4: a b-matching game (N, v) with six players, where b = 1
apart from b(2) = 2 and b(5) = 3, so b* = 3. Recall that v(N) = 10 (take M = {12,35,45,56}).
Right: the reduction to the partitioned matching game (N,v). Note that |N| = 14 and ¢ = b*.

e Replace each vertex i € V with capacity b(i) by a set V; of b(i) vertices i i),

geeey

e Replace each edge ij € E by a tree T;; connecting the copies of 7 to the copies of j.
The tree T;; consists of a central edge with end-vertices i; and j;, where i; is adjacent
to all copies of 7, and j; is adjacent to all copies of j.

e Give every edge in T;; weight w(ij).

e Let V consist of the sets V; and the 2-vertex sets {i;, j;}.

We denote the partitioned matching game defined on (G, w) with partition V by (N, 7).
See Figure 9 (based on Figure 4) for an example. We let b* be the maximum b(7)-value
for the vertex capacity function b. Note that, by construction, we have that ¢ = b* and
that uniformity is preserved (that is, if the original b-matching game was uniform, then the
constructed partitioned matching game will be uniform as well). Biré et al. (2019b) used
the above construction to show the following theorem.

Theorem 6 (Biré et al., 2019b) P1-P3 can be reduced in polynomial time from b-matching
games to partitioned matching games of width ¢ = b*, preserving uniformity.

As a consequence, P1 is coNP-complete and P2, P3 are coNP-hard, even for uniform parti-
tioned matching games of width ¢ < 3; see also Table 2.

5.2 Core Stabilizers

Apart from considering alternative solution concepts, other directions that try to overcome
core emptiness have been explored as well. For example, we may ask for the minimum
subsidy « such that the adjusted game (N,v’) with v/(N) = v(N) 4+ « and v/(S) = v(S) for
S C N has a non-empty core (Bachrach et al., 2018). Recall from Section 3 that the core of
a matching game (N, v) defined on a graph G = (V| E) with some positive edge weighing w
is described by all imputations x with x; + x; > w(ij) for every ij € E (Deng et al., 1999).

474



THE COMPLEXITY OF MATCHING GAMES: A SURVEY

Hence, for matching pairs the minimum subsidy can be computed by solving the following
linear program:

min o = Zyi

1EN
st. zi+a;j+yi+y; > w(j) forallije E
x(N) = o(N)
T > 0 foralli € N
Yi > 0 for allt € N.

Solving this linear program takes polynomial time by using the ellipsoid method as observed
by Biré et al. (2012), who also gave a combinatorial algorithm® that runs in O(nm-+n?logn)
time.

Alternatively, we may want to minimize the total blocking value. Biré et al. (2012)
showed that the difference between the minimum total blocking value and the minimum
subsidy can be arbitrarily large. To solve the problem of finding the minimum total blocking
value, they formulated another linear program:

(BV) min Z 24j

ijeE
st. xi+xj+zy; > w(iy) forallijeFE
z(N) = o(N)
T; > 0 for allij € N
Zij > 0 for all ij € E.

Solving (BV) takes polynomial time, again using the ellipsoid method, which led Biré et al.
(2012) to ask the following question:

Open Problem 1 Is it possible to also give a polynomial-time combinatorial algorithm for
computing the minimum total blocking value for a matching game with an empty core?

On the negative side, Biré et al. (2012) proved that finding the minimum number of blocking
pairs is NP-hard even for uniform matching games. However, Kénemann et al. (2015) gave a
polynomial-time algorithm for finding the minimum number of blocking pairs approximately
for uniform matching games on sparse graphs up to a constant factor depending on the
density of the graph.

The following example shows some shortcomings of the above concepts and illustrates
that a more robust concept of a stabilizer is needed.

Example 4. Consider the uniform matching game (N, v) on the graph Ko + 2K3, the
disjoint union of a graph consisting of two vertices joined by an edge and two triangles; see
also Figure 10. Then, v(N) = 3 and (N, v) has an empty core. Now, the minimum subsidy,
minimum total blocking value and minimum number of blocking pairs are all equal to 1:
set x = % on the two triangles and x = 0 on the edge. However, if we remove the isolated
edge from G, then the core stays empty. o

5. We use the notion of a combinatorial algorithm to indicate that it is an algorithm that does not rely on
the ellipsoid method.
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Figure 10: The graph K> + 2K3 used in Examples 4 and 5.

We now describe a way to circumvent the issue in Example 4. Let m be some graph operation,
such as the vertex deletion vd, edge deletion ed, vertex addition va or edge addition ea. Let
(N, v) be a game defined on a graph G with a positive edge weighting w. Then a w-stabilizer
for (N,v) is a sequence of operations of type 7 that transforms G into a graph G, such that
the resulting game has a non-empty core. A set of vertices or edges of G is a blocking set if
its removal from G results in a game with a non-empty core.

Example 5. Let m = ed in Example 4. Then the sequence that deletes one edge of each of
the two triangles of Ky 4 2K is a w-stabilizer of minimum length for the uniform matching
game defined on K3 + 2K3. Note that every pair of such edges is a blocking set. o

Let m-STABILIZER be the problem of determining a w-stabilizer of minimum length. This
type of problems falls under the classical framework of graph modification. For an in-
depth survey that includes a wide range of aspects of stabilizers, we refer to the survey of
Chandrasekaran (2017). Below we give the main complexity results including some new
results.

The first result was given by Bir6 et al. (2014) (using the terminology from Section 4).
They proved that ed-STABILIZER is NP-hard for matching games and asked if it is also NP-
hard for uniform matching games. Afterwards, Bock et al. (2015) gave an affirmative answer
to this question even for uniform matching games on factor-critical graphs (graphs that have
a perfect matching after deleting an arbitrary vertex). In contrast, Chandrasekaran et al.
(2019) proved that the variant that minimizes the total weight that might be added to the
existing edges is polynomial-time solvable for uniform matching games on factor-critical
graphs.

Ahmadian et al. (2018) and Ito et al. (2017) independently proved that vd-STABILIZER is
polynomial-time solvable for uniform matching games. Ito et al. (2017) also proved that ea-
STABILIZER and va-STABILIZER are polynomial-time solvable for uniform matching games.
The same authors considered the variant where non-edges are given some positive weight
and we must find a minimum weight set of non-edges whose addition to the graph results
in a game with a non-empty core. They proved that this problem is NP-hard for arbitrary
matching games. More recently, Koh and Sanita (2020) generalized the positive results of
Ahmadian et al. (2018) and Ito et al. (2017) by giving the first polynomial-time algorithm
for m-STABILIZER on arbitrary matching games by doing this for 7 = vd. See Table 3 for a
general overview.

Open Problem 2 Is it possible to generalize the positive results from Table 3 to (uniform)
b-matching games?

We finish this section with the following two problems. First, the MiNIMUM EDGE WEIGHT
REDUCTION is to determine a blocking edge set of minimum weight. Bir6 et al. (2014)
proved that MINIMUM EDGE WEIGHT REDUCTION is NP-hard for matching games (using
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s ‘ uniform weights arbitrary weights
edge deletion (ed) NP-hard! NP-hard?
vertex deletion (vd) | polynomial-time solvable®* | polynomial-time solvable®
edge addition (ea) polynomial-time solvable? -

vertex addition (va) | polynomial-time solvable? -

Table 3: The complexity of 7-STABILIZER for matching games. The cases m = ea and m = va are not
well defined and have not been studied for (arbitrary) matching games. The references are 'Bock
et al. (2015), ?Biré et al. (2014), >Ahmadian et al. (2018), *Ito et al. (2017), >Koh and Sanita (2020).

the terminology of Section 4) and asked the following question, which was also asked by
Chandrasekaran (2017):

Open Problem 3 Determine the computational complexity of MINIMUM EDGE WEIGHT
REDUCTION for uniform matching games.

Second, the MINIMUM VERTEX WEIGHT REDUCTION is the variant where every vertex @ is
given some positive weight w(i) and we must find a blocking vertex set of minimum weight.
Ahmadian et al. (2018) and Ito et al. (2017) both showed that this problem is NP-hard
for uniform matching games even if there are only two distinct vertex weights. Ahmadian
et al. (2018) also showed that the complementary variant that maximizes the weight of the
remaining players is NP-hard.

6. Complexity Aspects of the Nucleolus

The sequence (LP,) has length at most n (as each time the dimension of the feasible regions
decreases). Nevertheless, computing the nucleolus takes exponential time in general due to
the computation of the sets S; and the exponential number of inequalities in each linear
program of the scheme of Maschler et al. (1979). As shown below, this situation changes for
matching games. Note that the nucleolus exists even for b-matching games and partitioned
matching games, as the set of imputations for these games is non-empty.

We first observe that the least core of matching games with a non-empty core (such
as assignment games) has a compact description: for these games, we may restrict the set
of constraints to only those for coalitions of size at most 2.5. This immediately leads to
a polynomial-time algorithm for the nucleolus using the ellipsoid method and the scheme
of Maschler et al. (1979). Solymosi and Raghavan (1994) gave a faster algorithm, running
in O(n*) time, for computing the nucleolus of assignment games. By using again the
duplication technique of Nemhauser and Trotter Jr. (1975), Biré et al. (2012) translated
this algorithm into an O(n*)-time algorithm for matching games with a non-empty core.

Faigle et al. (1998) proved the following result for the nucleon of a matching game;
the definition of the nucleon is obtained from the definition of the nucleolus by replacing
(additive) excesses by multiplicative excesses €¢/(S,z) = x(S)/v(S) in the definition of the
nucleolus. In this result, the size of w is the number of bits in its binary representation.

6. If z is an allocation in this compact description, then z(S) > >=,. y/(zi +2;) > w(M) +& = v(S) +¢ for
any coalition S (where M is a maximum weight matching of G[S]), and hence, the compact description
describes the least core.
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Theorem 7 (Faigle et al., 1998) The nucleon can be computed in time polynomial in n
and the size of w for matching games.

Faigle et al. (1998) naturally asked if the same holds for the nucleolus. This led to a series
of papers, which we discuss below.

Chen et al. (2012) proved that the nucleolus of a fractional matching game can be
found in polynomial time. Kern and Paulusma (2003) gave a polynomial-time algorithm for
uniform matching games; in fact this was shown for matching games with edge weights w(ij)
that can be expressed as the sum of positive vertex weights w’(i) + w’(j) of the underlying
graph G (Paulusma, 2001). Afterwards, Farczadi (2015) extended this result by relaxing the
vertex weight condition. By combining techniques of Kern and Paulusma (2003) and Biré
et al. (2012), Hardwick (2017) gave an O(n?)-time combinatorial algorithm for computing
the nucleolus of a uniform matching game that does not rely on the ellipsoid method.
Finally, Kénemann et al. (2020) solved the open problem of Faigle et al. (1998).

Theorem 8 (K6nemann et al., 2020) The nucleolus can be computed in polynomial time
for matching games.

The proof of Theorem 8 is highly involved. For a least core allocation x, a matching M
is x-tight if the incident vertices of M form a set S with z(S) = v(S) + e1 (so (z,¢) is
an optimal solution for the least core, see also Section 2.1). A matching M is universal
if it is x-tight for every least core allocation z. A least core allocation x is universal if
the set of z-tight matchings is precisely the set of universal matchings; in particular the
nucleolus is a universal allocation. To prove Theorem 8, Kénemann et al. (2020) first
characterized universal matchings using classical descriptions of matching polyhedra. They
used this characterization to obtain a new description of the set of universal allocations.
They showed that this description is of a highly symmetric nature with respect to the least
core allocations. This symmetric nature enabled them to give a new description of the least
core that is sufficiently compact for computing the nucleolus in polynomial time, by using
the aforementioned scheme of Maschler et al. (1979) and the ellipsoid method.

As the proof of Theorem 8 relies on the ellipsoid method, Kénemann et al. (2020) asked
the following question.

Open Problem 4 Is it possible to give a polynomial-time combinatorial algorithm for com-
puting the nucleolus of a matching game?

In contrast to the (least) core of assignment games, which is much better understood (see,
for example, Solymosi & Raghavan, 1994; Vazirani, 2022b; Wako, 2006), this requires new
structural insights into the least cores of matching games. Progress in this direction might
also help in answering an old question of Faigle et al. (1998) who asked the same question
as Kénemann et al. (2020) but for the nucleon.

Open Problem 5 Is it possible to give a polynomial-time combinatorial algorithm for com-
puting the nucleon of a matching game?
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The aforementioned O(n*)-time algorithm of Hardwick (2017) for computing the nucleolus
of uniform matching games is a promising start towards resolving Open Problems 4 and 5.

We now turn to b-matching games. Koénemann et al. (2021) proved that computing the
nucleolus is NP-hard for uniform b-assignment games with b < 3. The same authors proved
that the nucleolus can be found in polynomial time for two subclasses of b-assignment games
with b < 2, one of which is the natural case where b = 2, and the other one is where b = 2
on one bipartition class, but b = 2 on only a subset of vertices of constant size in the other
bipartition class of the underlying graph. These results complement a result of Bateni et al.
(2010) who showed that the nucleolus of a b-assignment game can be found in polynomial-
time if b = 1 on one of the two bipartition classes of the underlying bipartite graph. Finally,
Koénemann and Toth (2020) gave a polynomial-time algorithm for computing the nucleolus
of uniform b-matching games on graphs of bounded treewidth.
The following problems are still open.

Open Problem 6 Determine the complexity of computing the nucleolus of

e b-matching games with b < 2;

e fractional b-assignment games;

e fractional b-matching games; and
e partitioned matching games.

Open Problem 7 Determine the complexity of computing the nucleon of b-matching games
and partitioned matching games.

With respect to Open Problem 7 we recall that the case b = 1 is polynomial-time solvable by
Theorem 7. We also note that the nucleon lies in the multiplicative e-core, or equivalently,
the a-approximate core, which relaxes the core constraints by replacing z(S) > v(S) by
x(S) > awv(S). Vazirani (2022a) proved that every matching game has a non-empty %—
approximate core and that o = % is best possible. This result was extended to b-matching
games by Xiao et al. (2021). Polynomial-time algorithms for finding a %—approximate core
allocation were given in both papers, but these allocations might not be the nucleon.

7. Complexity Aspects of the Shapley Value

Only a few complexity results are known for computing the Shapley value of matching
games. Aziz and de Keijzer (2014) proved the following:

Theorem 9 (Aziz & de Keijzer, 2014) Computing the Shapley value is #P-complete
for uniform matching games.

Aziz and de Keijzer (2014) also proved polynomial-time solvability for uniform matching
games on graphs G if G has maximum degree at most 2 or if G allows a modular decompo-
sition into k cliques for some constant k. They also proved the same results for matching
games on graphs G with a positive edge weighting w if G allows a modular decomposition
into k& independent sets (sets consisting of pairwise non-adjacent vertices); for example, if
G is a complete k-partite graph. They posed the following problem.
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Open Problem 8 Determine the computational complexity of finding the Shapley value
for fractional matching games.

Moreover, Aziz and de Keijzer (2014) asked if there exists a (non-trivial) class of graphs that
have at least one vertex of degree at least 3 for which the Shapley value of the corresponding
matching game can be computed in polynomial time. This question was answered in the
affirmative by Bousquet (2015) who proved that the Shapley value can be computed in
polynomial time for uniform matching games defined on trees.

Bousquet (2015) asked the natural question whether his result for uniform matching
games could be generalized from trees to graph classes of bounded treewidth. Greco et al.
(2020) showed that this was indeed possible.

Finally, Kumabe and Maehara (2020a) considered b-matching games with an additional
property. Namely, a game (N, v) is convez if for all S,T C N, it holds that v(S) + v(T) <
v(SUT)+v(SNT). It is well known that a convex game has a non-empty core that contains
the Shapley value (Shapley, 1971). Recall from Section 3 that even uniform matching games
with three players may have an empty core. Consequently, not all b-matching games are
convex. Kumabe and Maehara (2020a) gave an O(nlogn + ma(n))-time algorithm (where
a denotes the inverse Ackermann function) for computing the Shapley value for convex
b-matching games.

8. Conclusions

In this survey we discussed computational complexity results on classical solution concepts
for matching games, b-matching games and partitioned matching games. We also considered
the fractional variant of these games whenever relevant. In this final section, we briefly
mention two other concepts related to matching games. These concepts are well studied in
the literature but beyond the immediate scope of our survey.

8.1 Hypergraph Matching Games

A hypergraph H = (V, E') consists of a set of vertices V and a set of hyperedges E, which are
non-empty subsets of V. If every edge in E has size 2, then H is a graph. A subset of edges
M C FE is a matching in H if the edges of M are pairwise disjoint. For a subset S C V', we
let H[S] denote the hypergraph with vertex set S and edge set {e | e € E'and e C S}.

A hypergraph matching game on a hypergraph H = (V, E) with a positive edge weight-
ing w is the game (N,v) where N = V and for S C N, the value v(S) is the maximum
weight w(M) over all matchings M of H[S]. Hypergraph matching games were introduced
by Kaneko and Wooders (1982) under the name of partitioning games and are also known
as packing games (Deng et al., 1999) or synergy coalition group representation (Conitzer &
Sandholm, 2006).

Conitzer and Sandholm (2006) proved that deciding core non-emptiness is NP-hard for
hypergraph matching games. As even computing a value v(S) is NP-hard for hypergraph
matching games, Kumabe and Maehara (2020b) considered convex hypergraph matching
games. They first proved that convex hypergraph matching games can be recognized in
polynomial time. They then proved that the Shapley value of convex hypergraph matching
games can be found in polynomial time.
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8.2 NTU Matching Games

Cooperative games (N, v) are also known as transferable utility games (TU games), as it
is possible to distribute the value v(.S) among the players of a coalition S in any possible
way. Non-transferable utility games (NTU games) can be seen as a generalization of TU
games and play a role in economic settings where goods are indivisible. That is, in an NTU
game (IV,v), the value function v now also associates each non-empty set S C N with a
non-empty set X (S) that consists of vectors z € R®. Note that we obtain the corresponding
TU game if for each S C N we have that X (S) consists of all possible positive vectors x
such that ) ;g z; = v(S). We refer to the work of Biré and Fleiner (2016) for a survey on
results on NTU matching games and some natural open problems for these games and to
a more recent paper of Kirdly and Mészaros-Karkus (2019) for complexity results for NTU
partitioned matching games, which they call international matching games.

Furthermore, there is a large body of related work on core stabilizers in this setting; for
example on the problem of minimizing the number of blocking pairs (Abraham et al., 2005;
Bir6 et al., 2010), the problem of maximizing the number of vertices such that these pairs
are stable among themselves (in our terminology, the vd-STABILIZER problem) (Tan, 1990),
and on the topic of manipulative attacks (Boehmer et al., 2021; Chen et al., 2021; Eiben
et al., 2023).
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