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1 Introduction

Quark flavour mixing, as described by the Cabibbo-Kobayashi-Maskawa (CKM) quark mix-
ing matrix, is a central paradigm of the Standard Model (SM) of particle physics. The CKM
matrix elements are not predicted by the SM and require determination from experimental
data, which uses hadronic matrix elements as essential theoretical inputs. The determination
of the CKM elements Vcb and Vub is beset by ongoing puzzles, since determinations of these
quantities from inclusive and exclusive B-meson decays differ systematically; see e.g. [1]
for a recent review and [2–9] for recent determinations. The ongoing puzzles reflect both
the experimental difficulties in measuring these decays and the theoretical difficulties in
providing the essential hadronic information to extract the matrix elements.

Recently, the LHCb collaboration measured B(B0
s → K−µ+νµ)/B(B0

s → D−
s µ+νµ) [10]

and then extracted the ratio of CKM elements |Vub| / |Vcb|, using specific hadronic inputs
for the B̄s → K transition. Recent theory developments [11, 12] call for an update of
this determination. We aim to study the effects of all the available theory information on
this extraction by updating the hadronic B̄s → K form factors, which enter all theoretical
predictions of the ratio of branching fractions.

The full set of B̄s → K form factors at mass dimension three is defined as

⟨K+(k)| ūγµb |B̄s(p)⟩= f+(q2)
[
(p+k)µ−

m2
Bs

−m2
K

q2
qµ

]
+f0(q2)

m2
Bs

−m2
K

q2
qµ (1.1)

⟨K+(k)| ūσµνb |B̄s(p)⟩=
ifT (q2)

mBs+mK

[
q2(p+k)µ−(m2

Bs
−m2

K)qµ

]
, (1.2)

– 1 –



J
H
E
P
1
1
(
2
0
2
3
)
0
8
2

where qµ ≡ pµ − kµ denotes the momentum transfer to the lepton-neutrino pair. A
kinematic singularity in the matrix element of the vector current is avoided by the identity
f+(q2 = 0) = f0(q2 = 0). For the extraction of CKM matrix elements, only the form factors
f+ and f0 are needed, with f0 taking a numerically subleading role if the charged lepton
final state ℓ is light, i.e., ℓ = e, µ. However, to probe for effects Beyond the Standard
Model (BSM), the form factor fT becomes relevant. Moreover, the B̄s → K form factors
are related by isospin symmetry to the B̄s → K form factors entering rare neutral-current
b → dℓ+ℓ− processes. In the latter case, fT is essential for SM predictions of the decay.
Hence, we include the form factor fT in our analysis.

For B̄s → K form factors there is some disagreement in the literature, both between
individual determinations from different Lattice QCD collaborations, and between Lattice
QCD and light-cone sum rule (LCSR) analyses. In particular, for small values of the
momentum transfer q2, the situation can be summarized as follows:

• LCSR analyses of these form factors work best at small to negative values of q2.
Hence, their predictions of f+(q2 = 0) can be extracted directly and do not require
extrapolation. A 2008 analysis [13] yields

f+(q2 = 0)|DM2008 = 0.30+0.04
−0.03 , (1.3)

which has since been superseded by an updated analysis [14]

f+(q2 = 0)|KR2017 = 0.336± 0.023 . (1.4)

• In the HPQCD Lattice QCD analysis [15], the extrapolation to q2 = 0 yields

f+(q2 = 0)|HPQCD2014 = 0.323± 0.063 . (1.5)

• In both the FNAL/MILC analysis [16] and a (by now superceded) RBC/UKQCD
analysis [17], the extrapolation to q2 = 0 yields very small values at q2:

f+(q2 = 0)|FNAL/MILC2019 = 0.13± 0.05
f+(q2 = 0)|RBC/UKQCD2015 = 0.159± 0.059 .

(1.6)

• Very recently, an updated RBC/UKQCD analysis [11] has been published that uses
a different approach for the chiral and continuum extrapolation of the form factors,
changing from the procedure also used in ref. [16] and adopting a similar procedure
as used in ref. [15].1 The new RBC/UKQCD analysis also uses a different form factor
parametrisation for the extrapolation to small values of q2 [12], based on earlier works
on dispersive form factor bounds in presence of sub-threshold branch points [18–20].
This work yields

f+(q2 = 0)|RBC/UKQCD = 0.25± 0.11 . (1.7)
1Both ref. [15] and ref. [11], use a basis consisting of the f+ and f0 form factors, but the two works differ

in the extrapolation to the continuum limit.
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In light of these discrepancies, it is not surprising that LHCb finds mutually incompatible
results for the ratio |Vub|/|Vcb| in the two bins of q2 that are analysed. Concretely, LHCb
finds [10]

|Vcb/Vub|q2<7 GeV2 = 0.061± 0.004 , (1.8)
|Vcb/Vub|q2>7 GeV2 = 0.095± 0.008 , (1.9)

in the two available q2 bins. These results are based on the aforementioned lattice QCD
inputs by FNAL/MILC [16] at large q2 and the LCSR inputs by KR2017 [14] at low q2 for
the B̄s → K form factors, and the lattice QCD inputs by HPQCD [21] for B̄s → Ds in its
entire kinematic region. Since these determinations are dominated by the form factor input,
the difference between the two calls for a close examination of the theoretical inputs. The
purpose of this article is to revisit the LCSR analysis of the B̄s → K form factors and to
perform a global fit to the available form factor information along the lines of a previous
analysis of B̄ → π form factors [5] and to clarify the situation in the B̄s → K form factors.
Subsequently, using the existing lattice QCD determination of the B̄s → Ds form factors by
the HPQCD collaboration [21] and the measured LHCb data, we update the determination
of the ratio |Vub|/|Vcb|.

2 The B̄s → K form factors from light-cone sum rules

We determine the B̄s → K form factors using Light-Cone Sum Rule (LCSRs) [22–25]
techniques. The LCSR is set up by defining a tailored two-point correlation function, e.g.,

i

∫
d4xeiqx ⟨K(k)|T{JBs(x), [ūγµb](0)} |0⟩ =

∑
t,n

∫
Du Tn(k, q, u⃗) ϕt,n(u⃗) . (2.1)

This correlation function factorizes into perturbative (hard) scattering kernels Tn and
universal nonperturbative light-cone distribution amplitudes (LCDAs) ϕt,n if the integral
on the left-hand-side in eq. (2.1) is dominated by light-like distances x2 ≃ 0. The integral
on the right-hand side involves the fractions of the kaon momentum carried by the partons,
i.e., of the quark and antiquark in the two-particle Fock state, and the quark, antiquark
and gluon in the three-particle Fock state. The integration measure reads∫

Du =
∫

δ

(
1−

∑
i

ui

)∏
i

dui . (2.2)

The factorisation is achieved by means of a light-cone operator product expansion
(LCOPE). The LCSR is then constructed by connecting the correlation function in eq. (2.1)
with one or more of the hadronic form factors in eq. (1.1) using a dispersion relation
and assuming semi-global quark-hadron duality. Here, we construct the LCSRs using an
on-shell kaon state and interpolating the B̄s meson with an interpolating current JBs . As a
consequence, our setup relies on the LCDAs of the kaon [26, 27].

The power counting within the LCOPE is achieved in terms of the operators’ twist
t. This is different than in a local operator product expansion, where the operators’ mass
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dimension is the relevant quantity. Within the LCOPE, contributions due to operators
with twist t are suppressed by powers of (Λhad/E)t−2 with respect to the leading twist-2
terms [28], with E a large energy scale associated with the momentum transfer q2 of the
form factors. Beyond the two-particle level, different contributions of the same twist are
enumerated by the index n. The LCSRs for B̄s → K form factors are known to high
accuracy: two-particle twist-2 and twist-3 terms are known to next-to-leading order in αs,
and two-particle twist-4 terms are known to leading order; three-particle terms at twists 3
and 4 are also known to leading order [13]. Contributions at the twist-5 and twist-6 level
are estimated in ref. [14] using a factorisation approximation [29] and found to be negligible.
Therefore, we do not include these terms in our analysis.

We implement the LCSRs for the full basis of form factors. Our implementation is
independent of any specific choice of model for the LCDAs by using the parametrisations
provided in ref. [26]. As discussed in ref. [13], the effects of a non-zero strange quark and
kaon mass become relevant in the sum rule analysis. The results for B̄s → K form factors
can be inferred from the well-known results for the B̄ → K̄ LCSR by

• exchanging the strange quark mass with the spectator quark mass, ms ↔ mq

• exchanging the quark and antiquark momentum quantities, i.e. u ↔ ū = 1 − u for
two-particle LCDAs, and α1 ↔ α2 for three-particle LCDAs.

Using the parametrisations and renormalisation group equations provided in ref. [26], we
perform a trivial cross check by applying the above exchanges twice: once analytically in
our numerical code, and once numerically by exchanging the values of the quark masses
and changing the numerical values of the kaon LCDA parameters. The latter only involves
changing the sign of the odd LCDA coefficients, e.g., a2n+1K and similar. We initially find
that our numerical code does not fulfill this cross check for all values of the renormalisation
scale, except for the nominal scale of µ = 1GeV. We identify the terms proportional to
the strange quark mass in eq. (3.11) of ref. [26] as the origin of the problem, since they
are expanded to leading order in mq/ms. To restore the correct behaviour under the cross
check, we use that ms enters the RGE only in the combinations of ms ±mq, which are even
(odd) under the exchange of quark and antiquark inside the kaon. Using the known parity
of the Gegenbauer coefficients, we apply the replacements

fKms → fK(ms + mq) , fKmsa1K → fK(ms − mq)a1K , fKmsa2K → fK(ms + mq)a2K ,

(2.3)
which leads our numerical implementation to pass the aforementioned cross check.

As a central part of our work we update the predictions for the three hadronic form
factors defined in eq. (1.1). Our numerical results differ from previous LCSR determi-
nations [13, 14] due to updated input parameters as discussed in section 2.1 and our
determination of the duality thresholds as discussed in section 2.2.

2.1 Input parameters

Our setup follows the Bayesian approach proposed in ref. [32] to calculate the full set
of B̄s → K form factors in LCSR. We construct a prior probability distribution for all
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relevant input parameters, and a theoretical likelihood for the determination of the duality
thresholds. Contrary to refs. [5, 32], we do not determine the initial state’s decay constant
from a two-point sum rule. Instead, we use the world average of lattice QCD results for
the Bs decay constant for Nf = 2 + 1 + 1 flavours [31]. We classify the full set of input
parameters as follows:

Strong coupling and quark masses. These include the strong coupling at an initial
scale µ = MZ , bottom quark mass in the MS scheme at the scale mb, the strange
quark mass and the sum of up and down quark masses in the MS scheme at the scale
2GeV.

Parameters of the K LCDAs. These include the kaon decay constant fK , which is
used to normalize the leading-twist LCDA whose shape is described by a Gegenbauer
polynomial expansion. We keep only the first two terms of the Gegenbauer expansion,
and vary their coefficients a1K and a2K as a Gaussian prior based on information
extracted from ref. [27]. We evolve these from the renormalisation scale of 2GeV
to our reference scale of 1GeV to leading-logarithmic accuracy. Following ref. [26],
we normalize the twist-3 two-particle LCDAs with the chiral parameter µK(µ) =
m2

K/[ms(µ) + mq(µ)], and the twist-3 three-particle LCDAs with the three-particle
decay constant f3K . The shapes of the three-particle LCDAs are modelled using the
parameters ω3K and λ3K . Twist-4 LCDAs are described in terms of the parameters
δ2K , κ4K and ω4K . All parameters in this category are renormalized at the scale 1GeV.

Sum rule parameters and scales. These include the Borel parameter M2 and the du-
ality threshold parameters for each of the form factors {f+, f0, fT }. Since we use q2

dependent duality thresholds, the latter involve the normalisation and slope of the
threshold as functions of q2, see the discussion in section 2.2. The perturbative hard
scattering kernels are evaluated at a renormalisation scale µ, which is only varied a
posteriori to assign a systematic uncertainty to the form factor calculations.

A summary of all input parameters and their prior probability density functions (PDFs)
is presented in table 1. We briefly discuss the differences between the inputs used in this
work and the ones used previously in refs. [13, 14, 26]:

1. We update the value for the strange quark mass at our reference scale from 95±10 MeV
to 93.4± 8.6 MeV. This change has a negligible effect on the numerical results.

2. We use a1K and a2K from a recent lattice QCD analysis [27].

3. We adapt the same Borel parameter window as in previous works. However, contrary
to those works, we do not apply a Gaussian approximation to the uncertainty arising
from the Borel parameter. Instead, we use a uniform PDF as a prior, as done in
refs. [5, 32].
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parameter value/interval unit prior comments/source

strong coupling and quark masses

αs (mZ) 0.1179± 0.0009 — gaussian [30]
m̄b (m̄b) 4.18± 0.03 GeV gaussian [30]

ms (2GeV) 93.4± 8.6 MeV gaussian [30]
mu (2GeV) 2 MeV — fixed

hadronic parameters of the Bs and K mesons

fBs 230.3± 1.3 MeV — [31]
fK 155.7± 0.3 MeV gaussian [31]

a1K(1GeV) −0.130± 0.06 — gaussian [27]
a2K(1GeV) 0.228± 0.07 — gaussian [27]
f3K(1GeV) [0.003, 0.006] GeV2 uniform [26]
ω3K(1GeV) [−1.9,−0.5] — uniform [26]
λ3K(1GeV) [1.2, 2.0] — uniform [26]
δ2K(1GeV) [0.14, 0.26] GeV2 uniform [26]
κ4K(1GeV) [−0.11,−0.07] — uniform [26]
ω4K(1GeV) [0.1, 0.3] — uniform [26]

sum rule parameters and scales

µ 3.0 GeV —
M2 [13.0, 21.0] GeV2 uniform [14]
s

f+
0 [34.5, 46.5] GeV2 uniform

sf0
0 [34.5, 46.5] GeV2 uniform

sfT
0 [34.5, 46.5] GeV2 uniform

s
′ f+
0 [−1.0,+1.0] — uniform

s
′ f0
0 [−1.0,+1.0] — uniform

s
′ fT
0 [−1.0,+1.0] — uniform

Table 1. Input parameters used in the numerical analysis of the LCSRs for B̄s → K form factors.
We quote individual components of the full prior probability density, which is an uncorrelated
product of individual uniform or Gaussian components. Gaussian components cover the stated
interval at 68% probability For practical purpose, variates of the gaussian priors are only sampled
inside their respective central 99% probability intervals.

2.2 Duality thresholds

The duality thresholds sfi
0 represent splitting points which divide the dispersive integral

for the corresponding form factors into two contributions: the B̄s contribution, and the
contribution due to excited B̄s states and the continuum of bs̄-flavoured states. A common
procedure to constrain the duality thresholds is to use daughter sum rules. These are
obtained by normalizing the derivatives of the form factors’ correlation functions with
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respect to −1/M2 to the correlation function itself, yielding a q2 estimator for the Bs mass:

[
m2

Bs
(q2; fi)

]
LCSR

=
∫ s0
0 ds s ρfi(s, q2) e−s/M2∫ s0
0 ds ρfi(s, q2) e−s/M2 . (2.4)

Here fi represents any of the form factors, and ρfi are the OPE results for its spectral density.
To determine the thresholds, we closely follow ref. [5]: first, we construct a Gaussian

likelihood centered on the known Bs mass. This likelihood is a product of three uncorrelated
likelihoods, one for each form factor. Each likelihood involves the q2-dependent predictions
for the Bs mass as obtained from the daughter sum rule. We conservatively assign an
uncertainty of 1% for these theory predictions and impose the likelihoods’ constraints in
five equally spaced q2 points in the range [−8 GeV2,+8 GeV2].

Second, we challenge the likelihood using two different models for the duality thresholds,
as discussed below, and fit the model parameters according to the priors in table 1. The
posterior distributions of most parameters align well with their respective prior distributions.
The only exceptions are the duality threshold parameters and the Borel parameter, which
are all distributed uniformly in the prior. Their posterior distributions exhibit a peaking
behaviour, which indicates that we successfully inferred information on both the duality
thresholds and the Borel parameter from the likelihood.

As in ref. [5], we use two models for the description of the duality thresholds: q2-
independent thresholds; and q2-dependent thresholds with a linear behaviour, sfi

0 (q2) ≡
sfi
0 + q2 sfi

0
′. Similar to the situation for B̄ → π form factors [5, 32], we find evidence for a

non-negligible q2 dependence for the B̄s → K thresholds; the threshold values at the end
of our q2 window vary by ± ∼ 10% compared to the values at q2 = 0. This observation
is reflected in the overall fit quality: fitting the slope parameters reduces the χ2 of the
theoretical likelihood from 8.2 to 0.6 at the expense of 3 degrees of freedom. The better fit
is visible in figure 1, where we plot the 68% probability envelopes of the estimators eq. (2.4)
as functions of q2 for either fit model. Despite the linear modelling of the q2-dependence,
the threshold-setting procedure is not able to align the mass estimators for f+ and fT with
the known Bs mass at q2 = 10GeV2. We interpret this effect as a breakdown of the LCOPE
for the underlying correlators. Hence, we abstain from predicting any of the form factors at
q2 > 5GeV2.

2.3 Numerical results for LCSR form factors

The form factors are obtained by producing posterior-predictive samples at 4 equally-
distanced q2 points in the interval −10 GeV2 ≤ q2 ≤ +5 GeV2. The samples for f0(0) are
not included. They coincide, by construction, with those for f+(0) and would yield a singular
covariance matrix if used. The form factors are evaluated using the threshold model with
linear q2 dependence. We obtain form factor samples that follow to good approximation
a multivariate gaussian distribution. This leads us to infer the form factors’ values and
covariance matrix by means of an unbinned multivariate gaussian fit to the samples.

We account for systematic uncertainties by varying the renormalisation scale µ by 25%
of its baseline value, corresponding to the range µ ∈ [2.40 GeV, 3.75 GeV]. We then evaluate
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Figure 1. The q2-dependence of the Bs-meson
mass predictor [m2

Bs
(q2); fi)]LCSR for each of

the three form factors fi = {f+, f0, fT }. The
posterior-predictions for a q2-invariant thresh-
old (blue) and a linearly dependent thresh-
old (pink) are shown. The shaded areas cor-
respond to the respective 68% probability en-
velopes. The dashed line corresponds to the
known Bs mass.

the form factors for the central values of the remaining input parameters. We find that
lowering the renormalisation scale incurs the numerically largest shift in the form factors,
corresponding to a maximal decrease of the central values by 5.0%. We account for this
systematic uncertainty through a diagonal covariance matrix, with entries corresponding to
the square of the maximal shifts of the central values,

Σii

∣∣
µ
= max(|fi(µlow)− fi|, |fi(µhi)− fi|)2 . (2.5)

In addition, we add a systematic uncertainty for the threshold model. To do so, we produce
form factor samples using the threshold model without q2 dependence. We obtain their
mean values across all q2 points. We assign a systematic uncertainty based on the square of
their difference to the nominal form factors results. The corresponding covariance matrix is
strictly populated on the diagonal,

Σii

∣∣
thr. = |f const

i − f q2-dep.
i |2 . (2.6)

We find that the biggest source of systematic uncertainty comes from changing the threshold
model. Switching from a q2-dependent to a q2-independent threshold model we find shifts
to the central form factor values ranging from 0.7% to 12.2%. The total covariance matrix
is then obtained as the sum of the parametric covariance matrix with both systematic
covariance matrices:

Σ
∣∣
total = Σ

∣∣
param +Σ

∣∣
µ
+Σ

∣∣
thr. (2.7)
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q2 −10 GeV2 −5 GeV2 0 GeV2 +5 GeV2

f+(q2) 0.208± 0.035 0.278± 0.022 0.364± 0.026 0.482± 0.042
f0(q2) 0.261± 0.047 0.312± 0.025 — 0.425± 0.040
fT (q2) 0.232± 0.044 0.305± 0.027 0.394± 0.023 0.516± 0.035

Table 2. Our results for the B̄s → K form factors from the LCSR analysis. The central values
arise from a weighted average of the posterior-predictive samples, and the uncertainties arise from a
combination of the parametric and systematic uncertainties; see text. The result for f0(0) has been
omitted due to the identity f+(0) = f0(0).

We approximate the joint posterior predictive distribution of all form factors at the
different q2 points as a multivariate Gaussian distribution. The mean values and standard
deviations of the LCSR predictions are given in table 2. The central values and total
covariance matrix are provided as a machine-readable file as part of the supplementary
material [33] and within the EOS software as of v1.0.9 as a constraint labelled

B_s->K::form-factors[f_+,f_0,f_T]@BvDV:2023A

Our results are compatible with the previous LCSR results for f+(q2 = 0) in eq. (1.3) and
eq. (1.4) at the 1.3σ and 0.8σ levels, respectively. A meaningful comparison with the full set
of results in refs. [13, 14] is not possible, due to their lack of correlation information across
different form factors. We find the relatively largest systematic uncertainty in our results
at q2 = −10GeV2. At this point, total uncertainties for the form factors vary between 17%
and 19%. At larger values of q2, the relative uncertainties are significantly smaller, ranging
all consistently between 6% and 9%. We find that our procedure to account for systematic
uncertainties significantly decorrelates our results. The average degree of correlation,
assuming dominant correlation to nearest neighbours, decreases from ∼ 76% to ∼ 40%.

3 Form factors in the full q2 range

3.1 Parametrisation

To access the full semileptonic range in q2, we have to apply a parametrisation for the
interpolation or extrapolation of the available form factor data. Common parametrisations
that are used respect the analyticity and unitarity properties of the form factors, like the
BGL parametrisation used in B̄ → D(∗) form factors [34] (see [35] for a textbook discussion).
Most importantly, the form factor is expanded in powers of z(q2), which conformally maps
the form factor’s first Riemann sheet onto the open unit disk in the complex z plane:

q2 7→ z(q2; tf
Γ, tf

0) =

√
tf
Γ − q2 −

√
tf
Γ − tf

0√
tf
Γ − q2 +

√
tf
Γ − tf

0

(3.1)

Here, tf
0 is a free parameter that is used to fix the zero crossing of z(q2 = tf

0) = 0, and
tf
Γ represents the first branch point of the form factor f . Throughout this work we use

tf
0 = 14.7GeV2.

– 9 –



J
H
E
P
1
1
(
2
0
2
3
)
0
8
2

For the B̄s → K form factors, we then parametrize the full form factor as

f(q2) = 1
√

χf ϕf (q2)Bf (q2)

K∑
k

af
kpk(z(q2)) , (3.2)

where pk are a suitable choice of polynomials discussed below. The quantities χf and ϕf

are known; they arise from the computation of the unitarity bound within an operator
product expansion of a suitable correlation function. The quantity Bf (q2) accounts for a
finite number of isolated poles beyond the semileptonic phase space but below the first
branchpoint of the function.

In the traditional BGL-like setup, the first branch point tf
Γ of the form factor f coincides

with the pair production threshold of the process B → P , t+ = (mB + mP )2, where P

respresent a pseudoscalar state. In that case, the polynomials pk reduce to zk/
√
2π. However,

the B̄s → K form factors develop their first branch point at tΓ = (mB + mπ)2, since from
this point forward on-shell B̄π states can rescatter into B̄sK̄ states. This branch point does
not coincide with the pair production threshold t+ = (mBs + mK)2, thereby breaking a
central assumption of the BGL approach.

The parameterisation in eq. (3.2) accounts for this mismatch by considering the pair-
production cross section only in the interval [(mBs + mK)2,∞), rather than starting at the
first branch point. The unitarity bound ensures that

∮
z∈Z

dz

z

∣∣∣∣ϕf Bf f

∣∣∣∣2
q2=q2(z)

≤ 1 , (3.3)

where the integration domain now only covers an arc of the unit circle in the complex z plane:

Z = {z | |z| = 1 ∧ | arg z| ≤ | arg z(t+)|} . (3.4)

BGL-like parametrisations that respect this type of unitarity bound have recently been
developed in applications to Λb → Λ(∗) form factors [19, 20], B̄s → K form factors [12],
and B̄(s) → {K̄(∗), ϕ} form factors [36]; and non-local form factors in B̄ → K̄γ∗ transi-
tions [18, 37]. Here, we use the approach first discussed in ref. [18]. In this case, the
polynomials pk are orthonormal with respect to the measure dz/z on the integration domain
eq. (3.4). They can be efficiently computed using the Szegő recurrence relation; we refer to ap-
pendix B of ref. [37] for details. An alternative approach exists, which diagonalizes the bound
a-posteriori [12]. We emphasize that both approaches yield identical results. A numerical
implementation of eq. (3.2) including the polynomials, the outer functions, and the Blaschke
factors is available in the EOS software and documented in ref. [36]. We use this implementa-
tion and truncate the series at order K = 4, which is compatible with the observation that
such a high truncation order is required to stabilize the extrapolation to q2 = 0 [11, 12].

The perturbative component of the unitarity bound is encoded in the numerical values
for the quantity χf . It is obtained from a subtracted dispersion relation for a suitable
vacuum matrix element of a two-point correlation function that involves two insertions of
b → u currents. We apply isospin symmetry to relate the values for χf in b → d processes
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provided in ref. [38] to obtain the values for χf in b → u currents required here. For
convenience, we provide the values used for the three form factors discussed here:

χf+ = 6.58× 10−4 GeV−2 , χf0 = 1.50× 10−2 , χfT = 4.39× 10−4 GeV−2 . (3.5)

We do not include any isospin breaking corrections in our approximation, which are of order
(mu −md)/mb and αe/π. We further sharpen the bounds by accounting for the polarisation
of the intermediate B̄sK̄ pair following ref. [36]. The effect of this approach is a rescaling
of the perturbative values χf for the form factors f+ and fT . In this regard, our work goes
beyond what has been done in ref. [12].

3.2 Analyses of the available form factor data

Throughout, we truncate the parametrisation of the form factors at order K = 4, which
corresponds in general to 5 parameters per form factor.2 As prior we use a product of
independent uniform PDFs for each of the free form factor parameters af

k , 0 ≤ k ≤ K, with
support −1 ≤ af

k ≤ +1. Note that the parameter af0
0 is not a free parameter; instead, it is

fixed so as to fulfill the identity f+(0) = f0(0).
We further define the named likelihoods:

LQCD. This likelihood contains the available lattice QCD results on B̄s → K form factors
f+ and f0 by the HPQCD [15] and RBC/UKQCD [11] collaborations. We directly use
the 2+ 3 synthetic data points provided by RBC/UKQCD for f+ and f0, respectively,
including their covariance matrix. We further produce 3 + 3 synthetic data points
for the HPQCD results, using the same q2 values as RBC/UKQCD.3 We do not use
the results by the FNAL/MILC collaboration [16] due to a suspected issue with the
chiral extrapolation; see the corresponding discussion in the conclusion of ref. [11, p.
21]. This likelihood hence corresponds to a total of 11 observations.

LCSR. This likelihood contains our synthetic data points obtained from the light-cone
sum rule analysis that we carry out in section 2. We use a total of 4 points in q2

for both the f+ and fT form factors and 3 points in q2 for the f0 form factor. This
likelihood hence contributes an additional 11 observations.

We define a total of three posterior PDFs labelled LCSR, LQCD, and LCSR+LQCD.
They use the common prior and one of the likelihoods or the product of both likelihoods,
corresponding to their label. The posteriors labelled LCSR and LQCD are underconstrained.
This is manifest for the LCSR posterior, since the number of parameters (14) exceeds the
number of observations (11). In the case of the LQCD posterior, the choice to use the same
q2 values to generate synthetic data points for the HPQCD results leads to only 6 effective
observations for 9 parameters. Both cases can only be meaningfully analysed due to the
application of the unitarity bound, which is built into the prior PDF in its weakest form,

2The priors for analyses that do not include data on the tensor form factor are restricted to the parameters
for f = f+, f0 only.

3We find that our fit results in this section, the phenomenological results in section 4, and our conclusions
are stable with respect to systematic shifts of the synthetic HPQCD data points by −1 GeV2 and −2 GeV2.
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restricting the domain of the posterior PDF to a hypercube. In addition, we apply the
unitarity bound in a slightly stronger form as follows. For each point in the parameter
space, we compute the three saturations

sat+ ≡
∑

k

|af+
k |2 , sat0 ≡

∑
k

|af0
k |2 , satT ≡

∑
k

|afT
k |2 . (3.6)

The unitarity bounds limit each saturation to 1. For points that exceed a saturation of 1,
we penalize each posterior PDF P with a half-gaussian term

logP ⊃
∑

i=+,0,T

−1
2

(
sati−1

σi

)2
if sati ≥ 1

0 otherwise
, (3.7)

as suggested in ref. [39] in the context of b → c form factor bounds. Here σi represents
the relative uncertainty on the quantities χfi ; including this uncertainty in the description
somewhat loosens the bounds. We use σi = 10% for all i ∈ {+, 0, T}, which corresponds to
the relative uncertainties for the quantities χf obtained in ref. [38].

Our statistical analysis is carried out using the EOS software [40] in version v1.0.9 [41].
As part of our analysis, we draw importance samples from the three posterior PDFs. For
this task, we rely on the dynesty software [42, 43] to produce these importance samples
using dynamical nested sampling [44].

We maximize the three posterior densities with respect to the form factor parameters.
In the case of the underconstrained posteriors LCSR and LQCD, this leads to multiple
solutions in the parameter space that share the same minimal χ2 value. In the case of the
posterior LCSR+LQCD, the optimisation yields an isolated best-fit point. We provide an
overview of the χ2 values at the best-fit points in table 3, with the following caveats:

• The fit to the LCSR data has negative degrees of freedom, which makes a goodness-
of-fit check based on the χ2 test statistic impossible.

• The fit to the LQCD data has effectively negative degrees of freedom, since the two
individual likelihoods do not provide complementary information. Despite this, the
χ2 value in the best-fit point is expected to be non-zero, since it effectively represents
the goodness of fit of the weighted average of the two LQCD likelihoods for only 5
degrees of freedom.

• The penalty term eq. (3.7) does not enter the likelihood and can be understood as
a prior density. Moreover, we have no appropriate test statistics for the penalty
term. As a consequence, we do not account for the penalty term in the goodness-of-fit
discussion.

We find that our nominal LCSR+LQCD posterior provides an acceptable fit, since its p-value
of ∼ 6% exceeds our a priori threshold of 3%. We also find that the two LQCD likelihoods
are in good agreement with each other: their weighted average yields χ2/d.o.f = 5.7/5,
which corresponds to a p-value of ∼ 34%.
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Figure 2. Saturation sati of the unitarity bound
for each form factor fi for a truncation order
K = 4. See eq. (3.6) for their definition. We
show a continuous histogram of the posterior-
predictive PDF for each saturation, with their
respective 68% intervals shown as the coloured
areas. The grey shaded areas represent satu-
rations that exceed the value allowed by the
unitarity bound.

We observe that the unitarity bounds affect the fits substantially. As shown in table 3,
the LCSR best-fit points violate the unitarity bounds with saturations close to or exceeding
unity in all three form factors. The LQCD best-fit points respect the unitarity bounds,
with saturations of ∼ 50% for the f+ and the f0 bounds. The best-fit point of our nominal
LCSR+LQCD fit shows a violation of the unitarity bounds for f+ and fT .

Moreover, we find that the posterior samples readily saturate the unitarity bounds. This
is illustrated in figure 2, where we show the posterior-predictive PDF for the saturations.
This broad distribution for the saturation of the bounds is expected, given the large number
of fit parameters. As a consequence, we find that the distribution of the fit parameters
does not resemble a multivariate gaussian distribution. While individual marginal posterior
densities look gaussian-like, the joint distribution is highly distorted due to the effect of
the unitarity bounds. Hence, unlike in our fit to the LCSR results, we do not carry out an
unbinned fit to the posterior samples.

We find that the unitarity bounds in the BFP in table 3 for the LCSR and LCSR+LQCD
posteriors are effectively saturated,4 thereby violating unitarity. However, the full distribution
of the posterior samples covers a substantial range of smaller saturation values as seen in
figure 2. Therefore, we do not consider the over saturation of the BFP a sufficient criterion
to discard these fit results.

4We remind here that we do not include other transitions such as B̄ → {π, ρ, ω} when computing the
saturation of the unitarity bounds.
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goodness of fit BFP saturation extrapolation
posterior χ2 d.o.f. p-value sat+ sat0 satT f+(q2 = 0) fT (q2 = 0)

LCSR 0.0 −3 — 0.93 1.00 1.00 0.36± 0.02 0.39± 0.02

LQCD 5.7 −3 — 0.45 0.52 — 0.25± 0.08 —

LCSR+LQCD 15.0 8 6.0% 1.01 0.34 1.00 0.31± 0.02 0.36± 0.02

Table 3. Comparison of the three fits. We provide goodness-of-fit diagnostics like the χ2 in the
best-fit point (BFP), the degrees of freedom (d.o.f.) and the p-value (where applicable, see the text
for a discussion). We further provide the saturation of the unitarity bounds in the respective BFPs.
Finally, we provide the form factors f+ and fT at q2 = 0.

Due to the non-gaussianity of the samples, we use the posterior samples to produce
posterior-predictive samples for the three form factors at various q2 points, including at
q2 = 0. The latter results are given in table 3. For the LCSR+LQCD posterior, we show
the median values and central 68% probability envelopes for the form factors as a function
of q2 in figure 3. Data points for LCSR and LQCD likelihoods are also shown. Further plots
illustrating the differences amongst the three posteriors are available in the supplementary
material [33]. We emphasize that the accurate estimation of the form factors uncertainties
requires the use of the posterior samples, which we also make available as part of the
supplementary material.

Based on the above considerations, we use the results of the LCSR+LQCD fit as our
nominal fit results.

Finally, we compare our results at q2 = 0GeV2 with the different LCSR and LQCD
results discussed in the introduction as shown in figure 4. For completeness, we also include
the FNAL/MILC2019 determination, which is not included in our fit, as discussed above.

4 Phenomenology

4.1 Differential decay rate

We can now determine the differential decay rate of B̄0
s → K+µ−ν̄ in units of |Vub|2. In the

next section, we use specific bins of this distribution to determine the ratio |Vub/Vcb| from
experimental data. However, we stress that the shape of the distribution gives additional
information which should be confronted with experimental data. In figure 5 (left), we show
the obtained posterior-predictions for the differential decay rate of B̄0

s → K+µ−ν̄ for our
nominal fit (purple) and separately for the LCSR (yellow) and LQCD (green) posterior
predictions. We observe that the LCSR (LQCD) determination is — as expected — most
precise at low (high) q2. In both cases, the unitarity bounds limit the uncertainty. We
stress that these two determinations are compatible; the p-value of the combined fit is 6%
(see section 3.2), and at low q2 the two bands are compatible at less than two standard
deviations. Finally, we note that our combined fit has smaller uncertainties in every q2

point than the smallest uncertainty in every individual fit, another indication that the two
sets of information are mutually compatible.
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Figure 3. Results of the simultaneous fit to
all form factors for a truncation order K = 4,
combining LCSR and LQCD constraints. The
shaded bands correspond to the 68% probabil-
ity envelopes of our posterior predictions. The
coloured crosses indicate the various experimen-
tal and statistical constraints and their uncer-
tainties as described in the text.
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Figure 4. Comparison of our determinations of f+(q2 = 0) and fT (q2 = 0) with the inputs and
the literature. The bands present the 68% probability interval of our nominal results based on the
LCSR+LQCD posterior.
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Figure 5. Differential decay rate of B̄0
s → K+µ−ν̄ as a function of the momentum transfer q2 for

the three different analyses within the SM (left) and in comparison to our nominal fit for the allowed
BSM reach (right).

As pointed out in ref. [45], scalar contributions beyond the Standard Model (BSM)
have the potential to significantly distort the shape of the q2 distribution in P → Pℓν̄

decays. A recent study of B̄ → {π, ρ, ω}ℓ−ν̄ decays [8], which are mediated by the b → uℓ−ν̄

transition, constrains the available parameter space of the beyond the Standard Model
(BSM) Wilson coefficients, specifically, allowing for new scalar, tensor and left and right-
handed vector interactions. In figure 5 (right), we illustrate the BSM reach of the differential
B̄0

s → K+ℓ−ν̄ distribution, combining our new form factor results with the BSM parameter
samples provided in refs. [8, 46]. We observe that B̄s → K has similar sensitivity to BSM
parameters as the B̄ → (π, ρ) transitions, resulting in little room left for BSM contributions.
The distribution, however, is shifted slightly and allows for more B̄0

s → K+ℓ−ν̄ events at
high q2 than in the SM. However, at the current level of precision we observe no significant
distortion of the distribution.

4.2 Determination of |Vub/Vcb|

The LHCb collaboration recently observed the B0
s → K−µ+νµ decay for the first time [10].

Its integrated branching ratio is obtained as follows:

RBF ≡ B(B0
s → K−µ+νµ)

B(B0
s → D−

s µ+νµ)
= NK

NDs

ϵDs

ϵK
× B(D−

s → K+K−π−) , (4.1)

where ϵX are the efficiencies. The yields for B0
s → K−µ+νµ are given in three bins

low-q2: q2 < 7, high-q2: q2 > 7, full: all q2 , (4.2)

while for the normalisation mode B0
s → D−

s µ+νµ the whole q2 range is always taken.
We adjust the central values and the uncertainty due to the D−

s → K+K−π− branching
ratio according to the most recent world average of this quantity: B(D−

s → K+K−π−) =
(5.37 ± 0.10)% [30]. This results in a minute shift in the central value but reduces the
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uncertainty by a factor of 2/3:

Rlow
BF = (1.65± 0.08(stat)± 0.07(syst)± 0.03(Ds)) · 10−3 , (4.3)

Rhigh
BF = (3.24± 0.21(stat)± 0.17(syst)± 0.06(Ds)) · 10−3 . (4.4)

To extract the ratio |Vub/Vcb|, we follow ref. [10] in defining

FFY ≡ |Vxb|−2
∫ dΓ(B0

s → Y µ+νµ)
dq2

dq2 , (4.5)

where Y = K−, D−
s and x = u, c, respectively.

The posterior predictions of FFK are determined in the three bins of eq. (4.2). We find

FFK(q2 < 7 GeV2) = 3.27± 0.29 ps−1 , FFK(q2 > 7 GeV2) = 4.63± 0.32 ps−1 ,

FFK(full q2 range) = 7.91± 0.57 ps−1 , FFDs(full q2 range) = 9.14± 0.35 ps−1 .
(4.6)

We note that our determination of FFDs for the full range is consistent with the one used
by the LHCb collaboration FFDs = 9.15± 0.37 ps−1 [10] based on the same form factors
and parametrisation by the HPQCD collaboration [21].

Finally, we can extract the ratio of the CKM elements |Vub/Vcb| using the LHCb
measurements of RFF in the different q2 bins through∣∣∣∣Vub

Vcb

∣∣∣∣ = √
RBF × RFF , (4.7)

where RFF = FFDs/FFK . The theoretical uncertainty on the CKM ratio is directly given by
the spread of the predicted samples of

√
RFF. We obtain the total uncertainty by combining

this theoretical uncertainty with the experimental uncertainty on RBF in quadrature via

σ2
(∣∣∣∣Vub

Vcb

∣∣∣∣) = σ2
(∣∣∣∣Vub

Vcb

∣∣∣∣)
th

+ σ2
(∣∣∣∣Vub

Vcb

∣∣∣∣)
exp

(4.8)

where
σ

(∣∣∣∣Vub

Vcb

∣∣∣∣)
th

=
√

RBF × σ(
√

RFF) ,

σ

(∣∣∣∣Vub

Vcb

∣∣∣∣)
exp

=
√

RFF × σ(
√

RBF) .
(4.9)

We obtain our nominal results as∣∣∣∣Vub

Vcb

∣∣∣∣LCSR+LQCD

q2<7 GeV2
= 0.0681 ± 0.0033

∣∣
th ± 0.0023

∣∣
exp = 0.0681± 0.0040 (4.10)∣∣∣∣Vub

Vcb

∣∣∣∣LCSR+LQCD

q2>7 GeV2
= 0.0801 ± 0.0032

∣∣
th ± 0.0034

∣∣
exp = 0.0801± 0.0047 . (4.11)

We observe that the low-q2 bin yields much smaller values for the ratio than the high-q2
bin. This is consistent with the ratio from LCSR only, which yields∣∣∣∣Vub

Vcb

∣∣∣∣LCSR

q2<7 GeV2
= 0.057± 0.005 ,

∣∣∣∣Vub

Vcb

∣∣∣∣LCSR

q2>7 GeV2
= 0.068± 0.021 , (4.12)
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and thus much smaller values than our combined fit. Considering only LQCD inputs, we have∣∣∣∣Vub

Vcb

∣∣∣∣LQCD

q2<7 GeV2
= 0.087± 0.020 ,

∣∣∣∣Vub

Vcb

∣∣∣∣LQCD

q2>7 GeV2
= 0.087± 0.006 . (4.13)

We point out that for this determination, we use both the RBC/UKQCD and HPQCD
results, thereby going beyond the extraction done in ref. [12]. While both determinations
are exactly equal, we highlight that the low-q2 determination exhibits a 3 times larger
uncertainty than the high-q2 determination.

The LHCb collaboration does not provide the experimental correlation between the low
and high-q2 bins. Hence, quantifying the level of agreement between their determinations
of the CKM ratio cannot be done rigorously. Disregarding any correlation, we obtain
compatibility only at the 3.8σ level for the LHCb determination of the CKM ratio in [10]
also quoted in eq. (1.8). Under the same caveats, our nominal determinations are compatible
with each other at the 1.9σ level, representing improved compatibility between the different
bins and reducing the tension between the two determinations. In addition, our nominal
high-q2 result is almost a factor of 2 more precise than the LHCb result. For the LCSR and
LQCD determinations, compatibilities at the 0.5σ and 0σ level are reached.

4.3 Comparison with other determinations

Given the long-standing puzzles in both |Vcb| and |Vub|, we do not attempt to make a
comprehensive comparison with all the different Vcb and Vub determinations currently
available. However, we make a few comments.

First, it is interesting to directly compare our ratio of CKM elements with other
determinations of this ratio. Currently, the only available measurement of this ratio is that
using the baryon decays: Λb → pµ−ν̄µ (at q2 > 15GeV2) and Λb → Λcµ

−ν̄µ [47]. Combined
with the form factors from LQCD [48] this gives∣∣∣∣Vub

Vcb

∣∣∣∣Λb→{p,Λc}µ−ν̄

q2>15 GeV2
= 0.080± 0.006 , (4.14)

where we added the uncertainties in quadrature and updated the central value by using the
PDG world average of B(Λ+

c → pK−π+) [30, 49, 50]. We find excellent agreement at the
0.01σ level with our B̄s → K determination in the high-q2 region, which is dominated by
the LQCD form factor determinations. For the low-q2 bin our determination differs from
the above by 1.7σ.

While we recommend comparing only with determinations of ratios of the CKM
elements, it is also possible to compare our results with absolute determinations of CKM
elements in exclusive modes. Since we are measuring exclusive decays, with B̄s → K as a
new element, it seems most obvious to extract from the ratio a value of |Vub| by multiplying
with a specific exclusive |Vcb| determination. Given the current tension in the B → D∗ form
factors required for the latter (see e.g. ref. [51] for a recent discussion), we do not include
here the most recent Vcb determinations from D∗. Considering only B → D exclusive
transitions leads to [52]

|Vcb|excl,B→D = (40.49± 0.97) · 10−3 . (4.15)
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This determination is compatible with the inclusive determinations [3, 6] at less than 2σ.
We obtain from eq. (4.10)

|Vub|Bs→K
q2<7 GeV2 = (2.76± 0.30) · 10−3 |Vub|Bs→K

q2>7 GeV2 = (3.24± 0.33) · 10−3 (4.16)

Comparing with a recent determination of |Vub| from exclusive b → u decays including
LCSR and LQCD form factors [8]

|Vub|excl =
(
3.50+0.13

−0.12

)
· 10−3 , (4.17)

we find good agreement with our determination in the high-q2 bin at 0.7σ and only a 2.3σ

compatibility with the low-q2.

5 Conclusion

We predict the full set of B̄s → K form factors using updated light-cone sum rules with an
on-shell kaon at low momentum transfer q2. Specifically, we infer information on the sum
rules’ duality threshold parameters s0 in two models. Systematic uncertainties are then
accounted for by studying the threshold-model dependence as well as the renormalisation
scale dependence. Our light-cone sum rule results are slightly shifted to larger values than
those previously obtained in the literature. To obtain predictions in the full semileptonic q2

range, we further combine these LCSR predictions with two lattice QCD determinations at
high q2, which are more precise than the sum rule results. We employ a parametrisation
that respects unitarity through two novel modifications to the well-known BGL approach.
We find a consistent description of the form factors in our nominal fit, which yields a small
yet acceptable p-value of 6%. The strong correlations between our results (across both
the form factors and the q2 points) are the main reason that an acceptable fit quality is
obtained in the combination with lattice QCD determinations.

We apply our results for the B̄s → K form factors to the LHCb analysis of B0
s →

K−µ+νµ, which measures the normalized integrated branching fraction in two q2 bins.
From this measurement, we determine nominally the ratio of CKM elements∣∣∣∣Vub

Vcb

∣∣∣∣
q2<7 GeV2

= 0.0681± 0.0040 ,

∣∣∣∣Vub

Vcb

∣∣∣∣
q2>7 GeV2

= 0.0801± 0.0047 . (5.1)

These are mutually compatible at the 1.9σ level and exhibit significantly less tension than
the determination previously obtained by LHCb. We stress that given the current puzzle
in both extractions of |Vub| and |Vcb|, it is not clear to which values to compare, and we
briefly discuss the implications of our new determination of their ratio.

Given the ongoing puzzle in the determination of either CKM matrix element, the
tension between the two determinations of their ratio, and the recent interest in b → uℓ−ν̄

processes due to their potential BSM reach, we strongly recommend an update of the
experimental analysis of this decay. In particular, a determination of the shape of the q2

distribution in B0
s → K−µ+νµ decay would be instrumental in improving our understanding

of the form factors as well as in constraining potential BSM effects.
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