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A B S T R A C T 

Ground-based, high precision observations of the light curves of objects such as transiting exoplanets rely on the application 

of differential photometry. The flux of the target object is measured relative to a comparison star in the same field, allowing 

correction for systematic trends in the light curve, mainly due to atmospheric effects including the variation of extinction with 

airmass. Ho we ver, the precision of the light curve is then limited by the random noise for the measurements of both the target 
object and the comparison star. For time-resolved photometry using short exposure times of up to a few tens of seconds, the time- 
scale of the systematic variations due to atmospheric (or other) effects can be much longer than the cadence of the observations. 
In this case, the o v erall signal-to-noise ratio of the observation may be impro v ed significantly by applying some temporal binning 

to the measurements of the comparison star, before comparison with the target object, without reducing the cadence of the o v erall 
light curve. In this paper, we will describe a data reduction pipeline for implementing this method which optimizes the number 
of frames to be binned for the comparison star, and we present example results for time-resolved photometric data. An example 
of applying the technique on an exoplanet transit light curve of WASP-166b is presented using four comparison stars of different 
magnitudes. 

K ey words: atmospheric ef fects – methods: data analysis – techniques: photometric. 
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 I N T RO D U C T I O N  

igh-precision time-resolved photometry is central to the study of
ariability of astronomical objects. However, ground-based observa-
ions are limited by effects of the Earth’s atmosphere, including
cintillation, absorption, and scattering. These introduce random
ntensity variations that are correlated on a range of time-scales and
ith a range of angular correlations. 
Differential photometry aims to correct these systematic errors

ue to atmospheric and instrumental effects (Howell 1992 ). This
echnique has been particularly important for the studies of exoplanet
ransits (Pont, Zucker & Queloz 2006 ), eclipsing binaries (Pluzhnik,
005 ), and microlensing events (Giannini, et al. 2017 ). 
For ground-based differential photometry, the comparison star

hould be close to the target star in order to maximize the correlation
or systematic trends. Ho we ver, it should also be bright in order to
inimize shot noise (Mann, Gaidos & Aldering 2011 ). It is difficult

o meet both these requirements simultaneously, especially for large
elescopes where the field of view (FOV) is more likely to be limited.

Furthermore, differential photometry cannot normally be used to
orrect scintillation noise since the angular correlation of the intensity
uctuations is very small (Kornilov 2012 ). Hence, the probability of

here being a bright comparison star within the iso-photometric angle
s small – of the order of a few arcseconds. 
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Although the use of comparison stars can be ef fecti v e at remo ving
ystematic trends, the random noise for the comparison star and target
tar (such as photon and scintillation noise), add in quadrature, thus
ncreasing the random noise in the calibrated light curve (Koppelman
005 ). For the brightest targets, the random noise will typically
e dominated by scintillation noise and will be independent of the
agnitude. If the comparison star is also scintillation limited, then the

ariance of the noise in the calibrated light curve will be increased by
 factor of 2 (see Fig. 1 ). For fainter comparison stars, where photon
oise dominates, the noise-to-signal ratio (NSR) of the calibrated
ight curve will be increased by a larger factor. This significantly
imits the number of comparison stars that can be used to perform
f fecti ve dif ferential photometry. 

We propose that, since in many cases the time-scale of the
ystematic variations due to the atmosphere will be much longer than
he cadence of the observations (Young et al. 1991 ), the comparison
tar data can be temporally binned before applying the calibration
o the target star. Therefore, the NSR of the calibrated light curve
ill be significantly impro v ed. This method can be applied to any
ata set with cadences of up to a few tens of seconds recorded in
ood photometric conditions and allows the use of much fainter
omparison stars without detriment. This is especially advantageous
hen observing with large telescopes which tend to have a limited
OV. In all cases, we assume that it is not possible to reduce the
adence of the observations of the science target. 

For light curves affected by short periods of high frequency
rends, e.g. due to intermittent cirrus clouds, the temporal binning
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Figure 1. The measured NSR for light curves observed in the Pinwheel 
Cluster using the Pt5m telescope in the V band under typical atmospheric 
conditions for La Palma, Spain with an exposure time of 1 s are plotted 
(as blue data points) as a function of the stellar magnitude. The expected 
noise contributions from different sources including scintillation, signal 
noise, readout, and sky background are also plotted as a function of the 
star magnitude. The total noise is plotted for both full moon and new moon. 
The measured NSR for the light curves lie abo v e the e xpected noise for 
the charged coupled device equation, as the light curves will also contain 
systematic noise. 

c
i  

c

m
t
r
o  

W  

c

2

2

2

T
l

w

o

t  

e

t

u

S

w  

t  

n  

c
 

f  

t  

a
a  

s  

o  

b  

t

c
S  

C  

2

S
t
t
v  

t  

a
p  

T  

w  

t
 

t  

s

σ

w  

d  

i  

t
t  

α  

i  

l
 

t
s
t  

g  

h
 

i  

t
fi
v

2

A
s

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/526/3/3482/7285831 by U
niversity of D

urham
 user on 08 N

ovem
ber 2023
an be applied everywhere apart from these periods. Hence, the 
mpro v ement in NSR can still be achieved for a majority of the
alibrated light curve. 

In this paper, we describe a data reduction pipeline for imple- 
enting the method, which optimizes the number of frames to be 

emporally binned for the comparison star. We present some example 
esults for time-resolved photometric data. Finally, we present results 
f applying this technique on an exoplanet transit light curve of
ASP-166b (Doyle et al. 2022 ) and the results for a range of

omparison star magnitudes are compared. 

 T H E O RY  

.1 Sources of photometric boise 

.1.1 Charged coupled device (CCD) equation 

here are four main sources of photometric noise that are uncorre- 
ated in both angle and time. These are: 

(i) Photon noise – the shot noise of the signal from the source, 
hich depends on its magnitude. 
(ii) Sky background – shot noise of the background light from 

ther sources (e.g. Moonlight). 
(iii) Readout noise of the detector. This is a combination of noise in 

he conversion of charge into voltage and of noise in the amplification
lectronics that convert the signal from analogue to digital. 

(iv) Dark current – shot noise of thermally induced electrons in 
he detector. 

In the absence of correlated noise, the photometric SNR measured 
sing a CCD detector is given by the CCD equation (Howell 1989 ): 

NR = 

S ∗√ 

S ∗ + n pix ( σ 2 
r + B + D) 

, (1) 

i  
here S ∗ is the signal from the source, n pix is the number of pixels in
he photometric aperture used to sample the source, σ r is the readout
oise, B is the sky background signal, and D is the detector dark
urrent. The NSR is given by 1/SNR. 

Fig. 1 shows the relative noise contributions to the NSR as a
unction of the stellar magnitude. The plot was made for the Pt5m
elescope (Hardy et al. 2015 ), a 50-cm aperture, in the V band
ssuming typical atmospheric conditions for La Palma, Spain with 
n exposure time of 1 s. Scintillation noise is dominant for bright
tars below V ≈ 10. For longer exposure times, the photon noise
ften becomes dominant for V ≈ 10–15 after which the signal often
ecomes limited by sky background. In most cases, for long exposure
imes, readout and dark current are negligible. 

Data from observations of the Pinwheel cluster from the Pt5m 

ollected between December 2020 and April 2021 is plotted (see 
ection 5.1.1 ). These points lie abo v e the e xpected noise for the
CD equation, as the light curves will also contain systematic noise.

.1.2 Scintillation 

cintillation is the fluctuation of intensity produced by high altitude 
urbulence in the atmosphere. The mixing of layers of varying 
emperatures in the atmosphere results in spatially and temporally 
 arying refracti v e indices. As the incoming wav efront passes through
hese high altitude turb ulent layers, the wa vefront is locally focused
nd de-focused resulting in spatial intensity fluctuations in the pupil 
lane of the telescope known as scintillation patterns (Osborn 2014 ).
hese patterns change with time as the turbulence mo v es with the
ind and as it ev olves (Dra vins et al. 1997 ). For bright stars, this is

he limiting noise source for photometry (F ̈ohring et al. 2015 ). 
For long exposure times, where the exposure time is longer than

he time taken for the turbulent layer to cross the telescope pupil, the
cintillation index is given by (Sasiela 2012 ) 

2 
I = 10 . 66 D 

−4 / 3 t −1 ( cos ( γ )) α
∫ ∞ 

0 

h 

2 C 

2 
n ( h ) 

V ⊥ 

( h ) 
d h, (2) 

here t is the exposure time used, D is the telescope aperture
iameter, h is the altitude of the turbulent layer, C 

2 
n ( h ) is the refractive

ndex structure constant (a measure of the vertical profile of the
urbulence strength), γ is the zenith angle, α is the exponent of 
he airmass, and V ⊥ 

( h ) is the wind velocity profile. The value of
depends on the wind direction and will be −3 when the wind

s transverse to the azimuthal angle of the star and −4 when it is
ongitudinal. 

From equation ( 2 ), the scintillation noise reduces with the exposure
ime used. All ground-based optical light curve observations will be 
ubject to scintillation noise. Currently, no scintillation correction 
echniques are in regular use-; ho we ver, a method that uses tomo-
raphic wavefront sensing has been proposed by Osborn ( 2014 ) and
as been demonstrated on-sky (Hartley et al. 2023 ). 

Since the angle o v er which the intensity fluctuations are correlated
s only a few arcseconds, it cannot normally be corrected directly
hrough differential photometry. This is because the probability of 
nding a bright comparison star within the iso-photometric angle is 
ery small. 

.1.3 Short-term atmospheric transparency variations 

s starlight passes through the Earth’s atmosphere, molecular ab- 
orption and scattering from molecules and aerosols attenuate the 
ncoming light (Zou et al. 2010 ). Such transparency variations have
MNRAS 526, 3482–3494 (2023) 
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M

Figure 2. The theoretical noise as a function of the exposure time used. The 
plot was calculated assuming a star of magnitude 10 in the V band observed 
using the Pt5m telescope in standard atmospheric conditions for La Palma, 
Spain. We assumed that the systematic noise was due only to atmospheric 
transparency variations described by equation ( 3 ). 
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Figure 3. The optimal exposure time as a function of star magnitude. The plot 
was simulated assuming the stars were observed using the Pt5m telescope 
in standard atmospheric conditions for La Palma, Spain. We assumed that 
the systematic noise was due only to atmospheric transparency variations 
described by equation ( 3 ). 
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 power spectrum proportional to 1/ f (Young et al. 1991 ) where f is
he temporal frequency. 

From Hill et al. ( 1994 ), the average atmospheric transparency
ariations have a power spectrum given by 

og ( P ( ν)) = −8 . 59 − 1 . 19 log ( f ) . (3) 

ere, the coefficients were determined empirically from observations
t the Observatorio del T eide, T enerife. It should be noted that the
easurements of this power spectrum were taken during the day for

olar studies. It is unclear if the transparency variations would have
he same power at night since aerosol inhomogeneities are much
eaker (Young et al. 1991 ), but we assume that it will follow the

ame linear relationship with the log frequency. 
Whilst on average the power spectrum of the transparency

 ariations follo w equation ( 3 ), on a gi ven night the atmospheric
ransparency variations could be significantly higher or lower. In
ddition, the measured transparency can also vary seasonally (Zou
t al. 2010 ). There is also strong dependence of the transmission on
av elength. F ollowing Mann et al. ( 2011 ), we assume that a scaling

actor can be applied to equation ( 3 ) to estimate the power spectrum
or the waveband used. 

.1.4 Other photometric errors 

ight curves also contain other sources of systematic noise, or ‘red’
oise. Systematic noise is al w ays present in aperture photometry at
ome level. These systematic trends are due to atmospheric effects
uch as changes in airmass, systematics in the instrumentation such
s telescope tracking and also systematic noise induced in the data
eduction process such as flat-field errors. The process of performing
he differential photometry also induces some small scale systematic
oise due to first-order and second-order extinction effects. These
re discussed in more detail in Section 2.3 . 

.2 Total noise 

he total noise in the light curve depends on the exposure time.
rom equations ( 1 ) and ( 2 ), the scintillation and photon noise will
ecrease with the exposure time. On the other hand, the noise due to
NRAS 526, 3482–3494 (2023) 
he atmospheric transparency variations will increase with exposure
ime and hence the cadence of the light curve (Mann et al. 2011 ), as
hown by equation ( 3 ). Therefore, for a given observation, there will
e an optimal exposure time that minimizes the total noise. Fig. 2
hows an example of the theoretical photometric noise as a function
f the exposure time. 
The plot was calculated assuming a star of magnitude 10 in the

 band observed using the Pt5m telescope. We assumed that the
ystematic noise was due only to atmospheric transparency variations
escribed by equation ( 3 ). 
The minimum in Fig. 2 , only exists because of systematic trends

n the light curve. Without such effects, the noise would continue
o decrease with exposure time as the scintillation and shot noise
ecrease. Therefore, measuring the noise as a function of the
xposure time can give information on the atmospheric transparency
uctuations at the telescope site. 
This optimal exposure time will also vary depending on the
agnitude of the star, with fainter stars having a longer optimal

xposure time, as shown in Fig. 3 . This is because for fainter stars,
hoton noise becomes more dominant. 

.3 Differential photometry 

ifferential photometry is a technique that has been used for o v er
 century (Stebbins 1910 ) to correct for these extrinsic variations in
agnitude (Howell & Jacoby 1986 ). The premise is to measure the

ifference in brightness of an astronomical source when compared
ith one or more non-varying reference sources. 
For CCD arrays, the reference stars, also known as comparison

tars, are often observed simultaneously in the same image frame
uch that the object of interest can be compared with the reference
tar. This allows correction of any atmospheric effects that change
ith time. From this, any inherent changes in magnitude of the

stronomical source can be determined. When properly applied,
ifferential photometry techniques can obtain high accuracies, with
rrors as low as ±0.001 magnitude (Howell 2006 ; Southworth et al.
009 ). 
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Figure 4. The average probability of finding a V ≤ m V star within the FOV 

for a 20-cm, 1-m, and 2.54-m telescope. The vertical lines correspond to an 
estimate for the magnitude below which the photometric noise is dominated 
by scintillation. 
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Whilst using differential photometry does correct systematic 
rends in the target light curve, the process itself can also induce
ome small scale systematic effects such as first-order and second- 
rder atmospheric extinction. 
First-order atmospheric extinction is caused by the non-negligible 

ifference in airmass between the target and comparison star. For 
ong observations, lasting several hours, the differential airmass will 
hange significantly (Mann et al. 2011 ). This results in the addition of
 systematic trend to the calibrated light curve. As such, to minimize
his systematic noise source, comparison stars close to the target of
nterest should be chosen. 

Second-order extinction can also add systematic trends due to the 
ifference in the spectral energy distribution o v er the pass-band, �λ,
etween the target star and comparison star (Young et al. 1991 ).
his effect is proportional to �λ2 , and depends on the reddening 
f the Earth’s atmosphere. As such, it changes from night to night.
his effect can be minimized by selecting comparison stars close in 
olour to the target star. 

In addition, comparison stars can only be used to correct systematic
rends that are correlated with the target star. Flat fields can be
sed to correct field-dependent anomalies in the telescope optics and 
educe effects of vignetting and pix el-to-pix el sensitivity variations. 
nsuring that the target image is al w ays centred on the same pixels
an reduce instrumental systematic trends. 

.4 Sky co v erage 

s discussed in Section 2.3 , the ideal comparison star should be close
n the field to the target star and of a similar colour. Ideally, the star
hould be bright so as to minimize the addition of shot noise to the
alibrated light curve. 

The FOV of a telescope depends on the focal length and the
hysical size of the detector. For fixed values of the focal ratio, the
OV will scale inversely with the aperture size. Since most telescopes 
re produced for a range of fixed focal ratio values, larger telescopes
ill often have a smaller FOV. 
Fig. 4 shows the average probability of finding a star of magnitude

ess than or equal to m V within the FOV for a 20 cm, 1 m, and 2.54 m
elescopes for a fixed f -ratio of 10, and a ZWO ASI1600 detector.
he vertical lines represent an estimate for the magnitude below 
hich the photometric noise in a star light curve will be dominated
y scintillation noise. For the two larger telescopes, where the FOV
s smaller, the probability of there being a bright star is small. For
he 20-cm telescope, there is a significantly higher probability of 
nding bright stars within its FOV. We note that this is the average
robability across the whole sky. 
The ideal comparison star would need to be as close as possible

o the target star in order to minimize first-order extinction effects.
urthermore, ideally the comparison star should not be too near the
dge of the detector to a v oid the star drifting out of the frame o v er
he observing period and to a v oid vignetting effects. Therefore, the
rue probability of finding a suitable bright comparison star within 
he field is even more limited. 

.5 Temporal binning of comparison stars 

omparison stars are vital for high precision photometry. Ho we ver, 
he calibrated light curve, although corrected for systematic noise, 
ill now have increased random noise. This is because the NSR of

he target star and of the comparison star add in quadrature. 
Se veral adv anced systematic correction techniques have pre vi- 

usly been proposed and used. This includes the averaging of 
ultiple comparison stars (Boyd 2007 ), therefore averaging the 

andom fluctuations. Ho we ver, as telescope aperture increases, the 
OV decreases, thus reducing the likelihood of finding multiple 
uitable comparison stars to choose from. 

Other techniques use curve fitting algorithms that measure low 

requency trends in the comparison star light curve to remove 
ow order trends in the data (Poddan ́y, Br ́at & Pejcha 2010 ).

hilst this method will not add any random noise, the technique
akes assumptions about the order of the systematic noise and 

ould miss periods of high frequency noise. The Kepler mission 
dentifies systematic noise terms by searching for photometric 
rends common to a large ensemble of stars, specifically look- 
ng for trends with transit-length time-scales (Petigura & Marcy 
012 ). 
We propose a new technique that takes advantage of the reduction

n photon and scintillation noise with integration time. Since the 
ystematic trends tend to be low in frequency, the comparison star
ignal can be binned in time with a moving average such that its
oise is minimized. An integration time that minimizes the noise in
he comparison star light curve exists, an example of this is shown in
ig. 2 . Temporally binning the signal by this optimal factor reduces

he random noise in the comparison star’s light curve whilst retaining
he low frequency trends. The temporally binned comparison star’s 
ight curve can then be used to normalize the photometry of the star
f interest, thus correcting the systematic trends, whilst minimizing 
he addition of random noise. 

Temporal binning is a technique widely used in astronomical 
hotometry (Doyle et al. 2022 ) to reduce the NSR; ho we ver, it has
raditionally been applied to the calibrated light curve as a whole. It
hould be noted that in our proposal, the light curve of the scientific
arget is not temporally binned and hence its cadence is unchanged. 
nly the comparison star signal is temporally binned. Our aim is that

he NSR of the final calibrated light curve should be limited only by
he random noise of the target star signal. 

The comparison star is temporally binned with a moving average 
uch that it has the same number of data points as the target signal.
sing a moving average does introduce wings at the start and end of

he light curve where the data cannot be averaged by N Bins frames.
o we ver, in most applications, the period of interest will still have an

mpro v ed NSR. Hence, when using this method one should ensure
MNRAS 526, 3482–3494 (2023) 
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Figure 5. An example of the light curve RMS residual as a function of the 
number of points in each bin for the un-calibrated and calibrated light curve 
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cluster observed on the 2021 December 20 using the Pt5m telescope. The 
dashed lines show the expected relationship for a light curve with only white 
noise. 
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hat there are additional frames at the start and end of the observation
un such that the period of interest is well co v ered. 

For situations where both the target star and comparison star
re bright and where scintillation noise is dominant, the NSR
f the calibrated light curve can be reduced by a factor of up
o 

√ 

2 , since they contribute equal noise variance. For fainter
omparison stars where there is additional photon noise, the NSR
f the calibrated target light curve can be reduced by up to 

√ 

N Bins 

here N Bins is the number of frames which have been temporally
inned for the comparison star. The optimum temporal binning for
 given observation, an example of which is shown in Fig. 2 , will
epend on the magnitude of the comparison star used and on the
ower spectral density (PSD) of the systematic trends in the light
urve. 

The systematic trends in the light curve are not caused by the
tmospheric transparency alone, there is additional systematic noise
roduced by the instrumentation optics and detectors. The atmo-
pheric transparency variations and scintillation noise can also vary
ignificantly from night to night. Therefore, it is very challenging
o determine a theoretical value for the optimal degree of temporal
inning. 
The optimal degree of temporal binning to apply to the comparison

tar light curve is determined by finding the temporal binning factor
hat minimizes the NSR of the calibrated target light curve. Ho we ver,
ince the target of interest will likely have intrinsic variation in its
agnitude, a different non-varying star must be used to determine

he optimal temporal binning factor. A pipeline to determine the
ptimal binning required for a given observation was developed and
s detailed in Section 3.2 . 

For this technique, we assume that the observations are taken in
ood photometric conditions. It is assumed that the photometry does
ot contain high frequency systematic trends for example due to
irrus clouds, and that the primary source of systematic noise is due
o atmospheric transparency variations. This technique cannot be
pplied for sources with blending. 

This technique can be applied to either aperture photometry
r PSF-fitting since the trade-off and optimization between the
hot/scintillation noise and the systematic noise due to atmospheric
ransparency variations will still be the same. Hence, this technique
an be applied to either case. In the examples in this paper, we only
resent aperture photometry. 

 M E T H O D  

.1 Quantifying systematic noise 

he amount of systematic noise in the light curves can be estimated
y a method known as RMS binning (Pont et al. 2006 ). The
ystematic noise is measured by splitting the signal up into N bins
nd calculating the average standard deviation of the signal within
ach bin Fohring et al. ( 2013 ). For random white noise the standard
eviation is proportional to the square root of the number of bins,
∝ 1 / 

√ 

N . 
In the presence of systematic noise, the gradient will deviate from

hat expected for pure white noise gradient. Hence, measuring the
radient indicates the amount of systematic noise in the light curve.
his technique can also be used to visually determine whether the use
f a comparison star has significantly reduced the systematic noise
n the calibrated light curve. Plotting the root-mean-square (RMS)
inning of the un-calibrated target light curve alongside the calibrated
arget light curve can be used to test whether using differential
hotometry has reduced the systematic noise for the target. 
NRAS 526, 3482–3494 (2023) 
Fig. 5 shows an example of performing the RMS binning for an
n-calibrated and calibrated light curve. The dashed lines show the
xpected relationship for a light curve with only white noise. The
n-calibrated light curve deviates significantly from the expected
elationship for white noise, indicating that it is dominated by
ystematic noise. The calibrated light curve, ho we ver, is much
loser to the expected white noise relationship. As such, we can be
onfident that the comparison star used has successfully corrected the
ystematic trends. Hence, this method can be used to aid comparison
tar choice and to optimize the data reduction techniques used. 

.2 Pipeline 

s discussed in Section 2.5 , the optimum degree of binning cannot
e determined theoretically, as the atmospheric conditions vary from
ight to night. Therefore, a pipeline was developed to determine the
ptimal number of frames that should be binned for a given data set.
Since the scientific target of interest will likely vary in magnitude,

 test star should be used to determine the optimal temporal binning
actor, N Opt , of the comparison star signal. Hence, in total, three stars
re required. One must also determine whether the test star light
urve and the comparison star light curve have systematic trends in
ommon, which are likely common to the target. 

A simulation was used to develop and test this pipeline. Simulated
ight curves with systematic trends, shot noise, read noise, and
cintillation noise were produced for stars of different magnitudes. 

The following pipeline was developed and tested using both
imulated and observed star light curves. The steps below are used
o determine the optimal temporal binning required to minimize the
SR of the calibrated target star: 

(i) Perform the aperture photometry on the target star. 
(ii) Select two other stars from the frame – a comparison star and

 test star. These should be non-varying stars close to the target of
nterest, and ideally bright. 

(iii) Perform the aperture photometry on the comparison star and
est star. 
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Figure 6. A matrix of the simulated optimized temporal binning factor, N Opt , 
for a given comparison star magnitude as a function of the magnitude of the 
test star. 
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Figure 8. The NSR of the calibrated target light curve as a function of the 
temporal binning of the comparison star light curve for different magnitudes. 
The simulated comparison star light curve is temporally binned everywhere 
apart from the region of a rapid high frequency trend around 100 s. The 
purple line shows the measured NSR for the calibrated target star where a 
second-order polynomial fit has been used to correct the systematic trends. 
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(iv) The cross spectrum of the light curves for the comparison and 
est stars are used to assess whether there are common systematic 
rends in the light curves that need correcting. 

(v) Visually check the photometric light curves for any obvious 
igh frequency trends – if there are periods of high frequency 
ystematic trends, do not apply the temporal binning during these 
eriods. 
(vi) The selected comparison star is used to calibrate the test star

ith incremental binning i.e. start with no binning, then bin every 
wo frames etc. The NSR of the calibrated test star is plotted as a
unction of the temporal binning applied to the comparison star light 
urve. This is used to find the binning factor N Opt that results in a
inimum in the measured NSR of the calibrated test star light curve.
(vii) The RMS versus binning method described in Section 3.1 

hould be used on the un-calibrated and calibrated test star light 
urves to check that the use of the comparison star has reduced the
ystematic noise. 

(viii) If the comparison star is deemed suitable in Step 7, then the
arget signal can now be calibrated using the comparison star light 
urve temporally binned by the optimal binning factor N Opt found in 
tep 6. 

This pipeline could be combined with other techniques. For 
xample, if multiple comparison stars are available, the stars signals 
ould be averaged before applying the binning. In addition, the 
ipeline can be further optimized by allowing varying binning values 
n different parts of the light curv e. F or e xample, periods with higher
requency systematic trends could have less temporal binning than 
eriods with lower frequency trends. 

 SIMULATIONS  

or the available on-sky data, the minimum in the measured NSR is
ften very shallow (see Fig. 11 ). As such, it is hard to determine how
he minimum location varies with the magnitude of the comparison 
tar. Therefore, a simulation was used to produce light curves with 
econd-order polynomial trends (such as Fig. 7 ) to produce more 
ell defined N Opt (such as Fig. 8 ). 
Simulations were also used to investigate the impact of short 
eriods of high frequency systematic noise e.g. due to cirrus clouds.
his was done in simulation, since no data was collected in such
onditions. All the data was either collected in good photometric 
onditions or during continuous poor conditions to the extent where 
he method could not be used at all. 

.1 Test star magnitude 

ince the target of interest will likely have intrinsic variations, ideally
nother ‘test’ star should be used to determine the optimal temporal
inning required. For a large telescope, the number of stars to choose
rom may be limited and therefore the test star may need to be
elatively faint. In addition, the test star should be close to the
arget of interest to maximize the correlation for systematic trends. 
 simulation was used to check whether the magnitude of the test
MNRAS 526, 3482–3494 (2023) 
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Figure 9. The power spectrum, f 	 ( f ), as a function of the frequency, f , for 
two stars of magnitude m V = 8.6 and m V = 11.1 observed with an NGTS 
telescope on 2021 February 18. 
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Figure 10. The power spectrum, f 	 ( f ), as a function of the star magnitude 
and log frequenc y, f , observ ed with an NGTS telescope on 2021 February 18. 
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tar has a significant impact on determination of the optimal binning
actor. 

Light curves for a range of star magnitudes were produced, each
ith the same systematic trends, and random Poisson noise added

ccording to the light level. Each star was used as a comparison star
or each of the other light curves. The NSR of the calibrated test star
gainst the temporal binning of the comparison star was measured
nd the binning that corresponds to the minimum NSR was recorded.

Fig. 6 shows the optimal binning required as a function of the
omparison star magnitude and test star magnitude. The binning
equired does not appear to depend substantially on the test star
agnitude used and depends primarily on the comparison star
agnitude. Therefore, the test star does not need to have a similar
agnitude to the target of interest. This is as expected, as the test

tar NSR is constant and therefore does not affect the position of the
inimum. Ho we ver, the brighter the test star magnitude, the better

ince the light curve should be dominated by the systematics trends
hat need to be corrected and not shot noise. 

In reality, it is unlikely that the systematic trends in the light
urves will be completely identical, as each star will likely have
ome localized systematic trends. Hence, a test star close to the
arget of interest on the detector should be selected to minimize
he first-order atmospheric extinction and any other field dependent
ystematic trends. 

.2 High order (rapidly varying) trends 

n important benefit of this method is that it can be optimized for
ach observation. For light curves with sudden rapid high order
rends, for example due to intermittent cirrus cloud in otherwise
hotometric conditions, the comparison star can be temporally
inned in the photometric periods and not binned (or less severely
inned) in the periods that contain high order trends. 
Fig. 7 shows an example systematic trend used in simulation.

he systematic noise is primarily low in frequency, with a sudden
igh frequency trend at around 100 s. A magnitude V = 8 target
tar along with 4 comparison stars with V = 9, 10, 11, and 12
ere simulated, all with this same systematic trends. Shot noise
as added as appropriate for the star magnitude for a 1 s exposure

ime on the Pt5m telescope. The comparison stars were temporally
NRAS 526, 3482–3494 (2023) 
inned ev erywhere e xcept during the high frequenc y period at
8–102 s. 
Fig. 8 shows the measured NSR of the calibrated light curve for

ach comparison star against the temporal binning of the comparison
tar. In addition, the NSR for the calibrated light curve using a second-
rder polynomial fit to correct the systematic trends is plotted. A
inimum can be clearly seen for each comparison star. The steep

ncrease in NSR for long integration times results from the shape
f the low frequency systematic trend. In all cases, temporally
inning the comparison star everywhere bar the high frequency
eriod outperforms the use of a low order curve fitting algorithm
nd achieves a significantly reduced NSR at the minima. However,
he curve fitting algorithm outperforms temporal binning of the
omparison stars when more than 20 frames are temporally binned.
his demonstrates the importance of selecting the optimum temporal
inning for a given observation. 

 RESULTS  

he pipeline described in Section 3.2 was tested with multiple on-sky
ata sets described in Section 5.1 and in simulation. In this section,
e present the key results of testing this technique with on-sky data,

ncluding the application of the technique to two exoplanet transit
ight curves. We focus on bright targets of interest, since in these
ases the calibrated signal is significantly limited by the magnitude
f the comparison star. Whilst this technique is still useful in the case
f a faint target, often a comparison star with a similar magnitude
r brighter than the target will be within the FOV, and therefore the
alibrated signal will still be dominated by the shot noise of the target
ignal. 

.1 Data sets 

ere, we present results from the application of this pipeline to a
ariety of data sets. Details of the instrument used for each data set
re given below. 

.1.1 Pt5m 

t5m is a robotic 0.5-m telescope at the Roque de los Muchachos
bservatory in La Palma, Spain (Hardy et al. 2015 ). This was used

o collect the majority of the data used in this paper. This telescope
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Figure 11. The NSR of the calibrated light curve as a function of the temporal 
binning of the comparison star. Only the comparison star is temporally binned. 
The threshold, NSR Thresh , at which the addition of the random noise from the 
comparison star is outweighed by the correction of the systematic noise is 
also plotted along with the expected NSR which was estimated using the 
noise sources in the CCD equation ( 1 ) and the estimated scintillation noise 
for standard atmospheric conditions in La Palma. 
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rovides imaging in standard photometric bands, with an FOV of 
0.2 × 6.9 arcmin. 
M36 (The Pinwheel Cluster, RA 05 h 36 m 16 s and Dec 
 34 ◦08’36.5’), was chosen as a suitable target because it provides a

arge number of bright stars within the FOV. This target was observed
n 15 nights between December 2020 and April 2021 using the Pt5m
elescope. All observations were made in the V band with an exposure
ime of either 1 or 2 s. Each observation comprised of 100–300 frames
ith a cadence of ∼10 s. 

.1.2 Wide-field camera data 

 wide field imager was used to acquire data from the Pt5m dome in
a Palma in August and September 2016. The imager comprised a 
0 mm f /1.8 lens coupled to a Moravian Instruments G3-11000 CCD
amera, providing an FOV of 10 × 10 degrees. 

A series of images were taken o v er sev eral nights. The data were
sed to test the technique for the case of very bright stars. The NSR
or the brightest stars from each night was measured and the effects
f systematic errors on the NSR were investigated. 
All observations were centred on RA 21 h 05 m 00 s and Dec 
 29 ◦00’00”. Just o v er 48 h of data was collected o v er a 2 month

eriod. Each night, an average of 600 frames were observed with 
 10 s exposure and a cadence of 20 s. The telescope was slightly
e-focused to a v oid saturation. This data set was primarily used to
nvestigate the binning of bright comparison stars to achieve the 
xpected NSR reduction factor of 

√ 

2 . 

.1.3 NGTS data 

xoplanet transit data measured with the Next Generation Transit 
urv e y (NGTS; Wheatley et al. 2017 ) was provided by Warwick
niversity. NGTS is a wide-field robotic telescope facility designed 

o find and characterize transiting exoplanets at the ESO Paranal 
bservatory, Chile. NGTS is made up of twelve 20 cm robotic 
elescopes, each with an FOV of 8 square degrees. Each telescope
ses a custom NGTS filter (520–890 nm). 
The WASP-166b data was observed using a 10 s exposure time

ith NGTS on the 2021 February 18 (Doyle et al. 2022 ). The data
rom six of the 20-cm telescopes were averaged (Bryant et al. 2020 ).
 total of 1384 images were collected by each telescope. 

.2 Power spectral density 

his technique exploits the fact that the noise contribution from 

ystematic noise is at low frequencies. On the other hand, if the
ystematic trends occur at high frequencies, then temporally binning 
he comparison star will reduce the correction achieved. 

A key question therefore is whether stars of different magnitudes 
hare the same low frequency trends i.e. whether there are any
requency-dependent effects in the light curve data reduction pro- 
essing. Therefore, comparing the power spectrum of the target star 
ight curve and comparison star light curve can give useful insight
n to whether the comparison star selected is suitable and whether
emporally binning the comparison star signal would be beneficial. 
GTS data provided from 2021 February 18 was used to investigate
o w the po wer spectra from multiple stars in the field varies with
agnitude. This data set was chosen due to its large FOV and hence

arge number of stars to compare. 
Fig. 9 shows the power spectrum for a bright m V = 8.6 and a

ainter star of m V = 11.1. We find that there are no significant
ifference in the power at low frequencies. As expected, for the
ainter star, the higher frequencies have much more power due to
ncreased shot noise. This clearly demonstrates the moti v ation of
ur proposed method and indicates that, for this observed data, the
ethod is suitable. 
Fig. 10 shows the power spectrum as a function of star magnitude

nd frequency for all the stars in the field. The power at the lowest
requencies does not change significantly with the star magnitude. At 
igher frequencies, there is an increase in power with star magnitude
ince, as expected, fainter stars have more shot noise. 

Hence, we find that that fainter stars share the same low frequency
rends as the bright stars and therefore, with temporal binning, sub-
tantially fainter stars can be used as comparison stars. Ho we ver, the
ata is limited to a single observational set-up and does not have any
tars fainter than a magnitude of m V = 11.3. Therefore, similar studies
rom other telescopes and instruments would be useful in this context.

.3 NSR 

o investigate optimization of the temporal binning method, the NSR 

f the calibrated light curve was plotted as a function of the temporal
inning for multiple comparison stars of different magnitudes. 
The Pinwheel cluster data from the Pt5m telescope was used to

est this method. A short exposure time of 1 s was used to ensure that
he bright stars did not saturate the detector. The brightest star in the
rame (of magnitude V = 8.2) was chosen as a target star, and fainter
tars within the FOV were used as comparison stars. 

Fig. 11 shows the NSR of the calibrated light curve as a function
f the temporal binning factor, N Bins , for a range of comparison
tars with different magnitudes. The NSR decreases with increasing 
emporal binning. This is because the contribution of the photon and
cintillation noise from the comparison star are reduced. 

For the brightest comparison stars, where photon noise is less 
ignificant and the noise for the target is limited by scintillation, there
s a slow increase in the NSR for long integration times such that a
hallow minimum exists. This is because at long integration times 
MNRAS 526, 3482–3494 (2023) 
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Figure 12. The NSR of the calibrated light curves with temporal binning 
of the comparison star versus the NSR of the calibrated light curve using 
standard (un-binned) differential photometry, for a range of stars dominated 
by scintillation noise. These results were produced using observations of the 
Pinwheel cluster on the Pt5m telescope and data using a wide-field camera 
in La Palma. Full details of these data sets are given in Section 5.1 . 
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Figure 13. The reduction in the NSR versus the difference in magnitude 
between the comparison star ( m Comp ) and the target star ( m Target ). The 
temporal binning factor N Thresh is given by the colour bar, where N Thresh 

is the temporal binning required such that the addition of the random noise 
from the comparison star is outweighed by the correction of the systematic 
noise. This plot was produced using observations of the Pinwheel Cluster on 
the Pt5m telescope (see Section 5.1 for more details). 

Table 1. The comparison stars used, their magnitude in the V band and their 
distance from WASP-166b. 

Star V Distance (arcminutes) 

TIC-413298649 9.45 44 
TIC-408307095 10.29 20 
TIC-408306501 11.31 45 
TIC-408306605 11.96 33 
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he atmospheric transparency variations and other low frequency
ystematic noise sources start to become significant. For the faintest
omparison stars this feature is not seen as the photon noise
ontribution is far more significant. 

In all cases temporally binning the comparison stars’ data has
educed the NSR of the final light curve. In addition, there exists
 binning factor at which using the comparison star does not add
ny additional noise to the calibrated light curve. The yellow dashed
ine represents the NSR of the raw target star light curve. At this
SR threshold, NSR Thresh , the addition of the random noise from the

omparison star is outweighed by the correction of the systematic
oise. The temporal binning factor of the comparison star signal
hat corresponds to this threshold is given by N Thresh . As binning
educes the noise contribution from the comparison star the NSR of
he calibrated light curve should tend towards the expected NSR from
he CCD equation and scintillation noise, given by the grey-dashed
ine. The RMS binning method in Section 3.1 was used to check that
he comparison star has reduced the systematic noise. 

.4 Bright stars 

ere, we test the case where both the target star and comparison
tar are bright. We expect that the random noise for both stars
ill be dominated by scintillation. Hence, we expect the NSR of

he calibrated light curve will be reduced by a factor of 
√ 

2 if
e can employ the temporal binning of the comparison star light

urve ef fecti vely. We emplo y tw o data sets from La Palma. The first
ata were collected in 2016 using the wide field camera described
n Section 5.1.2 . The second uses the Pt5m data of the Pinwheel
luster described in Section 5.1.1 . For each data set, we selected all
f the bright comparison stars which were sufficiently bright to be
xpected to be dominated by scintillation. The brightest non-varying
tar from each night was selected as the target star and the remaining
cintillation limited stars in the field were used as comparison stars. 

Each target star light curve was calibrated using both the raw
n-binned comparison star data and then with the comparison star
ata optimally binned using N Opt . Typically, we found N Opt = 20
NRAS 526, 3482–3494 (2023) 
lthough in many cases the minimum in the optimization curve was
ery shallow. In Fig. 12 , we plot the NSR of the final light curve
sing optimized temporal binning against the NSR for standard (un-
inned) differential photometry. 
It was found that, on average, temporally binning the comparison

tar data reduced the NSR of the calibrated target star light curve by
 factor of 1.41 ± 0.06, which agrees with the theoretical reduction
f 

√ 

2 within error. Hence, even when bright comparison stars are
vailable, binning the comparison star is still beneficial. 

.5 Faint stars 

or faint stars, where the signal is photon noise limited, the NSR of
he calibrated light curve can be reduced by a much larger factor,
ith the noise contribution from the comparison star reducing as ∼
 

N Bins . This was investigated using the observations of the Pinwheel
luster from the Pt5m telescope. 
The brightest star, with magnitude V = 8.2, was chosen as the

arget for each night of observations and the remaining stars in the
eld were used as comparison stars. For each comparison star, the

emporal binning factor N Thresh , the point at which the correction
f the systematic noise in the calibrated light curve outweighs the
ddition of random noise was recorded. In addition, the reduction in
he NSR of the calibrated light curve at this point, was also recorded.
he suitability of the comparison star was confirmed by visually
hecking that the NSR of the calibrated light curve was reduced to
he threshold using the method described in Section 3.1 . 
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Figure 14. The NSR measured for the calibrated light curve for the test star, 
TIC-408354533, as a function of the temporal binning of the comparison star 
signal for four comparison stars outlined in table 1. 
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The results are shown in Fig. 13 , which plots the factor by which
he NSR of the calibrated light curve has been reduced by due
o temporally binning the comparison star before performing the 
ifferential photometry. The colour bar shows the degree of temporal 
inning required, N Thresh , such that the correction of systematic noise 
ith the use of the temporally binned comparison star outweighs the 

andom noise contributions. In some cases, for bright comparison 
tars, this threshold is reached without any temporal binning. 

The results show the expected relationship, where temporally 
inning bright comparison stars reduces the NSR by a factor ∼ √ 

2 . 
emporally binning fainter comparison stars reduces the NSR by a 

arger factor. The NSR is typically reduced by more than ∼ √ 

N . 
his indicates the presence of other random noise such as read-out 
oise and sky background light may be significant. In addition, larger 
emporal binning factors are required for the faint comparison stars 
hich is to be expected from Fig. 3 . 
For the Pinwheel data, it was found that 44 per cent of the stars

n the image field could be used to reduce the NSR of the calibrated
ight curve to NSR Thresh . In other words, by temporally binning the
omparison star, we were able to reduce the contribution of random 

oise to a ne gligible lev el. Furthermore, we hav e shown that this is
ossible for comparison stars up to 4 mag fainter than the target star.

.6 Transit analysis 

.6.1 WASP-166b 

he method was tested on an exoplanet transit observation of WASP- 
66b, a hot Neptune around a magnitude V = 9.35 star, observed
sing a 10 s exposure time at a cadence of 13 s, with NGTS on the
021 February 18 (Doyle et al. 2022 ). The data from six of the NGTS
elescopes were averaged (Bryant et al. 2020 ). 

A range of comparison stars were selected with magnitudes close 
o 0, 1, 2, and 3 fainter than WASP-166b. From these stars, a subset
f comparison stars closest in position to the target star were selected
n order to reduce first-order extinction effects. The details for the 
tars chosen are given in Table 1 . The faintest star available has a
agnitude of V = 11.96. 
A test star, TIC-408354533, with magnitude V = 10.29 and a 

eparation of 482 pixels (equi v alent to 40’), from WASP-166b, 
as selected to find the binning required for each comparison star.
ig. 14 shows the measured NSR for the calibrated test star using the
omparison stars in Table 1 . For all curves a shallow minimum can be
een with a binning factor of around 30 for the two brighter stars, and
0 and 70, respectively, for the two fainter stars, resulting in the min-
mum NSR. As the temporal binning is increased beyond this point,
he NSR also begins to slowly increase. This is due to the spectrum of
he systematic noise, which has increased power at low frequencies. 

Fig. 15 (a) shows the calibrated light curve using standard 
ifferential photometry and (b) shows the calibrated light curve 
here the comparison star light curves have been temporally binned 
ith N Opt frames. The calibrated light curve was temporally binned 

n 5-min intervals such that the transit can be clearly seen and in
rder to compare the average error between the bins in plot (a) and
lot (b). The average error bar where the error bar for each time bin is
alculated as 

√ 

1 
∑ n 

i σ
−2 
i 

where σ i is the standard error for telescope i ,

or each calibrated light curve is plotted in a black box in the bottom
ight-hand corner of (a) and (b). Comparing figs (a) and (b), it is clear
hat temporally binning the comparison stars has reduced the NSR. 

We note that the scatter in the average light curve is slightly larger
han expected from the individual error bars. This suggests that there
s some residual correlated noise that is not being fully corrected
ia the comparison star measurements for this data. In some parts
f the light curve there are clearly some low frequency trends which
ave not been fully corrected through the differential photometry. 
hese are visible in the un-binned data as well, but are less obvious
s the error bars are greater. In addition, the transit depth seems to
ary slightly for the different comparison stars. We believe the main
eason for this is due to the short shoulder measurements which have
isible large systematic trends, especially at the egress. This is likely
kewing the depth for the different comparison stars. Therefore this 
ffect could be reduced with more data points prior and post to the
ransit. 

Table 2 compares, for each comparison star, the average error bar
f the noise in the calibrated light curve where standard differential
hotometry has been used and where the comparison star light curve
as been temporally binned. Table 3 compares the average standard 
rror of the calibrated transit light curves data points. Here, we see
he effects of residual correlated noise such that the reduction factors
re lower than in Table 2 . For all the comparison stars, temporally
inning by N Opt frames has reduced the NSR of the calibrated transit
ight curve. In addition, with temporal binning, the use of a fainter
omparison star performs nearly as well as the brightest comparison 
tar (TIC-413298649). 

A Markov chain Monte Carlo (MCMC) method was used to fit
he transit photometry of WASP-166b using the EMCEE package 
F oreman-Macke y et al. 2013 ) and the batman transit model
ackage (Kreidberg 2015 ). We have used the parameters obtained by
bservations of WASP-166b given in Doyle et al. ( 2022 ) to perform
he MCMC simulation. Twenty w alk ers with 10 000 steps per w alk er,
ith a burn in of 3000 steps were used. Only the mid-transit time, T 0 ,

he planet radius, R p , and the limb-darkening coefficients were varied, 
ith all remaining parameters fixed. During the MCMC analysis, a 

inear out-of-transit model with time is fitted to each light curve
imultaneously with the transit model. 

Table 4 shows the results for the fitted T 0 for the calibrated
ight curve using each comparison star with standard differential 
hotometry and with temporal binning of the comparison star light 
urve. In all cases temporally binning the comparison star signal 
esults in a higher precision. Doyle et al. ( 2022 ) found T 0 =
459264.729337 ± 0.000633. All of our transit times are consistent 
ith this result and with the TESS prediction within 3 σ . 
MNRAS 526, 3482–3494 (2023) 
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M

Figure 15. The transit light curve for WASP-166b observed on 2021 February 18 with 6 NGTS telescopes. The left-hand plots (a) show the calibrated light 
curve using standard differential photometry and the right-hand plots (b) show the calibrated light curve where the comparison star light curv es hav e been 
temporally binned by N Opt frames. The calibrated light curve was then temporally binned in 5-min intervals such that the transit can be clearly seen and in 
order to compare the average error between the bins in plot (a) and plot (b). The bottom right-hand plot also has the airmass plotted as the blue dashed line. 

The average weighted standard error calculated for each time bin as 
√ 

1 
∑ n 

i σ
−2 
i 

where σ i is the standard error of telescope i , is indicated by the error bars in the 

bottom right-hand corner of each subplot. The theoretical transit light curve using the fitted parameters of TESS data presented in Doyle et al. ( 2022 ) is also 
plotted. 

Table 2. The average error bar for the calibrated transit light curve of WASP- 
166b using standard differential photometry compared with the error bar with 
temporal binning of the comparison star light curve. 

Star 
Standard differential 

photometry σ
Temporal 
binning σ

Reduction 
factor 

TIC-413298649 3.7 × 10 −4 2.6 × 10 −4 1.40 
TIC-408307095 4.0 × 10 −4 2.6 × 10 −4 1.53 
TIC-408306501 4.8 × 10 −4 2.6 × 10 −4 1.84 
TIC-408306605 6.1 × 10 −4 2.6 × 10 −4 2.32 

5

A  

d  

a  

F  

c  

t

Table 3. The average scatter for the calibrated transit light curve of WASP- 
166b using standard differential photometry compared with the average 
scatter with temporal binning of the comparison star light curve. Here, we 
see the effects of residual correlated noise such that the reduction factors are 
lower than in Table 2 . However, the overall noise is still reduced in all cases. 

Star 
Standard differential 

photometry σ
Temporal 
binning σ

Reduction 
factor 

TIC-413298649 3.2 × 10 −4 2.9 × 10 −4 1.14 
TIC-408307095 3.7 × 10 −4 3.2 × 10 −4 1.17 
TIC-408306501 4.4 × 10 −4 3.2 × 10 −4 1.43 
TIC-408306605 5.7 × 10 −4 3.8 × 10 −4 1.62 
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.6.2 Qatar 1b 

 transit of Qatar-1b, a magnitude V = 12.84 star with a transit
epth of 0.02 mag, was observed using a 20 s exposure time, with
 cadence of 31 s, on the Pt5m telescope on the 2022 June 11. The
OV (10.2 × 6.9 arcmin) is much more limited for this telescope
ompared to NGTS. As such, there were far fewer comparison stars
o choose from than in the previous example. 
NRAS 526, 3482–3494 (2023) 
A star of magnitude V = 13.5 was used to perform the differential
hotometry. A test star of magnitude V = 12.98 was selected from the
eld to determine the temporal binning required. Fig. 16 shows the
SR of the calibrated light curve for the test star against the temporal
inning of the comparison star. In this example, no clear minimum in
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Table 4. The MCMC fitted mid-transit time, T 0 , for the calibrated transit 
light curve of WASP-166b using standard differential photometry compared 
with the temporal binning of the comparison star light curve. 

Star 
Standard differential 

photometry Temporal binning 

TIC-413298649 2459264.73025 ± 0.00060 2459264.73027 ± 0.00043 
TIC-408307095 2459264.73002 ± 0.00051 2459264.72988 ± 0.00037 
TIC-408307086 2459264.72886 ± 0.00105 2459264.72862 ± 0.00059 
TIC-413298350 2459264.73029 ± 0.00119 2459264.73073 ± 0.00064 

Figure 16. The NSR of the calibrated light curve for the test star as a function 
of the temporal binning factor of the comparison star observed on 2022 June 
11 using the Pt5m telescope. 
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Figure 17. The calibrated transit light curve of Qatar-1b observed on 2022 
June 11 on the Pt5m telescope using standard differential photometry in blue 
and where the comparison star has been temporally binned by 25 frames in 
orange. The standard deviation measured at the wings of the transit for each 
method is given in the bottom left-hand corner. 
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he NSR is visible. This is because the systematic noise is dominated
y a linear trend and therefore severe binning still accurately corrects 
he systematic noise. 

Fig. 17 shows the calibrated light curve using standard differential 
hotometry and the case where the comparison star has been tem- 
orally binned by 25 frames. The NSR of the calibrated light curve
sing standard differential photometry is 2.1 × 10 −2 . Temporally 
inning the comparison star has reduced the NSR of the calibrated 
ransit by a factor of 2, to an NSR of 1.0 × 10 −2 . The NSR of the
n-calibrated Qatar-1b transit data was 1.3 × 10 −2 . Thus, we have 
hown that a fainter comparison star can be used without adding any
oise to the final light curve at this cadence. 

 DISCUSSION  

hoosing a suitable comparison star is of great importance for 
igh-precision photometry since any residual systematics in the 
ifferential photometry will add linearly. In addition, the random 

hoton noise and scintillation noise of the star of interest and the
omparison star will add in quadrature. The data reduction technique 
escribed here significantly reduces the NSR for differential 
hotometry by taking advantage of the fact that power in systematic 
rends is often at low frequencies compared to the cadence of the
ight curve. Hence, a minimum exists in the total noise of a light
urve as a function of the integration time and cadence. Therefore, 
he total NSR of the calibrated light curve can be minimized by
ptimizing the temporal binning. 
One of the main advantages of this binning method is that it allows
uch fainter comparison stars to be used. This is especially beneficial

or less dense fields where there are few comparison stars available 
nd for large telescopes where the FOV is small. In this case there are
ften few comparison stars to choose from and therefore calibration 
ethods, such as averaging multiple comparison stars, are limited. 
his technique is also beneficial for small telescopes where, whilst 

here are more comparison stars in the FOV to choose from, the
cintillation noise is more significant, scaling as D 

−4/3 , where D is
he aperture size. 

This technique can also be implemented in addition to other data
eduction methods such as the use of multiple comparison stars and
he defocussing technique (Tregloan-Reed & Southworth 2013 ) and 
iffuser technique (Stefansson et al. 2017 ), thus resulting in even
ower NSRs. 

It should be noted that this method is only beneficial for observa-
ions that are taken in good photometric conditions. The systematic 
rends in the data must be at low frequencies for the binning of
he comparison star to be beneficial. For observations with high fre-
uency systematic noise the comparison star can no longer be binned,
s the moving average would smooth out these trends and thus no
onger accurately correct the systematic noise for the target star. 

For observations that have occasional periods of sudden high 
requency trends, binning could still be beneficial. The comparison 
tar data would be temporally binned everywhere except for periods 
f rapid high frequency trends. As such, the calibrated light curve
ould still have these periods of high frequency trends corrected by

he comparison star. The NSR of the light curve would be impro v ed
v erywhere e xcept for the high frequenc y periods where the NSR
ould be equi v alent to the use of standard differential photometry.
his flexibility with where the binning is applied is another advantage

o this method o v er the use of low order curve fitting algorithms, as
ny high order trends can still be corrected. 

In addition, we have demonstrated that this technique works for a
ange of cadence values up to 30 s. We expect this method to work
or cadences of the order of tens of seconds in cases dominated by
hot noise and scintillation noise. In addition, we have demonstrated 
he technique on two exoplanet light curves and have shown that
emporal binning of the comparison stars reduces the NSR of the
alibrated transit light curve as shown in Tables 2 and 3 . Hence,
his data reduction technique is ideal for ground-based follow- 
MNRAS 526, 3482–3494 (2023) 
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p observations of exoplanets around bright stars such as targets
ound by TESS (Villanue v a, Dragomir & Gaudi 2019 ), SuperWASP
Pollacco et al. 2006 ), MASCARA (Lesage et al. 2014 ), and NGTS
Wheatley et al. 2017 ). 

Information about telescope sites can also be gained from this
echnique. Measuring the minima in the NSR versus time plots (such
s the minima in Fig. 14 ) for a range of standard stars o v er multiple
ights could provide details of the power spectrum of the atmospheric
ransparency fluctuations of the site and the observed scintillation
oise. Therefore, these could be used to perform a statistical surv e y
f seasonal and cyclical variations in photometric quality. 
Further research investigating this technique in multiple wave-

ands is needed. Simultaneous observations in multiple wavebands
ould be used to investigate how the power spectrum of the atmo-
pheric transparency variations vary with wavelength and therefore
he viability of this method in different wavebands. 

 C O N C L U S I O N S  

ifferential photometry is critical to correct systematic trends in
igh-precision ground-based photometry. Ho we ver, the NSR of
he calibrated light curve is then limited by the random intensity
uctuations of the target and comparison star as the shot noise and
cintillation noise of the raw light curves add in quadrature. 

We propose that, since the time-scale of the systematic variations
s much longer than the cadence, often the comparison star can be
emporally binned before performing the differential photometry,
herefore reducing the NSR of the calibrated light curve. The
emporal binning of the comparison star is optimized by finding the
ntegration time that results in the minimum NSR for the calibration
f a non-varying test star. 
We have shown that, for a bright, scintillation limited target and

omparison star, temporally binning the comparison star can reduce
he NSR of the calibrated light curve by a factor of 

√ 

2 . For a fainter
omparison star, limited by photon noise, the NSR is reduced by a
arger factor. This allows the use of much fainter comparison stars.
n our observations, we have found that comparison stars of up to
our magnitudes fainter than the target star can be used. 

We have described a data pipeline to perform this technique and
o optimize the temporal binning used. An example transit light
urve of WASP-166b observed using six of the NGTS telescopes
as been presented. Light curves using four comparison stars of
ifferent magnitude were produced. In all cases temporally binning
he comparison star before doing the differential photometry reduced
he NSR of the calibrated transit light curve. 
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