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Abstract4

The weight distribution of an error correcting code is a crucial statistic in determining its performance. One5

key tool for relating the weight of a code to that of it’s dual is the MacWilliams Identity, first developed for the6

Hamming metric. This identity has two forms: one is a functional transformation of the weight enumerators,7

while the other is a direct relation of the weight distributions via (generalised) Krawtchouk polynomials. The8

functional transformation form can in particular be used to derive important moment identities for the weight9

distribution of codes. In this paper, we focus on codes in the skew rank metric. In these codes, the codewords are10

skew-symmetric matrices, and the distance between two matrices is the skew rank metric, which is half the rank of11

their difference. This paper develops a q-analog MacWilliams Identity in the form of a functional transformation12

for codes based on skew-symmetric matrices under their associated skew rank metric. The method introduces13

a skew-q algebra and uses generalised Krawtchouk polynomials. Based on this new MacWilliams Identity, we14

then derive several moments of the skew rank distribution for these codes.15
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1 Introduction19

Error correcting codes have been extensively and successfully used both for encoding of data in communications20

and storage [16][22] and for code based cryptography [17]. Besides the very important real life applications, they21

have also some very deep connections to other mathematical objects such as lattices and modular forms [4].22

Linear codes form an important subclass of error-correcting codes which has been extensively studied and used23

in practice, since the vector space structure can be used, among other things, for efficient encoding and decoding24

algorithms. The first, and perhaps a natural metric to consider for many applications, is the Hamming metric25

[16][13] but others have since followed including, perhaps most notably, the rank metric explored by Delsarte [6]26

and Gabidulin [10]. This has since been applied in many practical fields, such as error control in data storage [18],27

space-time coding [21], and error control for network coding [19].28

An important statistic of a linear code is its weight distribution which encodes the number of codewords of29

various weight in the form of a homogeneous polynomial (weight enumerator) in two variables. This statistic has30

been studied extensively and had been used to obtain important bounds on the existence of codes. Among the31

tools that have been derived to analyse the weight distribution of a code is the widely used MacWilliams Identity32

originally identified for the Hamming metric [16]. The identity relates the weight distribution of a code to that of33

its dual under the operation of an inner product defined on the space. There are various forms of the MacWilliams34

Identity with each one having its own merits. For example the form stated in [16], and extended in this paper35

here, can be used in combination with invariant theory to study self-dual codes. Here we have in mind the famous36

Gleason theorem and its consequences [12].37

∗Department of Computer Science, Durham University, UK. isobel.s.friedlander@durham.ac.uk
†Department of Mathematical Sciences, Durham University, UK. athanasios.bouganis@durham.ac.uk
‡Department of Computer Science, Durham University, UK. m.r.gadouleau@durham.ac.uk

1



Codes with the rank metric have been studied in depth by Delsarte [6][8] and Gabidulin [10]. Delsarte developed38

a version of the MacWilliams Identity using the theory of association schemes and subsequently Gadouleau and39

Yan [11] derived an alternative q-analog form of the identity using character theory and the Hadamard Transform40

[16]. Both theories can be compared through the associated generalised Krawtchouk Polynomials [6].41

Specifically, the identity developed in [11] is in the form of a functional transformation and is, as a result, both42

computationally effective and remarkably similar in form as a q-analog of the original MacWilliams Identity for the43

Hamming metric. In this paper a new q-analog MacWilliams Identity is derived for codes based on skew-symmetric44

matrices (and their corresponding alternating bilinear forms) which similarly has the form of a functional transform.45

The method builds on the work of Gadouleau and Yan to construct the components and structure of the identity46

but uses the theory of generalised Krawtchouk polynomials to complete the proof. In doing so, a new explicit form47

of the generalised Krawtchouk polynomials has been established.48

The new MacWilliams Identity then allows us to derive several results on the weight distribution of codes.49

Notably, we derive q-analogs of the relations between the binomial moments of the weight distribution of a linear50

code and that of its dual. In particular, depending on the minimum distance of a dual, we determine the moments51

of the weight distribution exactly. As a final application of our results, we then give an alternate proof of the weight52

distribution of optimal codes given in [8].53

The rest of this paper is structured as follows: In Section 2 the necessary definitions and properties are introduced54

and some important identities are derived. Section 3 defines the skew-q-product, skew-q-power and skew-q-transform55

for homogeneous polynomials. In particular, the powers of two specific key polynomials are found and related to56

the weight enumerators of skew-symmetric matrices of any order. In Section 4 a new explicit form of the generalised57

Krawtchouk polynomials is established and is used to prove a q-analog of the MacWilliams Identity for the skew58

rank metric as a functional transform. Section 5 introduces two derivatives for real valued functions of a variable59

and derives some results for homogeneous polynomials including the two key polynomials explored in Section 3.60

The derivatives are then used in Section 6 to identify moments of the skew rank distribution for linear codes based61

on skew-symmetric matrices.62

The results presented in this paper are included in [9], and they open clearly the possibility of obtaining similar63

results for other association schemes. Already in [9] the case of Hermitian matrices is investigated and it is also64

natural to ask whether this may be extended to more general schemes such as translation association schemes. The65

crucial question here is whether one can define the analogue of the q-product in a general setting such that the66

MacWilliams Identity can be stated in a functional form, as the one in [11] and the one obtained here.67

2 Preliminaries68

We first introduce key definitions and background theory required for development of the MacWilliams Identity as69

a functional transform for the skew rank metric.70

2.1 Skew-Symmetric Matrices71

Definition 2.1. Let A be a matrix of size t × t with entries in a finite field Fq where q is a prime power. Then72

A = (aij) is called a skew-symmetric matrix, if AT = −A.73

The set of these skew-symmetric matrices is denoted Aq,t and the order of the matrix is t. Each skew-symmetric74

matrix, A, can be associated with a corresponding alternating bilinear form, which is a map75

A : V × V → Fq (2.1)

where V is a t-dimensional vector space over Fq with fixed basis {e1, e2, . . . , et} [8] and76

A (ei, ej) = aij . (2.2)

The set of these bilinear forms is denoted B(t, q). There is a one to one correspondence between Aq,t and B(t, q).77

Theorem 2.2. Aq,t is a
(
t
2

)
-dimensional vector space over Fq.78
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Proof. The proof of Theorem 2.2 is trivial and hence omitted.79

For Aq,t we define the parameters80

n =

⌊
t

2

⌋
, m =

t(t− 1)

2n
(2.3)

where n is the maximum skew rank of A ∈ Aq,t and m is t or t − 1 depending if t is odd or even. We also follow81

the convention that empty product is taken to be 1 and the empty sum is taken to be 0.82

2.2 Properties of Skew-Symmetric Matrices83

An alternative way of defining a skew-symmetric matrix is as follows:84

Definition 2.3 ([1]). A matrix, A is skew-symmetric if and only if for any vector x, xAxT = 0.85

Definition 2.4. Two matrices A and B in Aq,t are said to be congruent if there exists a non-singular t× t matrix86

P over Fq such that B = PAP T .87

The following properties of skew-symmetric matrices are proved in [1].88

1. Two skew-symmetric matrices are congruent if and only if they have the same (column) rank.89

2. The rank of a skew-symmetric matrix is even.90

3. If the rank of a skew-symmetric matrix, A is 2s with 0 ≤ s ≤ n, say, then A is congruent to the matrix91 
E2

E2

. . .

E2

Ot−2s


where E2 =

(
0 1
−1 0

)
and Ot−2s is the zero matrix of order t − 2s. We will denote this matrix as92

diag{E2, E2, . . . , E2,Ot−2s}, and call it the canonical form of A.93

2.3 The Skew Rank of a Skew-Symmetric Matrix94

Definition 2.5. For all A ∈ Aq,t with column rank 2s we define the skew rank of A, SR(A), to be s.95

For all A,B ∈ Aq,t, we define the skew rank distance to be96

dSR(A,B) = SR(A−B). (2.4)

It is easily verified that dSR is a metric over Aq,t since SR(A−B) is the rank metric [10] [11] divided by 2 and we97

will call it the skew rank metric.98

2.4 Codes based on Subspaces of Skew-Symmetric Matrices99

Any subspace of Aq,t can be considered as an Fq-linear code, C , with each matrix of skew rank s in C representing100

a codeword of weight s and with the distance metric being the skew rank metric defined in Section 2.3.101

The minimum skew rank distance of such a code C , denoted as dSR(C ), is simply the minimum skew rank102

distance over all possible pairs of distinct codewords in C . When there is no ambiguity about C , we denote the103

minimum skew rank distance as dSR.104
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It can be shown that [8, p.33] the cardinality |C | of a code C over Fq based on t × t skew-symmetric matrices105

and minimum skew rank distance dSR satisfies106

|C | ≤ qm(n−dSR+1) (2.5)

In this paper, we call the bound in (2.5) the Singleton Bound for codes with the skew rank metric. Codes that107

attain the Singleton bound are referred to as maximal codes or Maximum Skew Rank Distance (MSRD) codes.108

Definition 2.6. For all A ∈ Aq,t with skew rank weight s, the skew rank weight function of A is defined as109

the homogeneous polynomial110

fSR(A) = Y sXn−s. (2.6)

Let C ⊆ Aq,t be a code. Suppose there are ci codewords in C with skew rank weight i for 0 ≤ i ≤ n. Then the111

skew rank weight enumerator of C , denoted as WSR
C (X,Y ) is defined to be112

WSR
C (X,Y ) =

∑
A∈C

fSR(A) =

n∑
i=0

ciY
iXn−i. (2.7)

The (n + 1)-tuple, c = (c0, . . . , cn) of coefficients of the weight enumerator, is called the weight distribution113

of the code C .114

Example 2.7. An example of such a code with q = 3 and t = 4 is where C is the set of skew-symmetric matrices,115

A = (aij) with 1 ≤ i, j ≤ 4, such that;116 
a1j ∈ Fq, j > 1

a2j = 0 for i < j

a34 ∈ Fq

(2.8)

There are 81 matrices (codewords) in this code. The only codeword of skew rank 0 is the all-zero matrix. It is easily117

seen that a codeword has skew rank 2 if and only if a12 and a34 are both nonzero. Therefore, there are exactly118

36 codewords of skew rank 2, and consequently exactly 44 codewords of skew rank 1. Thus, the skew rank weight119

enumerator of the code is X2 + 44XY + 36Y 2.120

2.5 Counting the number of Skew-Symmetric matrices of a given size121

Multiple ways of describing the number of skew-symmetric matrices have been developed by various authors such as122

[20, Proposition 2.1, p627], [15, Theorem 3, p155], [16, Theorem 2, p437] and [8]. The following is (for the purpose123

of this paper) in the best format.124

Theorem 2.8 ([3, Theorem 3, p24]). The number of skew symmetric matrices of order t and skew rank s is125

ξt,s =


q2σs ×

2s−1∏
i=0

(
qt−i − 1

)
s∏

i=1

(
q2i − 1

) if 0 ≤ s ≤ n,

0 otherwise.

(2.9)

We also note the skew rank weight enumerator, denoted Ωt, of Aq,t to be126

Ωt =

n∑
i=0

ξt,iY
iXn−i. (2.10)

Example 2.9. For t = 4 and q = 3 the skew rank weight enumerator of A3,4 is

X2 +
(
32 + 1

) (
33 − 1

)
XY + 32

(
33 − 1

)
(3− 1)Y 2 = X2 + (10) (26)XY + 9 (26) (2)Y 2 (2.11)

= X2 + 260XY + 468Y 2. (2.12)
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2.6 Inner product of two Skew-Symmetric matrices127

We define an inner product on Aq,t by128

(A,B) 7→ ⟨A,B⟩ = Tr
(
ATB

)
(2.13)

where Tr(A) means the trace of A.129

Definition 2.10. The dual of a code, C , denoted by C⊥ is defined as130

C⊥ =
{
A ∈ Aq,t | ⟨A,B⟩ = 0 ∀ B ∈ C

}
. (2.14)

Theorem 2.11 ([8, Theorem 5]). A code C ⊆ Aq,t with minimum skew rank distance dSR is MSRD if and only if131

its dual C⊥ is also MSRD with minimum skew rank distance d′SR = n− dSR + 2.132

2.7 Skew-q-nary Gaussian Coefficients and other useful identities133

In establishing the results later in this paper we have used some identities to simplify the notation and algebra.134

Firstly we define σi =
i(i− 1)

2
for i ≥ 0.135

Definition 2.12. For any real number q ̸= 1, k ∈ Z+ and x ∈ R (usually an integer), we define the Skew-q-nary136

Gaussian Coefficients [8],

[
x
k

]
, to be137 [

x
k

]
=

k−1∏
i=0

q2x − q2i

q2k − q2i
(2.15)

with138 [
x
0

]
= 1. (2.16)

If x ∈ Z+ then these skew-q-nary Gaussian coefficients count the number of k-dimensional subspaces of an x-
dimensional vector space over Fq2 [10, p3]. Here are some identities relating to the skew-q-nary Gaussian coefficients
that are useful from [8]: [

x
k

]
=

[
x

x− k

]
(2.17)[

x
i

] [
x− i
k

]
=

[
x
k

] [
x− k
i

]
(2.18)

x−1∏
i=0

(
y − q2i

)
=

x∑
k=0

(−1)x−kq2σx−k

[
x
k

]
yk (2.19)

x∑
k=0

[
x
k

] k−1∏
i=0

(
y − q2i

)
= yx (2.20)

j∑
k=i

(−1)k−iq2σk−i

[
k
i

] [
j
k

]
= δij . (2.21)

The following additional identities are proven in [2] and are each used in the rest of this paper but can be shown
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trivially to be equal.. [
x
k

]
=

[
x− 1
k

]
+ q2(x−k)

[
x− 1
k − 1

]
(2.22)

=

[
x− 1
k − 1

]
+ q2k

[
x− 1
k

]
(2.23)

=
q2(x−k+1) − 1

q2k − 1

[
x

k − 1

]
(2.24)

=
q2x − 1

q2(x−k) − 1

[
x− 1
k

]
(2.25)

=
q2x − 1

q2k − 1

[
x− 1
k − 1

]
. (2.26)

Definition 2.13. We define the Skew-q-nary Gamma function for x ∈ R, q, k ∈ Z+ to be139

γ(x, k) =

k−1∏
i=0

(
qx − q2i

)
. (2.27)

The statement of the count of matrices of size t× t, Theorem 2.8, can then be rewritten as140

ξt,k =

[
n
k

]
γ(m, k). (2.28)

Lemma 2.14. We have the following identities for the skew-q-nary Gamma function:141

γ(x, k) = qk(k−1)
k−1∏
i=0

(
qx−2i − 1

)
, (2.29)

142

γ(2x, k)

γ(2k, k)
=

[
x
k

]
=

∏k−1
i=0

(
q2x−2i − 1

)∏k
i=1 (q

2i − 1)
, (2.30)

143

γ(x+ 2, k + 1) =
(
qx+2 − 1

)
q2kγ(x, k), (2.31)

γ(x, k + 1) =
(
qx − q2k

)
γ(x, k). (2.32)

Proof.
(1)

γ(x, k) =

k−1∏
i=0

(
qx − q2i

)
(2.33)

=

(
k−1∏
i=0

q2i

)
k−1∏
i=0

(
qx−2i − 1

)
(2.34)

= qk(k−1)
k−1∏
i=0

(
qx−2i − 1

)
. (2.35)

(2)144

[
x
k

]
=

k−1∏
i=0

(
q2x − q2i

)
k−1∏
i=0

(
q2k − q2i

) =
γ(2x, k)

γ(2k, k)
=

k−1∏
i=0

(
q2x−2i − 1

)
k∏

i=1

(
q2i − 1

) . (2.36)
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(3)

γ(x+ 2, k + 1) =

k∏
i=0

(
qx+2 − q2i

)
(2.37)

=
(
qx+2 − 1

) k∏
i=1

(
qx+2 − q2i

)
(2.38)

=
(
qx+2 − 1

)
q2k

k−1∏
i=0

(
qx − q2i

)
(2.39)

=
(
qx+2 − 1

)
q2kγ(x, k). (2.40)

(4)

γ(x, k + 1) =

k∏
i=0

(
qx − q2i

)
(2.41)

=
(
qx − q2k

) k−1∏
i=0

(
qx − q2i

)
(2.42)

=
(
qx − q2k

)
γ(x, k). (2.43)

145

Definition 2.15. We also define a Skew-q-nary Beta function for x ∈ R, k ∈ Z+ as146

β(x, k) =

k−1∏
i=0

[
x− i
1

]
. (2.44)

These are closely related to skew-q-Gaussian coefficients.147

Lemma 2.16. We have for all x ∈ R, k ≥ 0,148

β(x, k) =

[
x
k

]
β(k, k) (2.45)

and149

β(x, x) =

[
x
k

]
β(k, k)β(x− k, x− k). (2.46)

Proof. We have

β(x, k) =

k−1∏
i=0

[
x− i
1

]
=

k−1∏
i=0

q2(x−i) − 1

q2 − 1
(2.47)

=

k−1∏
i=0

(
q2(x−i) − 1

) (
q2(k−i) − 1

)(
q2(k−i) − 1

)
(q2 − 1)

(2.48)

=

k−1∏
i=0

(
q2x − q2i

q2k − q2i

) k−1∏
i=0

(
q2(k−i) − 1

q2 − 1

)
(2.49)

=

[
x
k

]
β(k, k) (2.50)

as required. Now we have150
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[
x
k

]
β(k, k)β(x− k, x− k) =

k−1∏
i=0

(
q2x − q2i

q2k − q2i

) k−1∏
r=0

(
q2(k−r) − 1

q2 − 1

) x−k−1∏
s=0

(
q2(x−k−s) − 1

q2 − 1

)
(2.51)

=

x−1∏
i=0

q2(x−i) − 1

q2 − 1
(2.52)

= β(x, x) (2.53)

as required.151

3 The Skew-q-Algebra152

The weight enumerators of any linear code C ⊆ Aq,t are homogeneous polynomials. We introduce an operation, the153

skew-q-product, on homogeneous polynomials that will help to express the relation between the weight enumerator154

of a code and that of it’s dual.155

3.1 The Skew-q-Product, Skew-q-Power and the Skew-q-Transform156

Definition 3.1. Let

a(X,Y ;λ) =

r∑
i=0

ai(λ)Y
iXr−i, (3.1)

b(X,Y ;λ) =

s∑
i=0

bi(λ)Y
iXs−i, (3.2)

be two homogeneous polynomials in X and Y , of degrees r and s respectively, and coefficients ai(λ) and bi(λ)157

respectively, which are real functions of λ and are 0 unless otherwise specified, for example bi(λ) = 0 if i /∈158

{0, 1, . . . , s}. The skew-q-product, ∗, of a(X,Y ;λ), of degree r, and b(X,Y ;λ) of degree s, is defined as159

c(X,Y ;λ) = a(X,Y ;λ) ∗ b(X,Y ;λ)

=

r+s∑
u=0

cu(λ)Y
uXr+s−u

(3.3)

with160

cu(λ) =

u∑
i=0

q2isai(λ)bu−i(λ− 2i). (3.4)

We note that as with the q-product in [11, Lemma 1], the skew-q-product is not commutative or distributive in161

general. However, if a(X,Y ;λ) = a is a constant independent of λ, the following two properties hold.162

a ∗ b(X,Y ;λ) = b(X,Y ;λ) ∗ a = ab(X,Y ;λ) (3.5)

and if also the degree of a(X,Y ;λ) and c(X,Y ;λ) are the same then,163

{a(X,Y ;λ) + c(X,Y ;λ)} ∗ b(X,Y ;λ) = a(X,Y ;λ) ∗ b(X,Y ;λ) + c(X,Y ;λ) ∗ b(X,Y ;λ) (3.6)

and164

a(X,Y ;λ) ∗ {b(X,Y ;λ) + c(X,Y ;λ)} = a(X,Y ;λ) ∗ b(X,Y ;λ) + a(X,Y ;λ) ∗ c(X,Y ;λ). (3.7)
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Definition 3.2. As in [11], the skew-q-power is defined by165 
a[0](X,Y ;λ) = 1,

a[1](X,Y ;λ) = a(X,Y ;λ),

a[k](X,Y ;λ) = a(X,Y ;λ) ∗ a[k−1](X,Y ;λ) for k ≥ 2.

(3.8)

Definition 3.3 ([11, Definition 4]). Let a(X,Y ;λ) =

r∑
i=0

ai(λ)Y
iXr−i. We define the skew-q-transform to be166

the homogeneous polynomial167

a(X,Y ;λ) =

r∑
i=0

ai(λ)Y
[i] ∗X [r−i] (3.9)

where Y [i] is the ith skew-q-power of the homogeneous polynomial a(X,Y ;λ) = Y and X [r−i] is the r− ith skew-q-168

power of the homogeneous polynomial a(X,Y ;λ) = X.169

3.2 Using the Skew-q-Product to identify the Rank Weight Enumerator of Skew-170

Symmetric Matrices171

In the theory that follows we consider the following polynomial. Let172

µ(X,Y ;λ) = X +
(
qλ − 1

)
Y. (3.10)

The skew-q-powers of µ(X,Y ;m) provide an explicit form for the weight enumerator of Aq,t, the set of skew-173

symmetric matrices of order t.174

Theorem 3.4. If µ(X,Y ;λ) is as defined above, then175

µ[k](X,Y ;λ) =

k∑
u=0

µu(λ, k)Y
uXk−u for k ≥ 1, (3.11)

where176

µu(λ, k) =

[
k
u

]
γ(λ, u). (3.12)

Specifically, the weight enumerators for Aq,t, the set of skew-symmetric matrices of size t ≥ 1, denoted by Ωt, is177

given by,178

Ωt = µ[n](X,Y ;m) (3.13)

where n =
⌊
t
2

⌋
and m = t(t−1)

2n .179

Proof. The proof follows the method of induction. Consider k = 1, so180

µ[1](X,Y ;λ) = µ(X,Y ;λ) = X +
(
qλ − 1

)
Y. (3.14)

Then

µ0(λ, 1) = 1 =

[
1
0

]
γ(λ, 0) (3.15)

µ1(λ, 1) =
(
qλ − 1

)
=

[
1
1

]
γ(λ, 1). (3.16)

So181

µu(λ, 1) =

[
1
u

]
γ(λ, u). (3.17)
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Now assume the theorem is true for k ≥ 1.

µ[k+1](X,Y ;λ) = µ(X,Y ;λ) ∗ µ[k] (3.18)

=
(
X +

(
qλ − 1

)
Y
)
∗

(
k∑

u=0

µu(λ, k)Y
uXk−u

)
(3.19)

=

(
1∑

u=0

µu(λ, 1)Y
uX1−u

)
∗

(
k∑

u=0

µu(λ, k)Y
uXk−u

)
(3.20)

=

k+1∑
i=0

fi(λ)Y
iXk+1−i (3.21)

where182

fi(λ) =

i∑
j=0

q2jkµj(λ, 1)µi−j(λ− 2j, k) (3.22)

by definition of the skew-q-product.183

If i = 0,184

f0(λ) = q0µ0(λ, 1)µ0(λ, k) = 1, (3.23)

and if i ≥ 1 we only need to consider the first two terms of the sum since when j ≥ 2 then µj(λ, 1) = 0. Then

fi(λ) =

i∑
j=0

q2jkµj(λ, 1)µi−j(λ− 2j, k) (3.24)

= µ0(λ, 1)µi(λ, k) + q2kµ1(λ, 1)µi−1(λ− 2, k) (3.25)

=

[
k
i

]
γ(λ, i) + q2k

(
qλ − 1

) [ k
i− 1

]
γ(λ− 2, i− 1) (3.26)

(2.25)
=

q2(k−i+1) − 1

q2(k+1) − 1

[
k + 1
i

]
γ(λ, i)

(2.31)(2.26)
+ q2k

q2i − 1

q2(k+1) − 1
q2(1−i)

[
k + 1
i

]
γ(λ, i) (3.27)

= γ(λ, i)

[
k + 1
i

](
q2(k−i+1) − 1 + q2(k−i+1)

(
q2i − 1

)
q2(k+1) − 1

)
(3.28)

= γ(λ, i)

[
k + 1
i

]
(3.29)

so it is true for k + 1. Therefore by induction the first part of the theorem is true. Now consider µ[n](X,Y ;m),
then clearly

µ[n](X,Y ;m) =

n∑
u=0

[
n
u

]
γ(m,u)Y uXn−u (3.30)

(2.28)
=

n∑
u=0

ξt,uY
uXn−u (2.10)

= Ωt (3.31)

as required.185

Now let ν(X,Y ;λ) = X − Y.186

Theorem 3.5. For all k ≥ 1,187

ν[k](X,Y ;λ) =

k∑
u=0

νu(λ, k)Y
uXk−u =

k∑
u=0

(−1)uqu(u−1)

[
k
u

]
Y uXk−u. (3.32)
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Proof. We perform induction on k. It is easily checked that the theorem holds for k = 1.188

Now assume the theorem holds for k ≥ 1. Then

ν[k+1](X,Y ;λ) = ν(X,Y ;λ) ∗ ν[k](X,Y ;λ) (3.33)

= (X − Y ) ∗

(
k∑

u=0

(−1)uqu(u−1)

[
k
u

]
Y uXk−u

)
(3.34)

=

k+1∑
i=0

gi(λ)Y
iXk+1−i. (3.35)

Then if i ≥ 1 we only consider the first two terms of the sum as when j ≥ 2 then νj(λ, 1) = 0. For clarity,
ν0(λ, 1) = 1 and ν1(λ, 1) = −1, so

gi(λ) =

i∑
j=0

q2jkνj(λ, 1)νi−j(λ− j, k) (3.36)

= (−1)iq0qi(i−1)

[
k
i

]
+ (−1)(−1)i−1q2kq(i−1)(i−2)

[
k

i− 1

]
(3.37)

(2.25)
= (−1)iqi(i−1) q

2(k−i+1) − 1

q2(k+1) − 1

[
k + 1
i

]
(2.26)
+ (−1)iq2kqi(i−1)q−2(i−1) q2i − 1

q2(k+1) − 1

[
k + 1
i

]
(3.38)

=
(−1)iqi(i−1)

q2(k+1) − 1

[
k + 1
i

]{
q2(k−i+1) − 1 + q2k−2i+2+2i − q2k−2i+2

}
(3.39)

= (−1)iqi(i−1)

[
k + 1
i

]
(3.40)

as required.189

4 The MacWilliams Identity for the Skew Rank metric190

In this section we introduce the skew-q-Krawtchouk polynomials which we then prove are equal to the generalised191

Krawtchouk polynomials that are identified in [7, (15)][6, (A10)] for the association schemes of alternating bilinear192

forms over Fq. In this way a new q-analog of the MacWilliams Identity for dual subgroups (or codes) of alternating193

bilinear forms over Fq is presented and proven by comparison with a traditional form of the identity as given in [8,194

Theorem 3] and proved in [5] and [6, (3.14)].195

4.1 Generalised Krawtchouk Polynomials196

We first recall the definition of the Krawtchouk polynomials in the setting of skew-symmetric matrices as in [7].197

Definition 4.1. For any real number b ≥ 1 and c > 1
b and for x, k ∈ {0, 1, . . . , y} with y ∈ Z+ the generalised198

Krawtchouk Polynomial , Pk(x, y), is defined by199

Pk(x, y) =

k∑
j=0

(−1)
k−j

(cby)
j
b(

k−j
2 )
[
y − j
y − k

]
b

[
y − x
j

]
b

(4.1)

where we define the b-nary Gaussian coefficients to be

[
x
k

]
b

=

k−1∏
i=0

bx − bi

bk − bi
which has the same properties as the200

skew-q-nary Gaussian coefficients (Definition 2.12). Note that if b = 1 these Pk(x, y) are the usual Krawtchouk201

Polynomials as used, for example, in [16].202
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In this paper use is made of the recurrence relation below and it’s family of solutions, generalised Krawtchouk203

Polynomials, as defined above. The recurrence relation, for b ∈ R+, y ∈ Z+ and x, k ∈ {0, 1, . . . , y} is204

Pk+1(x+ 1, y + 1) = bk+1Pk+1(x, y)− bkPk(x, y) (4.2)

and it’s solutions are examined in [7].205

The Pk(x, y) are the only solutions to the recurrence relation (4.2) with initial values

Pk(0, y) =

[
y
k

]
b

k−1∏
i=0

(
cby − bi

)
(4.3)

P0(x, y) = 1. (4.4)

In particular, these become generalised Krawtchouk Polynomials associated with the skew-symmetric matrices of206

order t with the particular parameter b = q2 then,207

Pk(x, n) =

k∑
j=0

(−1)k−jq2σk−j

[
n− j
n− k

][
n− x
j

]
qjm, (4.5)

and in particular,

Pk(0, n) =

[
n
k

]
γ(m, k) (4.6)

P0(x, n) = 1. (4.7)

Note. From here

[
x
k

]
is as defined in Definition 2.12.208

These initial values, Pk(0, n), count the number of matrices at distance k from any fixed matrix. Now let209

P = (pxk) be the (n + 1) × (n + 1) matrix with pxk = Pk(x, n). The matrix P can be used to relate the weight210

distributions of any code and it’s dual. The following theorem is given in [8] in relation to alternating bilinear211

forms but is proved in general for any association scheme in [5]. Here it is written specifically in relation to codes212

as subgroups of Aq,t. It is analogous to the MacWilliams Identity relating the distance distributions of a code and213

it’s dual [16][14].214

Theorem 4.2. Let C ⊆ Aq,t be a code with weight distribution c = (c0, c1, . . . , cn) and C⊥ be its dual with weight215

distribution c′ = (c′0, c
′
1, . . . , c

′
n). Then,216

c′ =
1

|C |
cP . (4.8)

4.2 The Skew-q-Krawtchouk Polynomials217

We now consider the following set of polynomials which arise in finding the skew-q-transform of µ(X,Y ;m) and218

ν(X,Y ;m) defined in Section 3.2.219

Definition 4.3. For t ∈ Z+, x, k ∈ {0, 1, . . . , n} where n = ⌊ t
2⌋, and m = t(t−1)

2n we define the the Skew-q-220

Krawtchouk Polynomial as221

Ck(x, n) =

k∑
j=0

(−1)jq2j(n−x)qj(j−1)

[
x
j

][
n− x
k − j

]
γ(m− 2j, k − j). (4.9)

Note. We note that the value of the skew-q-Krawtchouk polynomial Ck(x, n) depends on m, which in turn depends222

on the parity of t. However, it behaves in the same way regardless of the parity of t, and as such we shall use our223

shorthand notation and only make the dependence on n explicit.224

12



We first prove that the Ck(x, n) satisfy the recurrence relation (4.1) and the initial values in (4.3) and (4.4) and225

are therefore the generalised Krawtchouk polynomials.226

Proposition 4.4. For all x, k ∈ {0, . . . , n} we have227

Ck+1(x+ 1, n+ 1) = q2(k+1)Ck+1(x, n)− q2kCk(x, n). (4.10)

Proof. We look at all three terms sequentially. First noting that

[
x

j − 1

]
= 0 when j = 0, then

Ck+1(x+ 1, n+ 1) =

k+1∑
j=0

(−1)jq2j(n−x)qj(j−1)

[
x+ 1
j

][
n− x

k + 1− j

]
γ (m+ 2− 2j, k + 1− j) (4.11)

= Ck+1(x+ 1, n+ 1)|j=k+1 (4.12)

(2.26)
+

k∑
j=0

(−1)jq2j(n−x)+j(j−1)

{[
x

j − 1

]
+ q2j

[
x
j

]}[
n− x

k + 1− j

]
γ (m+ 2− 2j, k + 1− j)

(4.13)

= Ck+1(x+ 1, n+ 1)|j=k+1 (4.14)

+

k∑
j=1

(−1)jq2j(n−x)+j(j−1)

[
x

j − 1

][
n− x

k + 1− j

]
γ(m+ 2− 2j, k + 1− j) (4.15)

(2.31)
+

k∑
j=0

(−1)jq2j(n−x)+j(j−1)+m+2+2(k−j)

[
x
j

][
n− x

k + 1− j

]
γ (m− 2j, k − j) (4.16)

−
k∑

j=0

(−1)jq2j(n−x)+j(j−1)+2k

[
x
j

][
n− x

k + 1− j

]
γ(m− 2j, k − j) (4.17)

= Ck+1(x+ 1, n+ 1)|j=k+1 + α1 + α2 + α3 (4.18)

where α1, α2, α3 represent summands (4.15), (4.16), (4.17) respectively and for notation, |j=k+1 means “the228

term when j = k + 1”.229

Second,

q2(k+1)Ck+1(x, n) =

k+1∑
j=0

(−1)jq2(k+1)q2j(n−x)qj(j−1)

[
x
j

][
n− x

k + 1− j

]
γ(m− 2j, k + 1− j) (4.19)

= q2(k+1) Ck+1(x, n)|j=k+1 (4.20)

(2.32)
+

k∑
j=0

(−1)jq2j(n−x)+j(j−1)+m+2+2(k−j)

[
x
j

][
n− x

k + 1− j

]
γ(m− 2j, k − j) (4.21)

−
k∑

j=0

(−1)jq2j(n−x)+j(j−1)+2k+2(k−j+1)

[
x
j

][
n− x

k + 1− j

]
γ(m− 2j, k − j) (4.22)

= q2(k+1) Ck+1(x, n)|j=k+1 + α2 + β1. (4.23)

Where β1 represents the summand (4.22). Third,230

q2kCk(x, n) =

k∑
j=0

(−1)jq2j(n−x)+j(j−1)+2k

[
x
j

][
n− x
k − j

]
γ(m− 2j, k − j),

= ρ, say.

(4.24)
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So let C = Ck+1(x+ 1, n+ 1)− q2(k+1)Ck+1(x, n) + q2kCk(x, n). So,231

C = α1 + α3 − β1 + ρ+ Ck+1(x+ 1, n+ 1)|j=k+1 − q2(k+1) Ck+1|j=k+1 . (4.25)

Consider α3 − β1 + ρ. Then

α3 − β1 =

k∑
j=0

(−1)j+1q2j(n−x)+j(j−1)+2k

[
x
j

][
n− x

k + 1− j

]
γ(m− 2j, k − j)

(
1− q2(k−j+1)

)
(4.26)

(2.24)
=

k∑
j=0

(−1)j+1q2j(n−x)+j(j−1)+2k
(
1− q2(k−j+1)

)[
x
j

]
q2((n−x)−(k−j)) − 1

q2(k+1−j) − 1

[
n− x
k − j

]
γ(m− 2j, k − j) (4.27)

=

k∑
j=0

(−1)jq2(j+1)(n−x)+j(j+1)

[
x
j

][
n− x
k − j

]
γ(m− 2j, k − j) (4.28)

−
k∑

j=0

(−1)jq2j(n−x)+j(j−1)+2k

[
x
j

][
n− x
k − j

]
γ(m− 2j, k − j) (4.29)

= τ − ρ, (4.30)

where τ represents the summand in (4.28). Thus,232

C = α1 + τ + Ck+1(x+ 1, n+ 1)|j=k+1 − q2(k+1) Ck+1(x, n)|j=k+1 . (4.31)

Now,

Ck+1 (x+ 1, n+ 1)|j=k+1 − q2(k+1) Ck+1(x, n)|j=k+1 (4.32)

= (−1)k+1q2(k+1)(n−x)qk(k+1)

{[
x+ 1
k + 1

]
− q2(k+1)

[
x

k + 1

]}
(4.33)

(2.23)
= (−1)k+1q2(k+1)(n−x)qk(k+1)

[
x
k

]
(4.34)

= −τ |j=k (4.35)

Now consider α1.

α1 =

k∑
j=1

(−1)jq2j(n−x)+j(j−1)

[
x

j − 1

][
n− x

k + 1− j

]
γ(m+ 2− 2j, k + 1− j) (4.36)

=

k−1∑
j=0

(−1)j+1q2(j+1)(n−x)+j(j+1)

[
x
j

][
n− x
k − j

]
γ(m− 2j, k − j) (4.37)

= −τ + τ |j=k. (4.38)

Thus C = 0 and so the Ck(x, n) satisfy the recurrence relation (4.10).233

Lemma 4.5. The Ck(x, n) are the generalised Krawtchouk polynomials. In other words,234

Ck(x, n) = Pk(x, n). (4.39)

Proof. The Ck(x, n) satisfy the recurrence relation (4.10) and the initial values of the Ck(x, n) are

Ck(0, n) =

k∑
j=0

(−1)jq2jnqj(j−1)

[
0
j

][
n

k − j

]
γ(m− 2j, k − j) (4.40)

=

[
n
k

]
γ(m, k) (4.41)
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since

[
0
j

]
= 0 for j > 0, and

C0(x, n) = (−1)0q0(n−x)q0
[
x
0

][
n− x
0

]
γ(m, 0) (4.42)

= 1. (4.43)

235

We note that this explicit form for the generalised Krawtchouk polynomials is distinct from the three forms236

presented in [7, (15)].237

4.3 The MacWilliams Identity for the Skew Rank Metric238

We now use the skew-q-Krawtchouk polynomials to prove the q-analog form of the MacWilliams Identity for skew-239

symmetric matrices over Fq. We note that this form is similar to the q-analog of the MacWilliams Identity developed240

in [11] for linear rank metric codes over Fqm but differs in the parameters of the q-transforms and the meaning of241

the variable m.242

Let the skew rank weight enumerator of C ⊆ Aq,t be243

WSR
C (X,Y ) =

n∑
i=0

ciY
iXn−i (4.44)

and of it’s dual, C⊥ ⊆ Aq,t be244

WSR
C⊥ (X,Y ) =

n∑
i=0

c′iY
iXn−i. (4.45)

Theorem 4.6 (The MacWilliams Identity for the Skew Rank Metric). Let C ⊆ Aq,t be a linear code with weight245

distribution c = (c0, . . . , cn) with n =
⌊
t
2

⌋
and m = t(t−1)

2n , and C⊥ ⊆ Aq,t it’s dual code with weight distribution246

c′ = (c′0, . . . , c
′
n). Then247

WSR
C⊥ (X,Y ) =

1

|C |
W

SR

C (X + (qm − 1)Y,X − Y ) . (4.46)

Proof. For 0 ≤ i ≤ n we have

(X − Y )
[i] ∗ (X + (qm − 1)Y )

[n−i]
=
(
ν[i](X,Y ;n)

)
∗
(
µ[n−i](X,Y ;m)

)
(4.47)

(3.11)(3.32)
=

(
i∑

u=0

(−1)uqu(u−1)

[
i
u

]
Y uXi−u

)
∗

n−i∑
j=0

[
n− i
j

]
γ(m, j)Y jXn−i−j


(4.48)

(3.3)
=

n∑
k=0

(
k∑

ℓ=0

q2ℓ(n−i)(−1)ℓqℓ(ℓ−1)

[
i
ℓ

][
n− i
k − ℓ

]
γ(m− 2ℓ, k − ℓ)

)
Y kXn−k (4.49)

=

n∑
k=0

Ck(i, n)Y
kXn−k (4.50)

(4.39)
=

n∑
k=0

Pk(i, n)Y
kXn−k. (4.51)
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So then we have

1

|C |
W

SR

C (X + (qm − 1)Y,X − Y )
(3.9)
=

1

|C |

n∑
i=0

ci

n∑
k=0

Pk(i, n)Y
kXn−k (4.52)

=

n∑
k=0

(
1

|C |

n∑
i=0

ciPk(i, n)

)
Y kXn−k (4.53)

(4.8)
=

n∑
k=0

c′kY
kXn−k (4.54)

=WSR
C⊥ (X,Y ). (4.55)

248

In this way we have shown that the MacWilliams Identity for a code and it’s dual based on skew-symmetric249

matrices over Fq can be expressed as a q-transform of homogeneous polynomials in a form analogous to the original250

MacWilliams Identity for the Hamming metric and the q-analog developed by [11] for the rank metric.251

5 The Skew-q-Derivatives252

In this section we develop a new skew-q-derivative and skew-q−1-derivative to help analyse the coefficients of skew253

rank weight enumerators. This is analogous to the q-derivative applied to the rank metric in [11] with the parameter254

q replaced by q2.255

5.1 The Skew-q-Derivative256

Definition 5.1. For q ≥ 2, the skew-q-derivative at X ̸= 0 for a real-valued function f(X) is defined as257

f (1) (X) =
f
(
q2X

)
− f (X)

(q2 − 1)X
. (5.1)

For φ ≥ 0 we denote the φth skew-q-derivative (with respect to X) of f(X,Y ;λ) as f (φ)(X,Y ;λ). The 0th skew-q-258

derivative of f(X,Y ;λ) is f(X,Y ;λ). For any real number a, X ̸= 0,259

[f(X) + ag(X)]
(1)

= f (1)(X) + ag(1)(X). (5.2)

Lemma 5.2. 1. For 0 ≤ φ ≤ ℓ, φ ∈ Z+, ℓ ≥ 0,260 (
Xℓ
)(φ)

= β(ℓ, φ)Xℓ−φ. (5.3)

2. The φth skew-q-derivative of f(X,Y ;λ) =

r∑
i=0

fi(λ)Y
iXr−i is given by261

f (φ) (X,Y ;λ) =

r−φ∑
i=0

fi(λ)β(r − i, φ)Y iXr−i−φ. (5.4)

3. Also,

µ[k](φ)(X,Y ;λ) = β(k, φ)µ[k−φ](X,Y ;λ) (5.5)

ν[k](φ)(X,Y ;λ) = β(k, φ)ν[k−φ](X,Y ;λ). (5.6)
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Proof. (1) For φ = 1 we have262

(
Xℓ
)(1)

=

(
q2X

)ℓ −Xℓ

(q2 − 1)X
=
q2ℓ − 1

q2 − 1
Xℓ−1 =

[
ℓ
1

]
Xℓ−1 = β(ℓ, φ)Xℓ−1. (5.7)

The rest of the proof follows by induction on φ and is omitted.263

(2) Now consider f(X,Y ;λ) =

r∑
i=0

fi(λ)Y
iXr−i. We have,

f (1) (X,Y ;λ) =

(
r∑

i=0

fi(λ)Y
iXr−i

)(1)

(5.8)

=

r∑
i=0

fi(λ)Y
i
(
Xr−i

)(1)
(5.9)

=

r−1∑
i=0

fi(λ)β(r − i, φ)Y iXr−i−1 (5.10)

The rest of the proof follows by induction on φ and is omitted.264

(3) Now consider µ[k] =

k∑
u=0

µu(λ, k)Y
uXk−u where µu(λ, k) =

[
k
u

]
γ(λ, u) as in Theorem 3.4. Then we have

µ[k](1)(X,Y ;λ) =

(
k∑

u=0

µu(λ, k)Y
uXk−u

)(1)

(5.11)

=

k∑
u=0

µu(λ, k)Y
u

((
q2X

)k−u −Xk−u

(q2 − 1)X

)
(5.12)

=

k−1∑
u=0

q2(k−u) − 1

q2 − 1

[
k
u

]
γ(λ, u)Y uXk−u−1 (5.13)

(2.25)
=

k−1∑
u=0

(q2k − 1)
(
q2(k−u) − 1

)
(q2(k−u) − 1)(q2 − 1)

[
k − 1
u

]
γ(λ, u)Y uXk−u−1 (5.14)

=

(
q2k − 1

q2 − 1

)
µ[k−1](X,Y ;λ) (5.15)

(2.44)
= β(k, 1)µ[k−1](X,Y ;λ). (5.16)

So µ[k](φ)(X,Y ;λ) = β(k, φ)µ[k−φ](X,Y ;λ) follows by induction on φ and is omitted.265

17



Now consider ν[k] =

k∑
u=0

(−1)uqu(u−1)

[
k
u

]
Y uXk−u as in Theorem 3.5. Then we have

ν[k](1)(X,Y ;λ) =

k∑
u=0

(−1)uqu(u−1) q
2(k−u) − 1

q2 − 1

[
k
u

]
Y uXk−u−1 (5.17)

(2.25)
=

k−1∑
u=0

(−1)uqu(u−1)

(
q2k − 1

) (
q2(k−u) − 1

)(
q2(k−u) − 1

)
(q2 − 1)

[
k − 1
u

]
Y uXk−1−u (5.18)

=
q2k − 1

q2 − 1
ν[k−1](X,Y ;λ) (5.19)

(2.44)
= β(k, 1)ν[k−1](X,Y ;λ). (5.20)

So ν[k](φ)(X,Y ;λ) = β(k, φ)ν[k−φ](X,Y ;λ) follows by induction also and is omitted.266

267

We now need a few smaller lemmas in order to prove Leibniz rule for the skew-q-derivative.268

Lemma 5.3. Let

u (X,Y ;λ) =

r∑
i=0

ui(λ)Y
iXr−i (5.21)

v (X,Y ;λ) =

s∑
i=0

vi(λ)Y
iXs−i. (5.22)

1. If ur(λ) = 0 then269

1

X
[u (X,Y ;λ) ∗ v (X,Y ;λ)] =

u (X,Y ;λ)

X
∗ v (X,Y ;λ) . (5.23)

2. If vs(λ) = 0 then270

1

X
[u (X,Y ;λ) ∗ v (X,Y ;λ)] = u

(
X, q2Y ;λ

)
∗ v (X,Y ;λ)

X
. (5.24)

Proof. (1) If ur(λ) = 0,271

u (X,Y ;λ)

X
=

r−1∑
i=0

ui(λ)Y
iXr−i−1. (5.25)

Hence

u (X,Y ;λ)

X
∗ v (X,Y ;λ)

(3.4)
=

r+s−1∑
k=0

(
k∑

ℓ=0

q2ℓsuℓ(λ)vk−ℓ(λ− 2ℓ)

)
Y kXr+s−1−k (5.26)

=
1

X

r+s−1∑
k=0

(
k∑

ℓ=0

q2ℓsuℓ(λ)vk−ℓ(λ− 2ℓ)

)
Y kXr+s−k (5.27)

+
1

X

r+s∑
ℓ=0

q2ℓsuℓ(λ)vr+s−ℓ(λ− 2ℓ)Y r+sX0 (5.28)

=
1

X

r+s∑
k=0

(
k∑

ℓ=0

q2ℓsuℓ(λ)vk−ℓ(λ− 2ℓ)

)
Y kXr+s−k (5.29)

=
1

X
(u (X,Y ;λ) ∗ v (X,Y ;λ)) (5.30)
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since vr+s−ℓ(λ− 2ℓ) = 0 for 0 ≤ ℓ ≤ r − 1 and uℓ(λ) = 0 for r ≤ ℓ ≤ r + s so272

1

X

r+s∑
ℓ=0

q2ℓsuℓ(λ)vr+s−ℓ(λ− 2ℓ)Y r+sX0 = 0. (5.31)

(2) Now if vs(λ) = 0,273

v (X,Y ;λ)

X
=

s−1∑
i=0

vi(λ)Y
iXs−1−i. (5.32)

Then similarly,

u
(
X, q2Y ;λ

)
∗ v (X,Y ;λ)

X

(3.4)
=

r+s−1∑
k=0

(
k∑

ℓ=0

q2ℓ(s−1)q2ℓuℓ(λ)vk−ℓ(λ− 2ℓ)

)
Y kXr+s−1−k (5.33)

=
1

X

r+s−1∑
k=0

(
k∑

ℓ=0

q2ℓ(s−1)q2ℓuℓ(λ)vk−ℓ(λ− 2ℓ)

)
Y kXr+s−k (5.34)

+
1

X

r+s∑
ℓ=0

q2ℓsuℓ(λ)vr+s−ℓ(λ− 2ℓ)Y r+sX0 (5.35)

=
1

X

r+s∑
k=0

(
k∑

ℓ=0

q2ℓ(s−1)q2ℓuℓ(λ)vk−ℓ(λ− 2ℓ)

)
Y kXr+s−k (5.36)

=
1

X
[u(X,Y ;λ) ∗ v(X,Y ;λ)] (5.37)

since vr+s−ℓ(λ− 2ℓ) = 0 for 0 ≤ ℓ ≤ r and uℓ(λ) = 0 for r + 1 ≤ ℓ ≤ r + s so274

1

X

r+s∑
ℓ=0

q2ℓsuℓ(λ)vr+s−ℓ(λ− 2ℓ)Y r+sX0 = 0. (5.38)

275

Theorem 5.4 (Leibniz rule for the skew-q-derivative). For two homogeneous polynomials in X and Y , f(X,Y ;λ)276

and g(X,Y ;λ) with degrees r and s respectively, the φth (for φ ≥ 0) skew-q-derivative of their skew-q-product is277

given by278

[f (X,Y ;λ) ∗ g (X,Y ;λ)]
(φ)

=

φ∑
ℓ=0

[
φ
ℓ

]
q2(φ−ℓ)(r−ℓ)f (ℓ) (X,Y ;λ) ∗ g(φ−ℓ) (X,Y ;λ) . (5.39)

Proof. Let,

f (X,Y ;λ) =

r∑
i=0

fi(λ)Y
iXr−i (5.40)

g (X,Y ;λ) =

s∑
i=0

gi(λ)Y
iXs−i. (5.41)

For simplification, we shall write f(X,Y ;λ) as f(X,Y ) and similarly g(X,Y ) for g(X,Y ;λ). Now by differenti-
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ation we have

[f (X,Y ) ∗ g (X,Y )]
(1)

=
f
(
q2X,Y

)
∗ g
(
q2X,Y

)
− f (X,Y ) ∗ g (X,Y )

(q2 − 1)X
(5.42)

=
1

(q2 − 1)X

{
f
(
q2X,Y

)
∗ g
(
q2X,Y

)
− f

(
q2X,Y

)
∗ g (X,Y ) (5.43)

+ f
(
q2X,Y

)
∗ g (X,Y )− f (X,Y ) ∗ g (X,Y )

}
(5.44)

=
1

(q2 − 1)X

{
f
(
q2X,Y

)
∗
(
g
(
q2X,Y

)
− g (X,Y )

)}
(5.45)

+
1

(q2 − 1)X

{(
f
(
q2X,Y

)
− f (X,Y )

)
∗ g (X,Y )

}
(5.46)

(5.24)
= f

(
q2X, q2Y

)
∗

{
g
(
q2X,Y

)
− g (X,Y )

(q2 − 1)X

}
(5.47)

(5.23)
+

{
f
(
q2X,Y

)
− f (X,Y )

(q2 − 1)X

}
∗ g (X,Y ) (5.48)

= q2rf (X,Y ) ∗ g(1) (X,Y ) + f (1) (X,Y ) ∗ g (X,Y ) (5.49)

since gs(λ)Y
s
(
q2X

)0
= gs(λ)Y

sX0, then we can use (5.24). Similarly, fr(λ)Y
r
(
q2X

)0
= fr(λ)Y

rX0, then we can279

use (5.23) So the initial case holds. Assume the statement holds true for φ = φ, i.e.280

[f (X,Y ) ∗ g (X,Y )]
(φ)

=

φ∑
ℓ=0

[
φ
ℓ

]
q2(φ−ℓ)(r−ℓ)f (ℓ) (X,Y ) ∗ g(φ−ℓ) (X,Y ) . (5.50)
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Now considering φ+ 1 and for simplicity we write f(X,Y ;λ), g(X,Y ;λ) as f, g we have

[f ∗ g](φ+1)
=

[
φ∑

ℓ=0

[
φ
ℓ

]
q2(φ−ℓ)(r−ℓ)f (ℓ) ∗ g(φ−ℓ)

](1)
(5.51)

=

φ∑
ℓ=0

[
φ
ℓ

]
q2(φ−ℓ)(r−ℓ)

[
f (ℓ) ∗ g(φ−ℓ)

](1)
(5.52)

(5.49)
=

φ∑
ℓ=0

[
φ
ℓ

]
q2(φ−ℓ)(r−ℓ)

(
q2(r−ℓ)f (ℓ) ∗ g(φ−ℓ+1) + f (ℓ+1) ∗ g(φ−ℓ)

)
(5.53)

=

φ∑
ℓ=0

[
φ
ℓ

]
q2(φ−ℓ+1)(r−ℓ)f (ℓ) ∗ g(φ−ℓ+1) +

φ+1∑
ℓ=1

[
φ

ℓ− 1

]
q2(φ−ℓ+1)(r−ℓ+1)f (ℓ) ∗ g(φ−ℓ+1) (5.54)

=

[
φ
0

]
q2(φ+1)rf ∗ g(φ+1) +

φ∑
ℓ=1

[
φ
ℓ

]
q2(φ+1−ℓ)(r−ℓ)f (ℓ) ∗ g(φ−ℓ+1) (5.55)

+

φ∑
ℓ=1

[
φ

ℓ− 1

]
q2(φ+1−ℓ)(r−ℓ+1)f (ℓ) ∗ g(φ−ℓ+1) +

[
φ
φ

]
q2(φ+1−φ−1)(r−φ−1+1)f (φ+1) ∗ g (5.56)

= q2(φ+1)rf ∗ g(φ+1) + f (φ+1) ∗ g +
φ∑

ℓ=1

([
φ
ℓ

]
+ q2(φ−ℓ+1)

[
φ

ℓ− 1

])
q2(φ−ℓ+1)(r−ℓ)f (ℓ) ∗ g(φ−ℓ+1) (5.57)

(2.22)
=

φ∑
ℓ=1

[
φ+ 1
ℓ

]
q2(φ+1−ℓ)(r−ℓ)f (ℓ) ∗ g(φ+1−ℓ) +

[
φ+ 1
0

]
q2(φ+1)rf ∗ g(φ+1) (5.58)

+

[
φ+ 1
φ+ 1

]
q2(φ+1−φ−1)f (φ+1) ∗ g (5.59)

=

φ+1∑
ℓ=0

[
φ+ 1
ℓ

]
q2(φ+1−ℓ)(r−ℓ)f (ℓ) ∗ g(φ+1−ℓ) (5.60)

since

[
φ+ 1
φ+ 1

]
=

[
φ+ 1
0

]
= 1. Thus the theorem holds.281
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5.2 The Skew-q−1-Derivative282

Definition 5.5. For q ≥ 2, the skew-q−1-derivative at Y ̸= 0 for a real-valued function g(Y ) is defined as283

g{1} (Y ) =
g
(
q−2Y

)
− g (Y )

(q−2 − 1)Y
. (5.61)

For φ ≥ 0 we denote the φth skew-q−1-derivative (with respect to Y ) of g(X,Y ;λ) as g{φ}(X,Y ;λ). The 0th284

skew-q−1-derivative of g(X,Y ;λ) is g(X,Y ;λ). For any real number a, Y ̸= 0,285

[f(Y ) + ag(Y )]
{1}

= f{1}(Y ) + ag{1}(Y ). (5.62)

Lemma 5.6. 1. For 0 ≤ φ ≤ ℓ, φ ∈ Z+, ℓ ≥ 0,286 (
Y ℓ
){φ}

= q2(φ(1−ℓ)+σφ)β(ℓ, φ)Y ℓ−φ. (5.63)

2. The φth skew-q−1-derivative of g(X,Y ;λ) =

s∑
i=0

gi(λ)Y
iXs−i is given by287

g{φ} (X,Y ;λ) =

s∑
i=φ

gi(λ)q
2(φ(1−i)+σφ)β(i, φ)Y i−φXs−i. (5.64)

3. Also,

µ[k]{φ}(X,Y ;λ) = q−2σφβ(k, φ)γ(λ, φ)µ[k−φ](X,Y ;λ− 2φ) (5.65)

ν[k]{φ}(X,Y ;λ) = (−1)φβ(k, φ)ν[k−φ](X,Y ;λ). (5.66)

Proof. (1) For φ = 1 we have

(
Y ℓ
){1}

=

(
q−2Y

)ℓ − Y ℓ

(q−2 − 1)Y
=

(
q−2ℓ − 1

q−2 − 1

)
Y ℓ−1 (5.67)

(2.44)
= q−2ℓ+2β(ℓ, 1)Y ℓ−1. (5.68)

So the initial case holds. Assume the case for φ = φ holds. Then we have

(
Y ℓ
){φ+1}

=
(
q2(φ(1−ℓ)+σφ)β(ℓ, φ)Y ℓ−φ

){1}
(5.69)

= q2(φ(1−ℓ)+σφ)β(ℓ, φ)
q−2(ℓ−φ)Y ℓ−φ − Y ℓ−φ

(q−2 − 1)Y
(5.70)

= q2(φ(1−ℓ)+σφ)

(
q−2(ℓ−φ) − 1

q−2 − 1

)
β(ℓ, φ)Y ℓ−φ−1 (5.71)

(2.44)
= q2φ(1−ℓ)qφ(φ−1)q−2(ℓ−φ)q2

q2(ℓ−φ) − 1

q2 − 1

φ−1∏
i=0

[
ℓ− i
1

]
Y ℓ−φ−1 (5.72)

= q2((φ+1)(1−ℓ)+σφ+1)β(ℓ, φ+ 1)Y ℓ−φ+1. (5.73)

Thus the statement holds by induction.288

(2) Now consider g(X,Y ;λ) =

s∑
i=0

gi(λ)Y
iXs−i. For φ = 1 we have289
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g{1} (X,Y ;λ) =

(
s∑

i=0

gi(λ)Y
iXs−i

){1}

=

s∑
i=0

gi(λ)
(
Y i
){1}

Xs−i =

s∑
i=0

gi(λ)q
2(−i+1)β(i, 1)Y i−1Xs−i.

(5.74)
As β(i, 1) = 0 when i = 0 we have290

g{1} (X,Y ;λ) =

s∑
i=1

gi(λ)q
2((1−i)+σ1)β(i, 1)Y i−1Xs−i. (5.75)

So the initial case holds. Now assume the case holds for φ = φ i.e.,

g{φ} (X,Y ;λ) =

s∑
i=φ

gi(λ)q
2φ(1−i)+2σφβ(i, φ)Y (i−φ)Xs−i. Then

g{φ+1} (X,Y ;λ) =

 s∑
i=φ

gi(λ)q
2(φ(1−i)+σφ)β(i, φ)Y i−φ

{1}

Xs−i (5.76)

=

s∑
i=φ

gi(λ)q
2(φ(1−i)+σφ)β(i, φ)q−2(i−φ−1)β(i− φ, 1)Y i−φ−1Xs−i (5.77)

(2.44)
=

s∑
i=φ

gi(λ)q
2(φ+1)(1−i)+2σφ

φ−1∏
j=0

q2(i−j) − 1

q2 − 1

 (q2(i−φ) − 1
)

q2 − 1
Y i−φ−1Xs−i (5.78)

=

s∑
i=φ

gi(λ)q
2(φ+1)(1−i)+2σφβ(i, φ+ 1)Y i−φ−1Xs−i (5.79)

=

s∑
i=φ+1

gi(λ)q
2(φ+1)(1−i)+2σφβ(i, φ+ 1)Y i−φ−1Xs−i (5.80)

since when i = φ, β(φ,φ+ 1) = 0. So by induction Equation (5.64) holds.291

(3) Now consider µ[k] =

k∑
u=0

µu(λ, k)Y
uXk−u where µu(λ, k) =

[
k
u

]
γ(λ, u) as in Theorem 3.4. Then we have292

23



µ[k]{1}(X,Y ;λ) =

(
k∑

u=0

µu(λ, k)Y
uXk−u

){1}

(5.81)

=

k∑
u=1

µu(λ, k)q
2(1−u)β(u, 1)Y u−1Xk−u (5.82)

=

k−1∑
r=0

µr+1(λ, k)q
2(1−(r+1))β(r + 1, 1)Y r+1−1Xk−r−1 (5.83)

=

k−1∑
r=0

[
k

r + 1

]
γ(λ, r + 1)q−2rβ(r + 1, 1)Y rXk−1−r (5.84)

(2.26)(2.31)
=

k−1∑
r=0

[
k − 1
r

]
q2k − 1

q2(r+1) − 1

(
qλ − 1

)
q2rq−2rγ(λ− 2, r)β(r + 1, 1)Y rXk−1−r (5.85)

(2.44)
=

k−1∑
r=0

[
k − 1
r

]
q2k − 1

q2 − 1

(
qλ − 1

)
q2rq−2rγ(λ− 2, r)Y rXk−1−r (5.86)

= q−2σ1β(k, 1)γ(λ, 1)µ[k−1](X,Y ;λ− 2) (5.87)

Now assume that the statement holds for φ = φ. Then we have

µ[k]{φ+1}(X,Y ;λ) =

[
q−2σφβ(k, φ)γ(λ, φ)µ[k−φ](X,Y ;λ− 2φ)

]{1}
(5.88)

= q−2σφβ(k, φ)γ(λ, φ)
[
µ[k−φ](X,Y ;λ− 2φ)

]{1}
(5.89)

(3.11)
= q−2σφβ(k, φ)γ(λ, φ)

(
k−φ∑
r=0

[
k − φ
r

]
γ(λ− 2φ, r)Y rXk−φ−r

){1}

(5.90)

= q−2σφβ(k, φ)γ(λ, φ)

k−φ∑
r=1

[
k − φ
r

]
γ(λ− 2φ, r) (Y r)

{1}
Xk−φ−r (5.91)

= q−2σφβ(k, φ)γ(λ, φ)

k−φ−1∑
u=0

[
k − φ
u+ 1

]
γ(λ− 2φ, u+ 1)

(
Y u+1

){1}
Xk−φ−u−1 (5.92)

= q−2σφβ(k, φ)γ(λ, φ)

k−φ−1∑
u=0

[
k − φ
u+ 1

]
(5.93)

× γ(λ− 2φ, u+ 1)q2(1−(u+1))β(u+ 1, 1)Y u+1−1Xk−φ−u−1 (5.94)

(2.26)(2.31)
= q−2σφβ(k, φ)γ(λ, φ)

k−(φ+1)∑
u=0

[
k − φ− 1

u

](
q2(k−φ) − 1

) (
q2(u+1) − 1

)(
q2(u+1) − 1

)
(q2 − 1)

q2uq−2u (5.95)

×
(
qλ−2φ − 1

)
γ(λ− 2(φ+ 1), u)Y uXk−(φ+1)−u (5.96)

= q−2σφq−2φγ(λ, φ+ 1)β(k, φ+ 1)µ[k−(φ+1)](X,Y ;λ− 2(φ+ 1)) (5.97)

= q−2σφ+1γ(λ, φ+ 1)β(k, φ+ 1)µ[k−(φ+1)](X,Y ;λ− 2(φ+ 1)). (5.98)

As required. Now consider ν[k] =

k∑
u=0

(−1)uqu(u−1)

[
k
u

]
Y uXk−u as defined in Theorem 3.5. Similarly to
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µ(X,Y ;λ), we have

ν[k]{1}(X,Y ;λ) =

(
k∑

u=0

(−1)uqu(u−1)

[
k
u

]
Y uXk−u

){1}

(5.99)

=

k∑
u=1

(−1)uqu(u−1)

[
k
u

]
(Y u)

{1}
Xk−u (5.100)

=

k−1∑
r=0

(−1)(r+1)qr(r+1)q2(1−(r+1))

[
k

r + 1

]
β(r + 1, 1)Y r+1−1Xk−r−1 (5.101)

(2.26)(2.31)
= −

k−1∑
r=0

(−1)rqr(r−1)q2rq−2r

[
k − 1
r

](
q2k − 1

) (
q2(r+1) − 1

)(
q2(r+1) − 1

)
(q2 − 1)

Y rXk−r−1 (5.102)

= (−1)1β(k, 1)ν[k−1](X,Y ;λ). (5.103)

Now assume that the statement holds for φ = φ. Then we have

ν[k](X,Y ;λ){φ+1} =
[
(−1)φβ(k, φ)ν[k−φ](X,Y ;λ)

]{1}
(5.104)

= (−1)φβ(k, φ)

k−φ∑
u=1

(−1)uqu(u−1)

[
k − φ
u

]
(Y u)

{1}
Xk−φ−u (5.105)

= (−1)φβ(k, φ)

k−φ−1∑
r=0

(−1)r+1qr(r+1)q−2(r+1)+2

[
k − φ
r + 1

]
β(r + 1, 1)Y r+1−1Xk−φ−r−1

(5.106)

(2.26)
= (−1)φ+1β(k, φ)

k−φ−1∑
r=0

(−1)rqr(r−1)

[
k − (φ+ 1)

r

]
(5.107)

×
(
q2(k−φ) − 1

) (
q2(r+1) − 1

)(
q2(r+1) − 1

)
(q2 − 1)

Y rXk−φ−1−r (5.108)

= (−1)φ+1β(k, φ+ 1)ν[k−(φ+1)](X,Y ;λ). (5.109)

as required.293

294

Now we need a few smaller lemmas in order to prove Leibniz rule for the skew-q−1-derivative.295

Lemma 5.7. Let

u (X,Y ;λ) =

r∑
i=0

ui(λ)Y
iXr−i (5.110)

v (X,Y ;λ) =

s∑
i=0

vi(λ)Y
iXs−i. (5.111)

1. If u0(λ) = 0 then296

1

Y
[u (X,Y ;λ) ∗ v (X,Y ;λ)] = q2s

u (X,Y ;λ)

Y
∗ v (X,Y ;λ− 2) . (5.112)

2. If v0(λ) = 0 then297

1

Y
[u (X,Y ;λ) ∗ v (X,Y ;λ)] = u

(
X, q2Y ;λ

)
∗ v (X,Y ;λ)

Y
. (5.113)
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Proof. (1) Suppose u0(λ) = 0. Then298

u (X,Y ;λ)

Y
=

r∑
i=1

ui(λ)Y
i−1Xr−i =

r−1∑
i=0

ui+1(λ)Y
iXr−i−1 (5.114)

Hence

q2s
u (X,Y ;λ)

Y
∗ v (X,Y ;λ− 2) = q2s

r+s−1∑
u=0

(
u∑

ℓ=0

q2ℓsuℓ+1(λ)vu−ℓ(λ− 2ℓ− 2)

)
Y uXr+s−1−u (5.115)

= q2s
r+s−1∑
u=0

(
u+1∑
i=1

q2(i−1)sui(λ)vu−i+1(λ− 2i)

)
Y uXr+s−1−u (5.116)

= q2s
r+s∑
j=1

(
j∑

i=1

q2(i−1)sui(λ)vj−i(λ− 2i)

)
Y j−1Xr+s−j (5.117)

=
1

Y

r+s∑
j=0

(
j∑

i=0

q2isui(λ)vj−i(λ− 2i)

)
Y jXr+s−j (5.118)

=
1

Y
(u (X,Y ;λ) ∗ v (X,Y ;λ)) (5.119)

since when j = 0,
∑j

i=0 q
2isui(λ)vj−i(λ− 2i) = 0 as u0(λ) = 0.299

(2) Now if v0(λ) = 0, then

v (X,Y ;λ)

Y
=

s∑
j=1

vj(λ)Y
j−1Xs−j (5.120)

=

s−1∑
i=0

vi+1(λ)Y
iXs−i−1. (5.121)

So,

u
(
X, q2Y ;λ

)
∗ v (X,Y ;λ)

Y
=

r+s−1∑
u=0

 u∑
j=0

q2j(s−1)q2juj(λ)vu−j+1(λ− 2j)

Y uXr+s−1−u (5.122)

=

r+s∑
ℓ=1

ℓ−1∑
j=0

q2jsuj(λ)vℓ−j(λ− 2j)

Y ℓ−1Xr+s−ℓ (5.123)

=
1

Y

r+s∑
ℓ=1

 ℓ∑
j=0

q2jsuj(λ)vℓ−j(λ− 2j)

Y ℓXr+s−ℓ (5.124)

=
1

Y

r+s∑
ℓ=0

 ℓ∑
j=0

q2jsuj(λ)vℓ−j(λ− 2j)

Y ℓXr+s−ℓ (5.125)

=
1

Y
(u (X,Y ;λ) ∗ v (X,Y ;λ)) (5.126)

since when j = ℓ,
∑ℓ

j=0 q
2jsuj(λ)vℓ−j(λ− 2j) = 0 as v0(λ) = 0.300
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Theorem 5.8 (Leibniz rule for the skew-q−1-derivative). For two homogeneous polynomials in Y , f(X,Y ;λ) and302

g(X,Y ;λ) with degrees r and s respectively, the φth (for φ ≥ 0) skew-q−1-derivative of their skew-q-product is given303

by304

[f (X,Y ;λ) ∗ g (X,Y ;λ)]
{φ}

=

φ∑
ℓ=0

[
φ
ℓ

]
q2ℓ(s−φ+ℓ)f{ℓ} (X,Y ;λ) ∗ g{φ−ℓ} (X,Y ;λ− 2ℓ) . (5.127)

Proof. Let,

f (X,Y ;λ) =

r∑
i=0

fi(λ)Y
iXr−i (5.128)

g (X,Y ;λ) =

s∑
i=0

gi(λ)Y
iXs−i. (5.129)

For simplification we shall write f(X,Y ;λ), g(X,Y ;λ) as f(Y ;λ), g(Y ;λ). Now by differentiation we have

[f (Y ;λ) ∗ g (Y ;λ)]
{1}

=
f
(
q−2Y ;λ

)
∗ g
(
q−2Y ;λ

)
− f (Y ;λ) ∗ g (Y ;λ)

(q−2 − 1)Y
(5.130)

=
1

(q−2 − 1)Y

{
f
(
q−2Y ;λ

)
∗ g
(
q−2Y ;λ

)
− f

(
q−2Y ;λ

)
∗ g (Y ;λ) (5.131)

+ f
(
q−2Y ;λ

)
∗ g (Y ;λ)− f (Y ;λ) ∗ g (Y ;λ)

}
(5.132)

=
1

(q−2 − 1)Y

{
f
(
q−2Y ;λ

)
∗
(
g
(
q−2Y ;λ

)
− g (Y ;λ)

)}
(5.133)

+
1

(q−2 − 1)Y

{(
f
(
q−2Y ;λ

)
− f (Y ;λ)

)
∗ g (Y ;λ)

}
(5.134)

(5.113)
= f (Y ;λ) ∗

(
g
(
q−2Y ;λ

)
− g (Y ;λ)

)
(q−2 − 1)Y

(5.135)

(5.112)
+ q2s

(
f
(
q−2Y ;λ

)
− f (Y ;λ)

)
(q−2 − 1)Y

∗ g (Y ;λ− 2) (5.136)

= f (Y ;λ) ∗ g{1} (Y ;λ) + q2sf{1} (Y ;λ) ∗ g (Y ;λ− 2) . (5.137)

So the initial case holds. Assume the statement holds true for φ = φ, i.e.305

[f (X,Y ;λ) ∗ g (X,Y ;λ)]
{φ}

=

φ∑
ℓ=0

[
φ
ℓ

]
q2ℓ(s−φ+ℓ)f{ℓ} (X,Y ;λ) ∗ g{φ−ℓ} (X,Y ;λ− 2ℓ) . (5.138)

Now considering φ+ 1 and for simplicity we write f(X,Y ;λ), g(X,Y ;λ) as f(λ), g(λ) we have306
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[f (λ) ∗ g (λ)]{φ+1}
=

[
φ∑

ℓ=0

[
φ
ℓ

]
q2ℓ(s−φ+ℓ)f{ℓ} (λ) ∗ g{φ−ℓ} (λ− 2ℓ)

]{1}
(5.139)

=

φ∑
ℓ=0

[
φ
ℓ

]
q2l(s−φ+ℓ)

(
f{ℓ} (λ) ∗ g{φ−ℓ} (λ− 2ℓ)

){1}
(5.140)

(5.137)
=

φ∑
ℓ=0

[
φ
ℓ

]
q2ℓ(s−φ+ℓ)f{ℓ} (λ) ∗ g{φ−ℓ+1} (λ− 2ℓ) (5.141)

+

φ∑
ℓ=0

[
φ
ℓ

]
q2ℓ(s−φ+ℓ)q2(v−φ+ℓ)f{ℓ+1} (λ) ∗ g{φ−ℓ} (λ− 2ℓ− 2) (5.142)

=

φ∑
ℓ=0

[
φ
ℓ

]
q2ℓ(s−φ+ℓ)f{ℓ} (λ) ∗ g{φ−ℓ+1} (λ− 2ℓ) (5.143)

+

φ+1∑
ℓ=1

[
φ

ℓ− 1

]
q2(ℓ−1)(s−φ+ℓ−1)q2(s−φ+(ℓ−1))f{ℓ} (λ) ∗ g{φ−ℓ+1} (λ− 2ℓ) (5.144)

= f (λ) ∗ g{φ+1} (λ) +

φ∑
ℓ=1

[
φ
ℓ

]
q2ℓ(s−φ+ℓ)f{ℓ} (λ) ∗ g{φ−ℓ+1} (λ− 2ℓ) (5.145)

+

φ∑
ℓ=1

[
φ

ℓ− 1

]
q2(ℓ−1)(s−φ+ℓ−1)q2(s−φ+(ℓ−1))f{ℓ} (λ) ∗ g{φ−ℓ+1} (λ− 2ℓ) (5.146)

+

[
φ
φ

]
q2s(φ+1)f{φ+1} (λ) ∗ g (λ− 2(φ+ 1)) (5.147)

= f (λ) ∗ g{φ+1} (λ) +

φ∑
ℓ=1

([
φ
ℓ

]
+ q−2ℓ

[
φ

ℓ− 1

])
q2ℓ(s−φ+ℓ)f{ℓ} (λ) ∗ g{φ+1−ℓ} (λ− 2ℓ) (5.148)

+ q2s(φ+1)f{φ+1} (λ) ∗ g (λ− 2(φ+ 1)) (5.149)

(2.23)
= f (λ) ∗ g{φ+1} (λ) +

φ∑
ℓ=1

q−2ℓ

[
φ+ 1
ℓ

]
q2ℓ(s−φ+ℓ)f{ℓ} (λ) ∗ g{φ+1−ℓ} (λ− 2ℓ) (5.150)

+

[
φ+ 1
φ+ 1

]
q2(φ+1)(s−φ−1+(φ+1))f{φ+1} (λ) ∗ g{φ+1−(φ+1)} (λ− 2(φ+ 1)) (5.151)

=

φ+1∑
ℓ=0

[
φ+ 1
ℓ

]
q2ℓ(s−(φ+1)+ℓ)f{ℓ} (λ) ∗ g{φ+1−ℓ} (λ− 2ℓ) (5.152)

as required.307

5.3 Evaluating the Skew-q-Derivative and the Skew-q−1-Derivative308

At this point we need to introduce a couple of lemmas which yield useful results when developing moments of the309

weight distribution.310

Lemma 5.9. For j, ℓ ∈ Z+, 0 ≤ ℓ ≤ j and X = Y = 1,311

ν[j](ℓ)(1, 1;λ) = β(j, j)δjℓ. (5.153)
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Proof. Consider

ν[j](ℓ)(X,Y ;λ)
(5.6)
= β(j, ℓ)ν[j−ℓ](X,Y ;λ) (5.154)

= β(j, ℓ)

j−ℓ∑
u=0

(−1)uqu(u−1)

[
j − ℓ
u

]
Y uX(j−ℓ)−u. (5.155)

So

ν[j](ℓ)(1, 1;λ) = β(j, ℓ)

j−ℓ∑
u=0

(−1)uqu(u−1)

[
j − ℓ
u

]
(5.156)

(2.45)
= β(ℓ, ℓ)

[
j
ℓ

] j−ℓ∑
u=0

(−1)uqu(u−1)

[
j − ℓ
u

]
(5.157)

(2.17)(2.18)
= β(ℓ, ℓ)

j−ℓ∑
u=0

(−1)uqu(u−1)

[
j
k

][
k
ℓ

]
(5.158)

(2.21)
= β(ℓ, ℓ)δℓj = β(j, j)δjℓ. (5.159)

312

Lemma 5.10. For any homogeneous polynomial, ρ (X,Y ;λ) and for any s ≥ 0,313 (
ρ ∗ µ[s]

)
(1, 1;λ) = qλsρ(1, 1;λ). (5.160)

Proof. Let ρ (X,Y ;λ) =

r∑
i=0

ρi(λ)Y
iXr−i, then from Theorem 3.4,314

µ[s](X,Y ;λ) =

s∑
t=0

[
s
t

]
γ(λ, t)Y tXs−t =

s∑
t=0

µ
[s]
t (λ)Y tXs−t (5.161)

and315 (
ρ ∗ µ[s]

)
(X,Y ;λ) =

r+s∑
u=0

cu(λ)Y
uX(r+s−u) (5.162)

where316

cu(λ) =

u∑
i=0

q2isρi(λ)µ
[s]
u−i(λ− 2i). (5.163)
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Then (
ρ ∗ µ[s]

)
(1, 1;λ) =

r+s∑
u=0

cu(λ) (5.164)

=

r+s∑
u=0

u∑
i=0

q2isρi(λ)µ
[s]
u−i(λ− 2i) (5.165)

=

r+s∑
j=0

q2jsρj(λ)

(
r+s−j∑
k=0

µ
[s]
k (λ− 2j)

)
(5.166)

=

r∑
j=0

q2jsρj(λ)

(
s∑

k=0

µ
[s]
k (λ− 2j)

)
(5.167)

=

r∑
j=0

q2jsρj(λ)

(
s∑

k=0

[
s
k

]
γ(λ− 2j, k)

)
(5.168)

(2.20)
=

r∑
j=0

q2jsρj(λ)q
(λ−2j)s (5.169)

= qλsρ(1, 1;λ) (5.170)

since ρj(λ) = 0 when j > r and µ
[s]
k (λ− 2j) = 0 when k > s.317

6 Moments of the Skew Rank Distribution318

Here we explore the moments of the skew rank distribution of a subgroup of skew-symmetric over Fq and that of319

its dual. Similar results for the Hamming metric were derived in [16, p131] and for rank metric codes over Fqm in320

[11, Prop 4].321

6.1 Moments derived from the Skew-q-Derivative322

Proposition 6.1. For 0 ≤ φ ≤ n and a linear code C ⊆ Aq,t and its dual C⊥ ⊆ Aq,t with weight distributions323

c = (c0, . . . , cn) and c′ = (c′0, . . . , c
′
n), respectively we have324

n−φ∑
i=0

[
n− i
φ

]
ci =

1

|C⊥|
qm(n−φ)

φ∑
i=0

[
n− i
n− φ

]
c
′

i. (6.1)

Proof. We apply Theorem 4.6 to C⊥ to get325

WSR
C (X,Y ) =

1

|C⊥|
W

SR

C⊥ (X + (qm − 1)Y,X − Y ) (6.2)

or equivalently

n∑
i=0

ciY
iXn−i =

1

|C⊥|

n∑
i=0

c′i (X − Y )
[i] ∗ [X + (qm − 1)Y ]

[n−i]
(6.3)

=
1

|C⊥|

n∑
i=0

c′iν
[i](X,Y ;m) ∗ µ[n−i](X,Y ;m). (6.4)

For each side of Equation (6.4), we shall apply the skew-q-derivative φ times and then evaluate at X = Y = 1.326
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For the left hand side, we obtain327 (
n∑

i=0

ciY
iXn−i

)(φ)
(5.4)
=

n−φ∑
i=0

ciβ(n− i, φ)Y iXn−i−φ. (6.5)

Letting X = Y = 1 we then get

n−φ∑
i=0

ciβ(n− i, φ)
(2.45)
=

n−φ∑
i=0

ci

[
n− i
φ

]
β(φ,φ) (6.6)

= β(φ,φ)

n−φ∑
i=0

ci

[
n− i
φ

]
. (6.7)

We now move on to the right hand side. For simplicity we write µ(X,Y ;m) as µ and similarly ν(X,Y ;n) as ν.
We have by Theorem 5.4,(

1

|C⊥|

n∑
i=0

c′iν
[i] ∗ µ[n−i]

)(φ)
(5.39)
=

1

|C⊥|

n∑
i=0

c′i

(
φ∑

ℓ=0

[
φ
ℓ

]
q2(φ−ℓ)(i−ℓ)ν[i](ℓ) ∗ µ[n−i](φ−ℓ)

)
(6.8)

=
1

|C⊥|

n∑
i=0

c′iψi(X,Y ;m) (6.9)

where328

ψi(X,Y ;m) =

φ∑
ℓ=0

[
φ
ℓ

]
q2(φ−ℓ)(i−ℓ)ν[i](ℓ)(X,Y ;m) ∗ µ[n−i](φ−ℓ)(X,Y ;m). (6.10)

Then with X = Y = 1,

ψi(1, 1;m)
(5.5)
=

φ∑
ℓ=0

[
φ
ℓ

]
q2(φ−ℓ)(i−ℓ)β(n− i, φ− ℓ)

(
ν[i](ℓ) ∗ µ[n−i−φ+ℓ]

)
(1, 1;m) (6.11)

(5.160)
=

φ∑
ℓ=0

[
φ
ℓ

]
q2(φ−ℓ)(i−ℓ)β(n− i, φ− ℓ)qm(n−i−(φ−ℓ))ν[i](ℓ)(1, 1;m) (6.12)

(5.153)
=

φ∑
ℓ=0

q2(φ−ℓ)(i−ℓ)

[
φ
ℓ

]
β(n− i, φ− ℓ)qm(n−i−(φ−ℓ))β(i, i)δiℓ (6.13)

(2.45)
=

[
φ
i

][
n− i
φ− i

]
β(φ− i, φ− i)qm(n−φ)β(i, i) (6.14)

(2.46)
=

[
n− i
φ− i

]
qm(n−φ)β(φ,φ). (6.15)

So329

1

|C⊥|

n∑
i=0

c′iψi(1, 1;m) =
1

|C⊥|

φ∑
i=0

c′i

[
n− i
φ− i

]
qm(n−φ)β(φ,φ) (6.16)

= β(φ,φ)
qm(n−φ)

|C⊥|

φ∑
i=0

c′i

[
n− i
n− φ

]
. (6.17)

Combining the results for each side, and simplifying, we finally obtain330

n−φ∑
i=0

ci

[
n− i
φ

]
=
qm(n−φ)

|C⊥|

φ∑
i=0

c′i

[
n− i
n− φ

]
(6.18)

as required.331
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Note. In particular, if φ = 0 we have332

n∑
i=0

ci =
qmn

|C⊥|
c′0 =

qmn

|C⊥|
. (6.19)

In other words333

|C ||C⊥| = qmn. (6.20)

We note that mn = t(t−1)
2 for skew-symmetric matrices and q

t(t−1)
2 is the number of skew-symmetric matrices of334

size t× t. This is the simple fact that the dimensions of a code and that of its dual add up to the dimension of the335

whole space they belong to.336

We can simplify Proposition 6.1 if φ is less than the minimum distance of the dual code.337

Corollary 6.2. Let d′SR be the minimum skew rank distance of C⊥. If 0 ≤ φ < d′SR then338

n−φ∑
i=0

[
n− i
φ

]
ci =

1

|C⊥|
qm(n−φ)

[
n
φ

]
. (6.21)

Proof. We have c′0 = 1 and c′1 = . . . = c′φ = 0.339

6.2 Moments derived from the Skew-q−1-Derivative340

The next proposition relates the moments of the skew rank distribution of a linear code to those of it’s dual, this341

time using the skew-q−1-derivative of the MacWilliams identity for the skew rank metric. Before proceeding we342

first need the following two lemmas.343

Lemma 6.3. Let δ(λ, φ, j) =

j∑
i=0

[
j
i

]
(−1)iq2σiγ(λ− 2i, φ). Then for all λ ∈ R, φ, j ∈ Z,344

δ(λ, φ, j) = γ(2φ, j)γ(λ− 2j, φ− j)qj(λ−2j). (6.22)

Proof. Initial case: j = 0.345

δ(λ, φ, 0) =

[
0
0

]
(−1)0q2σ0γ(λ, φ) = γ(λ, φ) = γ(2φ, 0)γ(λ, φ)q0(λ). (6.23)

So the initial case holds. Now assume the case is true for j = ȷ and consider the ȷ+ 1 case.346
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δ(λ, φ, ȷ+ 1) =

ȷ+1∑
i=0

[
ȷ+ 1
i

]
(−1)iq2σiγ(λ− 2i, φ) (6.24)

(2.23)
=

ȷ+1∑
i=0

(
q2i
[
ȷ
i

]
+

[
ȷ

i− 1

])
(−1)iq2σiγ(λ− 2i, φ) (6.25)

=

ȷ∑
i=0

[
ȷ
i

]
(−1)iq2σiq2iγ(λ− 2i, φ) +

ȷ∑
i=0

[
ȷ
i

]
(−1)i+1q2σi+1γ(λ− 2(i+ 1), φ) (6.26)

(2.31)
=

ȷ∑
i=0

[
ȷ
i

]
(−1)iq2iq2σi

(
qλ−2i − 1

)
q2(φ−1)γ(λ− 2i− 2, φ− 1) (6.27)

(2.32)
−

ȷ∑
i=0

[
ȷ
i

]
(−1)iq2σi+1

(
qλ−2i−2 − q2(φ−1)

)
γ(λ− 2i− 2, φ− 1) (6.28)

=

ȷ∑
i=0

[
ȷ
i

]
(−1)iq2σiγ(λ− 2i− 2, φ− 1)qλ−2

(
q2φ − 1

)
(6.29)

= qλ−2
(
q2φ − 1

)
δ(λ− 2, φ− 1, ȷ) (6.30)

= qλ−2
(
q2φ − 1

)
γ(2(φ− 1), ȷ)qȷ(λ−2ȷ−2)γ(λ− 2− 2ȷ, φ− 1− ȷ) (6.31)

(2.31)
= q(ȷ+1)(λ−2(ȷ+1))γ(2φ, ȷ+ 1)γ(λ− 2(ȷ+ 1), φ− (ȷ+ 1)). (6.32)

since

[
ȷ

i− 1

]
= 0 when i = 0. Hence by induction the lemma is proved.347

Lemma 6.4. Let ε(Λ, φ, i) =

i∑
ℓ=0

[
i
ℓ

][
Λ− i
φ− ℓ

]
q2ℓ(Λ−φ)(−1)ℓq2σℓγ(2(φ− ℓ), i− ℓ). Then for all Λ ∈ R, φ, i ∈ Z,348

ε(Λ, φ, i) = (−1)iq2σi

[
Λ− i
Λ− φ

]
. (6.33)

Proof. Initial case i = 0,

ε(Λ, φ, 0) =

[
0
0

][
Λ
φ

]
q0(−1)0q0γ(2φ, 0) =

[
Λ
φ

]
, (6.34)

(−1)0q0
[

Λ
Λ− φ

]
=

[
Λ
φ

]
. (6.35)

So the initial case holds. Now suppose the case is true when i = ı. Then349

ε(Λ, φ, ı+ 1) =

ı+1∑
ℓ=0

[
ı+ 1
ℓ

][
Λ− ı− 1
φ− ℓ

]
q2ℓ(Λ−φ)(−1)ℓq2σℓγ(2(φ− ℓ), ı+ 1− ℓ) (6.36)

(2.22)
=

ı+1∑
ℓ=0

[
ı
ℓ

][
Λ− ı− 1
φ− ℓ

]
q2ℓ(Λ−φ)(−1)ℓq2σℓγ(2(φ− ℓ), ı+ 1− ℓ) (6.37)

+

ı+1∑
ℓ=1

q2(ı+1−ℓ)

[
ı

ℓ− 1

][
Λ− ı− 1
φ− ℓ

]
q2ℓ(Λ−φ)(−1)ℓq2σℓγ(2(φ− ℓ), ı+ 1− ℓ) (6.38)

= A+B, say. (6.39)
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Now

A
(2.32)
=

(
q2φ − q2ı

) ı∑
ℓ=0

[
ı
ℓ

][
Λ− ı− 1
φ− ℓ

]
q2ℓ(Λ−1−φ)(−1)ℓq2σℓγ(2(φ− ℓ), ı− ℓ) (6.40)

=
(
q2φ − q2ı

)
ε(Λ− 1, φ, ı) (6.41)

=
(
q2φ − q2ı

)
(−1)ıq2σı

[
Λ− ı− 1
Λ− 1− φ

]
. (6.42)

and

B =

ı∑
ℓ=0

q2(ı−ℓ)

[
ı
ℓ

][
Λ− 1− ı
φ− ℓ− 1

]
q2(ℓ+1)(Λ−φ)(−1)ℓ+1q2σℓ+1γ(2(φ− ℓ− 1), ı− ℓ) (6.43)

= −q2(ı+Λ−φ)
ı∑

ℓ=0

[
ı
ℓ

][
Λ− 1− ı
φ− 1− ℓ

]
q2ℓ(Λ−φ)(−1)ℓq2σℓγ(2(φ− ℓ− 1), ı− ℓ) (6.44)

= −q2(ı+Λ−φ)ε(Λ− 1, φ− 1, ı) (6.45)

= −q2(ı+Λ−φ)(−1)ıq2σı

[
Λ− 1− ı
Λ− φ

]
. (6.46)

So

ε(Λ, φ, ı+ 1) = A+B (6.47)

= (−1)ıq2σı

{(
q2φ − q2ı

) [Λ− 1− ı
Λ− 1− φ

]
− q2(ı+Λ−φ)

[
Λ− 1− ı
Λ− φ

]}
(6.48)

(2.24)
= (−1)ı+1q2σı

{
q2(ı+Λ−φ)

[
Λ− 1− ı
Λ− φ

]
−
(
q2φ − q2ı

) (q2(Λ−φ) − 1
)(

q2(φ−ı) − 1
) [Λ− 1− ı

Λ− φ

]}
(6.49)

= (−1)ı+1

[
Λ− (ı+ 1)

Λ− φ

]
q2σı

{
q2(ı+Λ−φ)

(
q2(φ−ı) − 1

)
−
(
q2φ − q2ı

) (
q2(Λ−φ) − 1

)(
q2(φ−ı) − 1

) }
(6.50)

= (−1)ı+1

[
Λ− (ı+ 1)

Λ− φ

]
q2σıq2ı

q2(φ−ı) − 1

q2(φ−ı) − 1
(6.51)

= (−1)ı+1q2σı+1

[
Λ− (ı+ 1)

Λ− φ

]
(6.52)

as required.350

Proposition 6.5. For 0 ≤ φ ≤ n and a linear code C ⊆ Aq,t with dimension k and its dual C⊥ ⊆ Aq,t with weight351

distributions c = (c0, . . . , cn) and c′ = (c′0, . . . , c
′
n), respectively we have352

n∑
i=φ

q2φ(n−i)

[
i
φ

]
ci = qk−mφ

φ∑
i=0

(−1)iq2σiq2i(φ−i)

[
n− i
n− φ

]
γ(m− 2i, φ− i)c′i. (6.53)

Proof. As in Proposition 6.1, we apply Theorem 4.6 to C⊥ to get353

WSR
C (X,Y ) =

1

|C⊥|
W

SR

C⊥ (X + (qm − 1)Y,X − Y ) (6.54)

or equivalently
n∑

i=0

ciY
iXn−i =

1

|C⊥|

n∑
i=0

c′i (X − Y )
[i] ∗ (X + (qm − 1)Y )

[n−i]
(6.55)

=
1

|C⊥|

n∑
i=0

c′iν
[i](X,Y ;m) ∗ µ[n−i](X,Y ;m). (6.56)
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For each side of Equation (6.56), we shall apply the skew-q−1-derivative φ times and then evaluate atX = Y = 1.354

For the left hand side, we obtain(
n∑

i=0

ciY
iXn−i

){φ}
(5.64)
=

n∑
i=φ

ciq
2φ(1−i)+2σφβ(i, φ)Y i−φXn−i (6.57)

(2.45)
=

n∑
i=φ

ciq
2φ(1−i)+2σφ

[
i
φ

]
β(φ,φ)Y i−φXn−i. (6.58)

Then using X = Y = 1 gives355

n∑
i=φ

ciq
2φ(1−i)+2σφ

[
i
φ

]
β(φ,φ)Y i−φXn−i =

n∑
i=φ

q2φ(1−i)+2σφβ(φ,φ)

[
i
φ

]
ci. (6.59)

We now move on to the right hand side. For simplicity we shall write µ(X,Y ;m) as µ(m) and similarly356

ν(X,Y ;m) as ν(m). Now ,357

(
1

|C⊥|

n∑
i=0

c′iν
[i](m) ∗ µ[n−i](m)

){φ}
(5.127)
=

1

|C⊥|

n∑
i=0

c′i

(
φ∑

ℓ=0

[
φ
ℓ

]
q2ℓ(n−i−φ+ℓ)ν[i]{ℓ}(m) ∗ µ[n−i]{φ−ℓ}(m− 2ℓ)

)
(6.60)

=
1

|C⊥|

n∑
i=0

c′iψi(m) (6.61)

say. Then,

ψi(m)
(5.66)(5.65)

=

φ∑
ℓ=0

[
φ
l

]
q2ℓ(n−i−φ+ℓ)

{
(−1)ℓβ(i, ℓ)ν[i−ℓ](m)

}
(6.62)

∗
{
q−2σφ−ℓβ(n− i, φ− ℓ)γ(m− 2ℓ, φ− ℓ)µ[n−i−φ+ℓ](m− 2φ)

}
. (6.63)

Now let358

Ψ(X,Y ;m− 2φ) = ν[i−ℓ](X,Y ;m) ∗ γ(m− 2ℓ, φ− ℓ)µ[n−i−φ+ℓ](X,Y ;m− 2φ). (6.64)

Then we apply the skew-q-product, reorder the summations and set X = Y = 1 to get

Ψ(1, 1;m− 2φ) =

n−φ∑
u=0

[
u∑

p=0

q2p(n−i−φ+ℓ)ν[i−ℓ]
p (m)γ(m− 2ℓ− 2p, φ− ℓ)µ

[n−i−φ+ℓ]
u−p (m− 2φ− 2p)

]
(6.65)

=

i−ℓ∑
r=0

q2r(n−i−φ+ℓ)ν[i−ℓ]
r (m)γ(m− 2ℓ− 2r, φ− ℓ)

[
n−i−φ+ℓ∑

t=0

µ
[n−i−φ+ℓ]
t (m− 2φ− 2r)

]
(6.66)

(2.20)
=

i−ℓ∑
r=0

q2r(n−i−φ+ℓ)q(m−2φ−2r)(n−i−φ+ℓ)ν[i−ℓ]
r (m)γ(m− 2ℓ− 2r, φ− ℓ) (6.67)

(3.32)
= q(m−2φ)(n−i−φ+ℓ)

i−ℓ∑
r=0

(−1)rq2σr

[
i− ℓ
r

]
γ(m− 2ℓ− 2r, φ− ℓ) (6.68)

= q(m−2φ)(n−i−φ+ℓ)δ(m− 2ℓ, φ− ℓ, i− ℓ) (6.69)

(6.22)
= q(m−2φ)(n−i−φ+ℓ)q(i−ℓ)(m−2i)γ(2(φ− ℓ), i− ℓ)γ(m− 2i, φ− i). (6.70)
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Noting that q2ℓ(n−i−φ+ℓ)q−2σφ−ℓ = q2ℓ(n−i)q−2σφq2σℓ we have

ψi(1, 1;m) =

φ∑
ℓ=0

(−1)ℓ
[
φ
ℓ

]
q2ℓ(n−i−φ+ℓ)q−2σφ−ℓβ(i, ℓ)β(n− i, φ− ℓ)Ψ(1, 1;m− 2φ) (6.71)

(2.46)
= q−2σφβ(φ,φ)

φ∑
ℓ=0

(−1)ℓq2ℓ(n−i)q2σℓ

[
i
ℓ

][
n− i
φ− ℓ

]
Ψ(1, 1;m− 2φ). (6.72)

Writing that

q−2σφq2ℓ(n−i)q(m−2φ)(n−φ−i+ℓ)q(i−ℓ)(m−2i) = q2σφq2φ(1−n)qm(n−φ)q2ℓ(n−φ)q2i(φ−i) (6.73)

= qθq2l(n−φ) (6.74)

we get

ψi(1, 1;m) = qθβ(φ,φ)γ(m− 2i, φ− i)

i∑
ℓ=0

(−1)ℓq2ℓ(n−φ)q2σℓ

[
i
ℓ

][
n− i
φ− ℓ

]
γ(2(φ− ℓ), i− ℓ) (6.75)

(6.33)
= (−1)iqθq2σiβ(φ,φ)

[
n− i
n− φ

]
γ(m− 2i, φ− i). (6.76)

Combining both sides, we obtain359

n∑
i=φ

q2φ(1−i)+2σφβ(φ,φ)

[
i
φ

]
ci =

1

|C⊥|

n∑
i=0

c′i(−1)iqθq2σiβ(φ,φ)

[
n− i
n− φ

]
γ(m− 2i, φ− i). (6.77)

Thus360
n∑

i=φ

q2φ(n−i)

[
i
φ

]
ci =

qm(n−φ)

|C⊥|

φ∑
i=0

(−1)iq2σiq2i(φ−i)

[
n− i
n− φ

]
γ(m− 2i, φ− i)c′i. (6.78)

Then if C has dimension k we have361

|C | = qk, |C⊥| = qmn−k, (6.79)

so362

qm(n−φ)

|C⊥|
=
qm(n−φ)

qmn−k
= qk−mφ (6.80)

as required.363

We can simplify Proposition 6.5 if φ is less than the minimum distance of the dual code. Also we can introduce364

the dual diameter , ϱ′SR, to be the maximum distance between any two codewords of the dual code and simplify365

Proposition 6.5 again.366

Corollary 6.6. If 0 ≤ φ < d′SR then367

n∑
i=φ

q2φ(n−i)

[
i
φ

]
ci = qk−mφ

[
n
φ

]
γ(m,φ). (6.81)

For ϱ′SR < φ ≤ n then368

φ∑
i=0

(−1)iq2σiq2i(φ−i)

[
n− i
n− φ

]
γ(m− 2i, φ− i)ci = 0. (6.82)
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Proof. First consider 0 ≤ φ < d′SR, then c
′
0 = 1, c′1 = . . . = c′φ = 0. Also since

[
n

n− φ

]
=

[
n
φ

]
the statement holds.369

Now if ϱ′SR < φ ≤ n then applying Proposition 6.5 to C⊥ gives370

n∑
i=φ

q2φ(n−i)

[
i
φ

]
c′i = qmn−k−mφ

φ∑
i=0

(−1)iq2σiq2i(φ−i)

[
n− i
n− φ

]
γ(m− 2i, φ− i)ci. (6.83)

So using c′φ = . . . = c′n = 0 we get371

0 =

φ∑
i=0

(−1)iq2σiq2i(φ−i)

[
n− i
n− φ

]
γ(m− 2i, φ− i)ci (6.84)

as required.372

6.3 MSRD Codes373

As an application for the MacWilliams Identity, we can derive an alternative proof for the explicit coefficients of374

the skew rank weight distribution for MSRD codes to that in [8, Theorem 4]. This is analogous to the results for375

MRD codes presented in [11, Proposition 9].376

Firstly a lemma that will be needed.377

Lemma 6.7. If a0, a1, . . . , aℓ and b0, b1, . . . , bℓ are two sequences of real numbers and if378

aj =

j∑
i=0

[
ℓ− i
ℓ− j

]
bi (6.85)

for 0 ≤ j ≤ ℓ, then379

bi =

i∑
j=0

(−1)i−jq2σi−j

[
ℓ− j
ℓ− i

]
aj (6.86)

for 0 ≤ i ≤ ℓ.380

Proof. This result uses the property of skew-q-nary Gaussian coefficients [8, Equation 10], that381

j∑
k=i

(−1)k−iq2σk−i

[
k
i

][
j
k

]
= δij . (6.87)

Then for 0 ≤ i ≤ ℓ,382

i∑
j=0

(−1)i−jq2σi−j

[
ℓ− j
ℓ− i

]
aj =

i∑
j=0

(−1)i−jq2σi−j

[
ℓ− j
ℓ− i

]( j∑
k=0

[
ℓ− k
ℓ− j

]
bk

)
(6.88)

=

i∑
k=0

i∑
j=k

(−1)i−jq2σi−j

[
ℓ− j
ℓ− i

][
ℓ− k
ℓ− j

]
bk (6.89)

=

i∑
k=0

bk

(
ℓ−k∑

s=ℓ−i

(−1)i−ℓ+sq2σi−ℓ+s

[
s

ℓ− i

][
ℓ− k
s

])
(6.90)

=

i∑
k=0

bkδik (6.91)

= bi (6.92)

as required.383
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The following proposition can be seen to be equivalent to [10, (15)].384

Proposition 6.8. Let C ⊆ Aq,t be a linear MSRD code with weight distribution c = (c0, . . . , cn). Then we have385

c0 = 1 and for 0 < r ≤ n− dSR386

cdSR+r =

r∑
i=0

(−1)r−iq2σr−i

[
dSR + r
dSR + i

][
n

dSR + r

](
qm(dSR+i)

|C⊥|
− 1

)
. (6.93)

Proof. From Corollary 6.2 we have387

n−φ∑
i=0

[
n− i
φ

]
ci =

1

|C⊥|
qm(n−φ)

[
n
φ

]
(6.94)

for 0 ≤ φ < d′SR. Now if a linear code C is MSRD, with minimum distance dSR then C⊥ is also MSRD with388

minimum distance d′SR = n−dSR+2 [8, p35]. So Corollary 6.2 holds for 0 < φ ≤ n−dSR = d′SR− 2. We therefore389

have c0 = 1 and c1 = c2 = . . . = cdSR−1 = 0 and setting φ = n− dSR − j for 0 ≤ j ≤ n− dSR we get390

[
n

n− dSR − j

]
+

dSR+j∑
i=dSR

[
n− i

n− dSR − j

]
ci =

1

|C⊥|
qm(dSR+j)

[
n

n− dSR − j

]
(6.95)

j∑
r=0

[
n− dSR − r
n− dSR − j

]
cr+dSR

=

[
n

n− dSR − j

](
qm(dSR+j)

|C⊥|
− 1

)
. (6.96)

Applying Lemma 6.7 with ℓ = n− dSR and br = cr+dSR
then setting391

aj =

[
n

n− dSR − j

](
qm(dSR+j)

|C⊥|
− 1

)
(6.97)

gives392

j∑
r=0

[
n− dSR − r
n− dSR − j

]
br = aj (6.98)

and so

br = cr+dSR

(6.86)
=

r∑
i=0

(−1)r−iq2σr−i

[
n− dSR − i
n− dSR − r

]
ai (6.99)

=
r∑

i=0

(−1)r−iq2σr−i

[
n− dSR − i
n− dSR − r

][
n

n− dSR − i

](
qm(dSR+i)

|C⊥|
− 1

)
. (6.100)

But we have [
n− dSR − i
n− dSR − r

][
n

n− dSR − i

]
(2.17)
=

[
n− (dSR + i)
n− (dSR + r)

][
n

dSR + i

]
(6.101)

(2.18)
=

[
dSR + r
dSR + i

][
n

n− (dSR + r)

]
(6.102)

(2.17)
=

[
dSR + r
dSR + i

][
n

dSR + r

]
. (6.103)

Therefore393

cr+dSR
=

r∑
i=0

(−1)r−iq2σr−i

[
dSR + r
dSR + i

][
n

dSR + r

](
qm(dSR+i)

|C⊥|
− 1

)
(6.104)

as required.394

38



Note. We note again that mn = t(t−1)
2 for skew-symmetric matrices and |C ||C⊥| = qmn which can be can be used395

to simplify this to396

cr+dSR
=

r∑
i=0

(−1)r−iq2σr−i

[
dSR + r
dSR + i

][
n

dSR + r

](
|C |qm(dSR+i−n) − 1

)
. (6.105)
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