
Serendipitous Gains of Explaining a Classifier - Artificial versus
Human Performance and Annotator Support in an Urgent

Instructor-Intervention Model for MOOCs
Laila alrajhi

Durham University, Durham, UK, King Abdulaziz
University, Jeddah, SA

laila.m.alrajhi@durham.ac.uk

Filipe Dwan Pereira
Federal University of Roraima, Boa Vista, Brazil

filipe.dwan@ufrr.br

Alexandra I. Cristea
Durham University, Durham, UK
alexandra.i.cristea@durham.ac.uk

Ahmed Alamri
University of Jeddah, Jeddah, SA

asalamri4@uj.edu.sa

ABSTRACT
Determiningwhen instructor intervention is needed, based on learn-
ers’ comments and their urgency in massive open online course
(MOOC) environments, is a known challenge. To solve this chal-
lenge, prior art used autonomous machine learning (ML) models.
These models are described as having a "black-box" nature, and
their output is incomprehensible to humans. This paper shows how
to apply eXplainable Artificial Intelligence (XAI) techniques to inter-
pret a MOOC intervention model for urgent comments detection. As
comments were selected from the MOOC course and annotated
using human experts, we additionally study the confidence between
annotators (annotator agreement confidence), versus an estimate of
the class score of making a decision via ML, to support interven-
tion decision. Serendipitously, we show, for the first time, that XAI
can be further used to support annotators creating high-quality, gold
standard datasets for urgent intervention.
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• Natural language processing (NLP); • eXplainable Artificial
Intelligence (XAI); • Instructor intervention model;
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1 INTRODUCTION
Instructor intervention in MOOC environments is a very challeng-
ing task. The proposed solution is to identify urgent comments that
need intervention automatically, via ML. This is however a hard
ML task, as urgency decisions are difficult, even for a human [1].
Also, the large number of observations may increase the cognitive
overhead of annotators [2] (including physical consequences, such
as making their vision blurry), where they struggle to make the
appropriate decision.

Correct labelling, in natural language processing (NLP), anno-
tating text data correctly, is a critical issue, and plays an important
role in supervised ML model prediction. Therefore, and considering
that urgency decisions had recently been confirmed to be hard
for humans [1], we additionally evaluate the annotator agreement
confidence in their decisions, and compare these with the model de-
cisions on every instance of the ‘learner comments’. We compared
model decision with human decision making, using Captum [3] as
interpretation tool, which is state-of-the-art for interpreting trans-
former models [4]. Thus, this work aims to explore and measure
word attribution to predicted urgency cases, versus the confidence
level of annotators. Therefore, we formalise our research question
as:

• RQ: How can XAI be employed to improve human annota-
tors’ decisions about the urgency of comments (i.e., deciding
on which comments need intervention)?

In terms of the contributions of this paper, to the best of our
knowledge:

• This is the first time that the Artificial Intelligence (AI) pre-
diction error has been shown to be connected to human (lack
of) confidence (i.e. appearing for the same instances, here,
comments).

• This is the first time where explainable models have been
shown how they can be used for annotator support, for
creating high standard corpora.

2 RELATEDWORK
A literature review on intervention in MOOCs shows the area to
have gained great momentum, proposing a variety of text classifica-
tion models, to classify urgent comments. These models range from
shallow ML [5] to deep learning [6] and transformers as embedding
[7] with different level of inputs [8] but all those works did not
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Figure 1: Predictive ability vs. interpretability trade-off [13].

interpret and explain the model’s decision (excluding a brief work
in [9]). Despite the fact that some shallow ML, such as classification
trees and naïve Bayes algorithms, are simple to understand and
interpret, they are less accurate than other approaches [10], espe-
cially for large data sets. Therefore, complex models, which achieve
better performance have been proposed [6] [11] [12]. These models
are considered as a ‘black- box’ and are consequently difficult to
understand for the end-user, as depicted in Figure 1 [13], although
some large models are interpretable [14].

Recently, outside of our specific area, a research direction has
become very active and trendy: that aiming to explain and interpret
‘black-box’ predictions and ML models in general, for different sec-
tors. Model interpretability is a field of explainable AI that attempts
to explain model internals and results in human-understandable
terms [15] [16]. A wide range of powerful tools have been proposed,
such as the Local Interpretable Model-agnostic Explanations (LIME)
[17], the SHapley Additive exPlanations (SHAP) [18], InterpretML
[19] and Captum [3]. Explainability in AI is essential to develop-
ers, to understand and improve models, and also to end-users, to
increase model-decision trust [20]. Please note that interpretability
and explainability are often used as having the same meaning, but
there are some papers that distinguish between them [21]. Here,
however, for simplicity, we do not make that distinction.

The Bidirectional Encoder Representations from Transformers
(in short, BERT) has been released at the end of 2018, and has been
extremely popular, being applied in text classification models with
high performance, such as in [22] [23]. Importantly for our cur-
rent research, recent studies have proposed techniques for using
XAI combined with BERT. Kokalj et al. [24] proposed TransSHAP

(Transformer-SHAP) adapting and extending SHAP [18], to operate
on BERT, by building custom functions and visualising the results
in a sequential way. They demonstrated that the visualisation ap-
proach used on TransSHAP was simpler than that of other tools
(LIME and SHAP). However, this approach is considered limited
in terms of only supporting random word sampling, which may
result in unintelligible and grammatically incorrect sentences, as
well as wholly uninformative texts. Another study, Szczepański et
al. [25], proposed a new approach for explainable BERT-based fake
news detectors, using two XAI techniques (LIME and Anchors).
They used the Kaggle dataset, and their findings support the use
of multiple methods to construct explanations. However, there is
a problem with Anchor, as it is not always being able to find an
explanation.

On the other hand, Captum is an open-source multi-modal (im-
age, text, audio or video) library for transformer model interpretabil-
ity [3] [4]. It is an open-source library developed by Facebook AI
and offers cutting-edge techniques, such as Integrated Gradients,
that make it simple for researchers and developers to identify which
features contribute to a model’s decision and output [26]. This pack-
age has been drawing great attention and some researchers used
this package in their applications. For instance, Levy et al. [27]
utilised it to interpret a BERT model that was used as a one of
different ML models, to predict current procedural terminology
(CPT) codes from pathology reports.

Hence, we build in this research an explainable instructor inter-
vention classifier model as a text classification task, deploying the
Captum package, due to it being one of the most commonly used
for transformer models [4].
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Figure 2: Human annotator vs. machine pipeline: basic stages.

The closest to our area is the work of [28], using XAI to analyse
online discussion. However, no methods of XAI have been applied
yet to urgent intervention, with the exception of a very recent and
brief work in [9]. Moreover, none of these works clearly explain how
to connect AI prediction error to human (lack of) confidence, or use
explainable models for annotator support, for creating high standard
corpora.

3 METHODOLOGY
This section summarises the methods used to generate and build
our gold-standard corpus, with consideration of the measure of con-
fidence between annotators, together with the tool and technique
to explain the ML model. Thus, our research consists of four basic
stages (see Figure 2) as follows:

1) First, construct an ‘urgent’ gold-standard dataset, via human
experts annotating comments and computing their label
confidence levels (section 3.1).

2) Second, via BERT, build an automatic urgent intervention
model (section 3.2).

3) Third, automatically explain the model as a local explanation
and calculate the probability and word attribution of urgency
(section 3.3).

4) Fourth and last, we compare the two (machine and confi-
dence), visualise and discuss (section 3.4, and section 4).

3.1 Building the Gold-standard Dataset
The data used was collected from the FutureLearn platform, the
‘Big data’ course, from the first 5 among 9 weeks. This was due to
the fact that we wished to be able to catch issues and problems early
on in the course. These comments were manually annotated by

three experts of the domain, following the instructions of Agrawal
and Paepcke [29] in urgency, over the scale (1-7) that represents
ordinal values (from not urgent to very urgent) [9]. More details can
be found in the online annotators instructions1. To briefly explain
Agrawal and Paepcke [29] scale, we used the semantics as per their
website, with: no reason to read the post→ 1, not actionable; read if
time → 2, not actionable; maybe interesting → 3, neutral: respond
if spare time→ 4, somewhat urgent: good idea to reply, teaching
assistant might suffice→ 5, very urgent: good idea for instructor
to reply→ 6, extremely urgent: instructor definitely needs to reply
→ 7. When we determined Krippendorff’s [30] agreement value
between all annotators for validation, we discovered that there was
low agreement between any subgroups. To mitigate this problem
and as for the current work we only needed a binary classifier
(urgent comments for the instructor to read versus non-urgent: as
the instructor can only read a comment or not, so a non-binary
scale is not useful for an application scenario), we converted the
scale to:

• 1,2 & 3→ 0 (do not read, not urgent enough).
• 4, 5, 6 & 7→ 1 (read, urgent messages).

We used voting between three annotators to determine the final
label value, since voting is the most popular method of gathering
different opinions for the same activity [31]. From this process we
obtained:

• 4903 classified as ‘0’ non-urgent;
• 883 classified as ‘1’ urgent.

To add the annotator agreement confidence, we considered the
three annotators’ decision, after converting to a binary value. There-
fore, we assigned (Figure 2, Step 1):
1CoderInstructions.docx(stanford.edu)

Coder Instructions.docx (stanford.edu)
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• If the three annotators agreed→ 100% agreement confidence.
• Otherwise → not 100% agreement confidence (i.e. ∼67% =

2/3 agreement).

3.2 The BERT Model (Fine-tuning)
The data as above was split using the stratify method [32] into
training (80%), where the distribution of the training set is (0: 3922,
1: 706) and testing (20%), with distribution (0: 981, 1: 177). The
training set was then split again, as 90% for training and 10% as
validation.

We fine-tuned BERT, by using the ’bert-base-uncased’, to train
a text classifier to classify comments as urgent or non-urgent. We
used the ’bert-base-uncased’ version, then we trained the model,
by set: batch size = 8, epochs = 4 and optimiser = AdamW, with
learning rate = 2e-5 (Figure 2, Step 2).

3.3 Explaining the BERT Model
The BERT model is next automatically explained using the Captum
package. From Captum_BERT colab [33], BertForSequenceClassifi-
cation was applied. This is done by creating the Layer Integrated
Gradients explainer and attribute method, to generate feature im-
portance and identify which words (tokens) have the highest at-
tribution to the model’s output. As based on the gradient of the
model’s output (prediction) with respect to the input, integrated
gradients [34] are a way to calculate the attribution score of each
input feature of a deep learning model (here, BERT). This attribu-
tion score can be used to determine which words are important to
the outcome that our model predicts. The final attribution score is
calculated by the average value for each word (Figure 2, step 3).

In this experiment we also inspect 3 comments without 100%
confidence, which means the final label was set by majority vot-
ing (2/3, with one annotator disagreeing). The selected comments
are selected to showcase 3 scenarios reflecting the differences on
agreement between human annotators: 1: large difference; 2: slight
difference; 3: in-between. This will be further clarified in section 4.

3.4 Visualising and Comparing
The final step is to visualise the explainability results with the
attribution score and highlight the word importance, as input for
human consumption and potential future decision support. The
visualisation is done by using VisualizationDataRecord method.
Green highlights are used to indicate the tokens that contribute
positively to the model’s prediction. While red highlights are placed
on the tokens that have a negative impact on the model’s prediction
(see Figure 2, step 4).

4 RESULTS AND DISCUSSIONS
At the beginning, we calculate the agreement between the three
annotators, as previously explained, and we found that: the number
of comments that have 100% confidence between annotators is 4190;
and, on the other hand, the number of comments without 100%
confidence is 1596 from the total data. From the test data, the total
number of comments among annotators with 100% confidence is
833. However, there were 325 comments without 100% confidence.

We use different metrics to evaluate the BERT classifier, average
accuracy and (precision, recall and F1-score) for every class, for a

Figure 3: Confusion matrix of the BERT classifier.

comprehensive understanding of the outcomes, as in Table 1. Please
note that BERT has been selected here as it is one of the state-of-
the-art classifiers; however, the method of explainable decision about
urgent comments for instructors, and comparing machine prediction
to the human classification, is generalisable, and can be used with
other deep learning models.

These measurements are based on the confusion matrix, which
is depicted as a table, with 4 different combinations of predicted
and true values: ‘TN’, ‘FP’, ‘FN’ and ‘TP’ standing for true negative,
false positive, false negative and true positive, respectively, as the
results from the BERT classifier reported - see Figure 3.

We analyse, as said, the relation between machine results and
the confidence agreement level between human annotators. From
the confusion matrix we can study different cases, as shown in
Table 2.

The aim of this research is to help annotators to find urgent cases
that BERT can classify as urgent. Thus, we focus on true positive
(TP), especially case 2, where confidence between human annota-
tors is not 100%. The reason for focusing on TP is that these are the
ones we would like both the algorithm and the annotators to find.
There are 126 TP cases, as we reported in Figure 3. The experiment
and investigation results, interestingly, show that, for 79 out of
the 126, the classifier and the annotators agree that the comments
need urgent intervention with confidence level = 100%. For the
rest 47 cases (case 2), we found that the confidence level between
annotators is not 100%. Therefore, (47 cases) need explanation and
visualisation to the annotator who disagrees with the other two
annotators, to potentially change their mind. In addition, FP, where
a comment is considered by the algorithm (BERT) as urgent, but
not by the annotators, may be a potential issue, if the label should
be ’True’ but is not. The number of FP is 47 with 17 cases with
confidence level = 100% and 30 cases with confidence is not 100%
(case 4). That means that at least one of annotators from 30 cases
believes it is urgent, similar to BERT. Thus, these are the cases
that should be explained and shown to annotators, especially with
the highlights illustrating the reason of BERT’s decision, to help
them refine theirs. In general, however, any of the comments where
annotators disagree could potentially be reinspected by annotators,
to ensure that they increase their confidence.

Next, we inspected some of these comments from TP, to interpret
the probability of predicting the urgency by the classifier and to
understand if and how this may be related to the disagreement
between annotators.

To better understand in-depth our findings, we consider three
scenarios, based on the agreement between human annotators, as
shown in Table 3; we selected these three cases, according to level
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Table 1: The results of the BERT classifier

Class AverageAccuracy Precision Recall F1-score
0 .92 .95 .95 .95
1 .73 .71 .72

Table 2: Machine prediction correctness (from the BERT confusion matrix), vs. human annotator classification correctness, with
(binary) confidence between (human) annotators and number of comments for each case, Bold/Italics: cases that should/could
be explained to annotators

Cases True class (human
annotators)

BERT confusion BERT prediction Confidence between
human annotators

Number of comments

1 1 TP 1 100% 79
2 1 1 Not 100% 47
3 0 FP 1 100% 17
4 0 1 Not 100% 30
5 1 FN 0 100% 17
6 1 0 Not 100% 34
7 0 TN 0 100% 741
8 0 0 Not 100% 193

Table 3: Three scenarios based on TP with agreement between human annotators: 1: large difference; 2: slight difference; 3:
in-between

# Text Firstannotator Second annotator Thirdannotator
1 What’s the shortcomings of the crowdsourced data? It’s

hard for me to understand.
1 6 7

2 I wonder if there is also a correlation between future
orientation index and GDP per capita when the search
terms are two years ahead and two years before (e.g.
search terms "2009" and "2013" in the search year 2011).

3 4 4

3 I am seeking to build the following:
1-Multiple big data DB on VPS over the internet so they
will be MySQL on CentOS.
2-Multiple DB manipulation engines that will Read or
write on them from the BigData source.
3-Multi-agent simulations on a given basemap
4-The data model running on the simulation and DB
manipulation engines will be an XML based model.
Can anyone help me to build this environment?

2 6 4

of classification (large difference, slight difference or in between).
Please note that in Table 3 we show the rating from annotators
before converting to binary as urgent or non-urgent, to understand
their real decision.

4.1 Scenario 1 (large difference)
In this scenario, we observe that some comments lead to large
differences between annotators. Therefore, we interpret the model
and highlight the important words, as shown in Figure 4. We can
see that the attribution score = 2.13, which is high; the words ‘hard
for me’ are the important words that affect the decision. Thus, it

may draw the attention of the annotator, to lead them to the correct
decision.

4.2 Scenario 2 (slight difference)
In this scenario, the agreement is strong on being a threshold case
(between urgent and not non-urgent). When visualising (Figure 5),
we find that the words ‘I wonder if’ are important. The meaning of
‘wonder’ involves asking for help, but also just thinking. Thus, this
scenario can be used as a confirmatory analysis for annotators.
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Figure 4: Screenshots of Captum explanations for scenario 1 (large difference and ‘not 100% confidence’ between annotators).

Figure 5: Screenshots of Captum explanations for scenario 2 (slight difference and ‘not 100% confidence’ between annotators).

Figure 6: Screenshots of Captum explanations for scenario 3 (in between and ‘not 100% confidence’ between annotators).

4.3 Scenario 3 (in between)
In this scenario, the score is incremental (2, 4, 6). To understand it,
visualisation (see Figure 6) shows that (‘can’, ‘anyone’, help’, ‘?’)
are important words for the algorithmic decision. The annotator
difference may be due to some annotators considering that, by using
the word ‘anyone’, the learner asks for help from their peers, not
the instructor.

4.4 Discussion
Finding urgent messages is vital for instructors in online courses.
However, it is a daunting prospect for instructors in MOOCs, due to
the sheer volume of the comments. Thus, classification models for
automatically analysing comments and predicting their urgency are
stringently needed, and some accurate models have been proposed
in the past [6] [7] [8]. However, the story does not end here. Whilst
some of these models have cutting-edge performance, however,

just increasing performance may not be enough as with any black-
box system, explainability is key and related to trust in the system.
Moreover, correct labels are key. However, the type of comments
appearing in a learning system are hard even for experts to reliably
classify, as our experiments with annotators show. This further
supports the addition of (automatic) explanations to the recom-
mendation, to better contextualise the information presented for
annotators. Indeed, highlighting the most important words could
facilitate the annotators work on deciding and finding whether a
comment is urgent. That is, with our method, we can facilitate the
annotators work, leading to further improving the dataset annota-
tion process.

Here, thus, we use explainable AI in a different, novel way: we
turn it around, to explain to us not the errors in the algorithm, but
the errors in human annotation (which may well lead to or explain
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errors in the algorithm2). Thus, we analyse three extreme scenarios,
based on true positives (TP). As explained, these are the cases we
really want to deal with and help the disagreeing annotator to check
the decision, to increase the quality of the dataset.

We show how colour-based highlighting functionality of ex-
plainable AI can give us an in-depth understanding of where the
different answers of the annotators, as well as the algorithm, may
stem from. Thus, we found serendipitous gains, in automatic expla-
nations of annotators. Such systems could support thus annotators,
in facilitating/fast-tracking their work in detecting interventions
points and also, bringing them to a common denominator, and help-
ing them make informed decisions on a sample of already-labelled
data, to then be able to confidently label new, unseen data, in a
rigorous and systematic way.

5 CONCLUSION
We aimed on this paper is to evaluate the annotators’ agreement
confidence, obtained from labelling for the urgent instructor inter-
vention task in a MOOC environment. In particular, we would like
to highlight the contribution of explaining individual predictions
in the urgent intervention task and assessing annotators decisions,
when they label the comment corpus. We have presented a BERT
model to classify urgent comment cases. To better understand what
causes the errors we have made the interesting discovery of the
relation between the ability of the classifier to find urgent cases,
and the confidence between human annotators on making a deci-
sion in labelling data. Moreover, we are offering a new method for
supporting annotators.
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